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LaMME, Univ. Evry, CNRS, Université Paris-Saclay, 91037, Evry, France.

November 10, 2021

Abstract

We develop here a particular version of the partial regularity theory for the Magneto-Micropolar
equations (MMP) where a perturbation term is added. These equations are used in some special cases,
such as in the study of the evolution of liquid cristals or polymers, where the classical Navier–Stokes
equations are not an accurate enough model. The incompressible Magneto-Micropolar system is
composed of three coupled equations: the first one is based in the Navier-Stokes system, the second one
considers mainly the magnetic field while the last equation introduces the microrotation field representing
the angular velocity of the rotation of the fluid particles. External forces are considered and a specific
perturbation term is added as it is quite useful in some applications.
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1 Introduction

Micropolar equations were introduced in 1966 by Eringen [6] and were first studied mathematically in 1997
by Galdi & Rionero [8]. Some very recent results concerning the regularity of the solution to this system
were obtained in [9, 17] (see also the references there in). In this article we will consider a slightly more
general framework by introducing a magnetic field, some external forces and a perturbation term. We will
develop here the ε-regularity criterion which was not, to the best of our knowledge, treated before for this
type of problem. The incompressible 3D-Magneto-Micropolar (MMP) system studied in this article is of the
following form

∂t~U = ∆~U − (~U · ~∇)~U + ( ~B · ~∇) ~B − ~∇p+ 1
2
~∇∧ ~ω + ~F − div(~U ⊗ ~a+ ~a⊗ ~U),

∂t ~B = ∆ ~B − (~U · ~∇) ~B + ( ~B · ~∇)~U + ~G,

∂t~ω = ∆~ω + ~∇div(~ω)− ~ω − (~U · ~∇)~ω + 1
2
~∇∧ ~U,

div(~U) = div(~F ) = div( ~B) = div(~G) = div(~a) = 0,

~U(0, x) = ~U0(x), ~B(0, x) = ~B0(x), ~ω(0, x) = ~ω0(x), x ∈ R3 and div(~U0) = div( ~B0) = 0.

Here ~U denotes the fluid velocity field, ~B is the magnetic field, ~ω is the field of microrotation representing
the angular velocity of the rotation of the fluid particles and p is the scalar pressure. The quantities ~F and
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~G represent external forces (assumed divergence free) and they are given as well as the initial data ~U0, ~B0

and ~ω0.

The perturbation ~a which appears in the first equation above in the term div(~U ⊗~a+~a⊗ ~U) is a given
divergence free vector field and the presence of this particular type of perturbation is mainly inspired by
quantitative studies for the rate of possible blow-up for the Navier-Stokes equations (see in particular the
article [2]), see also the book [16, Section 12.6] for other interesting applications of this type of perturbation.
As pointed out in the Remark 1.1 below, the assumptions over ~a will have some impact in the general set
of hypotheses needed in order to perform our computations.

Now, in order to simplify the computations we introduce the Elsasser formulation, which was initially
used for the Magnetohydrodynamics equations (MHD) see [7]: indeed, by a suitable change of variables we
will obtain a more symmetric problem and if we define ~u = ~U + ~B, ~b = ~U − ~B, ~f = ~F + ~G and ~g = ~F − ~G,
then for all x ∈ R3 we can write

∂t~u = ∆~u− (~b · ~∇)~u− ~∇p+ 1
2
~∇∧ ~ω + ~f − 1

2div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b)),

∂t~b = ∆~b− (~u · ~∇)~b− ~∇p+ 1
2
~∇∧ ~ω + ~g − 1

2div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b)),

∂t~ω = ∆~ω + ~∇div(~ω)− ~ω − 1
2((~u+~b) · ~∇)~ω + 1

4
~∇∧ (~u+~b),

div(~u) = div(~b) = div(~f) = div(~g) = div(~a) = 0,

~u(0, x) = ~u0(x), ~b(0, x) = ~b0(x), ~ω(0, x) = ~ω0(x) and div(~u0) = div(~b0) = 0.

(1.1)

It is worth to remark here that as long as we want to perform a generic study for the functions ~u and ~b, this
previous system presents a simpler framework and thus, for the rest of the article we will focus ourselves in
this formulation. We remark also that since div(~u) = div(~b) = 0, then we can deduce from (1.1) that the
pressure p satisfies the equation

2∆p = −div((~b · ~∇)~u)− div((~u · ~∇)~b)− div(div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))), (1.2)

and we see from this expression that the pressure p is only determined by the couple (~u,~b) (recall that ~a is
given) and we will see how to exploit this relationship later on.

We are interested here in studying some properties of (local) weak solutions of the system (1.1) and in
order to fix the notation we consider now Ω a bounded subset of ]0,+∞[×R3 of the form

Ω =]a, b[×B(x0, r), with 0 < a < b < +∞, x0 ∈ R3 and 0 < r < +∞. (1.3)

and we will say that (~u,~b, ~ω) ∈ L∞t L2
x ∩L2

t Ḣ
1
x(Ω) satisfies the MMP equations (1.1) in the weak sense if for

all ~ϕ, ~φ, ~ψ ∈ D(Ω) such that div(~ϕ) = div(~φ) = 0, we have
〈∂t~u−∆~u+ (~b · ~∇)~u− 1

2
~∇∧ ~ω − ~f + 1

2div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))|~ϕ〉D′×D = 0,

〈∂t~b−∆~b+ (~u · ~∇)~b− 1
2
~∇∧ ~ω − ~g + 1

2div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))|~φ〉D′×D = 0,

〈∂t~ω −∆~ω − ~∇div(~ω) + ~ω + 1
2((~u+~b) · ~∇)~ω − 1

4
~∇∧ (~u+~b)|~ψ〉D′×D = 0.

Note that if (~u,~b, ~ω) are solutions of the previous system, then due to the expression (1.2) there exists a
pressure p such that (1.1) is fulfilled in D′.
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Based in the classical Navier-Stokes problem, we can study at least two main regularity theories for
the MMP equations: the local regularity theory (also known as the Serrin criterion, see [18], [21]) and the
ε-regularity criterion (also known as the partial regularity theory, based in the seminal work of Caffarelli,
Kohn and Nirenberg [4], see also [10] and [11, 12, 13]).

As said previously, in this article we want to develop a particular version of the ε-regularity criterion
for the system (1.1) and we need to impose some assumptions over the functions ~u,~b and ~ω as well as some
hypothesis over pressure p and from now on we will always assume that we have the following controls

~u,~b, ~ω ∈ L∞t L2
x ∩ L2

t Ḣ
1
x(Ω),

p ∈ L
3
2
t,x(Ω) ∩ L

5
2
t L

1
x(Ω), ~a ∈ L6

t,x(Ω), ~ω ∈ L∞t,x(Ω),

~f ,~g ∈ L
10
7
t,x(Ω),

(1.4)

where Ω is a subset of R× R3 of the form (1.3).

Remark 1.1 The conditions over ~u,~b, ~ω and ~f,~g are rather classical in the setting of equations arising from
fluid dynamics. Note that the connection between the perturbation term ~a and the pressure p is explicitly
given in the relationship (1.2) above, thus if we assume the local integrability condition ~a ∈ L6

t,x(Ω) (which
appears naturally in some recent results, see [2]), then following our computations we need to impose the

condition p ∈ L
3
2
t,x(Ω) ∩ L

5
2
t L

1
x(Ω) for the pressure. Observe that conditions of the form LqtL

1
x(Ω) for the

pressure were also considered in the setting of the Navier-Stokes equations, see [22]. Finally note that the
(L∞t,x)loc information is usually asked in regularity theory, but in this work we only assume it for the variable

~ω (not for ~u nor for ~b) and this will be crucial to study the term ~∇div(~ω) which appears in the micropolar
equation (1.1). See also Remark 4.2 below, where alternative and more general assumptions are given for
the variable ~ω.

Remark 1.2 We do not claim here any optimality on the space L6
t,x(Ω) related to the perturbation term

and we believe that it is perhaps possible to consider a slightly more general perturbation term by asking
~a ∈ Lmt,x(Ω) for m ≥ 5, however, as far as we can see, this will introduce some quite difficult technical
problems and will probably induce some extra hypotheses over the pressure. On the other hand, if we assume
some additional information (say ~a ∈ L2

t Ḣ
1
x(Ω)), then we can relax the hypotheses on the pressure and work

only with p ∈ L
3
2
t,x(Ω).

Once this local framework is clear, we can now introduce a special class of weak solutions:

Definition 1.1 (Suitable solutions) Let (~u,~b, ~ω, p) be a weak solution over Ω for the perturbed magneto-
micropolar equations (1.1) which satisfies the local hypotheses (1.4) stated above. We say that (~u,~b, ~ω, p) is
a suitable solution if the distribution µ given by the expression

µ = −∂t(|~u|2 + |~b|2 + |~ω|2) + ∆(|~u|2 + |~b|2 + |~ω|2)− 2(|~∇⊗ ~u|2 + |~∇⊗~b|2 + |~∇⊗ ~ω|2)

−div
(

(|~b|2 + 2p)~u+ (|~u|2 + 2p)~b+
1

2
(|~u|2 + |~b|2)~ω

)
+ 2~∇div(~ω) · ~ω − 2|~ω|2

+(~∇∧ ~ω) · (~u+~b) +
1

2
(~∇∧ (~u+~b)) · ~ω + 2(~f + ~g) · (~u+~b) (1.5)

+div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b)) · (~u+~b),

is a non-negative locally finite measure on Ω.

Remark 1.3 It is worth noting here that the local hypotheses stated in (1.4) guarantee that each one of the
terms in the previous expression is meaningful.
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The main purpose of this article is to prove the following theorem which gives a gain of regularity in space
and time variables for suitable solutions.

Theorem 1.1 Let Ω be a subset of the form (1.3). Let (~u,~b, ~ω, p) be a weak solution on Ω of the magneto-
micropolar equations (1.1). Assume that

1) (~u,~b, ~ω, p, ~f,~g,~a) satisfies the conditions (1.4),

2) (~u,~b, ~ω, p) is suitable in the sense of Definition 1.1,

3) we have the following local information on ~f and ~g: 1Ω
~f ∈M

10
7
,τa

t,x and 1Ω~g ∈M
10
7
,τb

t,x for some indexes

τa, τb >
5

2−α with 0 < α < 1
12 .

There exists a positive constant ε∗ which depends only on τa and τb such that, if for some (t0, x0) ∈ Ω, we
have

lim sup
r→0

1

r

∫∫
]t0−r2,t0+r2[×B(x0,r)

|~∇⊗ ~u|2 + |~∇⊗~b|2 + |~∇⊗ ~ω|2dxds < ε∗,

then (~u,~b, ~ω) is Hölder regular (in the time and space variables) of exponent α in a neighborhood of (t0, x0)
for some small α in the interval 0 < α < 1

12 .

Some remarks are in order here.

• Following standard procedures it is possible to construct Leray-type weak solutions for the problem
(1.1). However we are only interested here to study the local behavior (for some points of the subset
Ω) of the solutions of such equations.

• The hypothesis over the pressure p (i.e. p ∈ L
3
2
t,x(Ω)) is useful to give a sense to the quantities div(p~u)

and div(p~b) that are present in the definition of the measure µ given in (1.5). It is worth noting that
in the setting of the classical Navier-Stokes equation this hypothesis can be removed and a generic
pressure p ∈ D′ can be considered. See [5] for the details.

• Some additional hypothesis over the external forces ~f and ~g are stated in Morrey spaces. We will see
in the computations below that this functional framework is particularly well suited to the study of
the regularity for this type of equations.

The plan of the article is the following: in Section 2 we recall some notation and useful facts about
our framework. In Section 3 we establish a first gain of regularity under some particular hypotheses stated
in terms of Morrey spaces. The rest of the article (Sections 4, 5 and 6) is devoted to the proof of these
hypotheses.

2 Notation and functional spaces

For 1 ≤ p, q ≤ +∞ we characterize the Lebesgue space Lp([0,+∞[, Lq(R3)) as the set of measurable

functions ~f : [0,+∞[×R3 −→ R3 such that ‖~f‖LptLqx =

(∫ +∞

0
‖~f(t, ·)‖Lqdt

) 1
p

< +∞ with the usual

modifications when p = +∞ or q = +∞. We also define the space Lp([0,+∞[, Ḣs(R3)) with 1 ≤ p ≤ +∞

and s > 0 as the set of distributions such that ‖~f‖Lpt Ḣs
x

=

(∫ +∞

0
‖~f(t, ·)‖Ḣsdt

) 1
p

< +∞ where Ḣs(R3)

is the usual homogeneous Sobolev space. See the books [15] and [16] for details about these functional spaces.

We recall now the notions of parabolic Hölder and Morrey spaces and for this we need first to consider
the homogeneous space (R × R3, d, µ) where d is the parabolic (quasi)distance given by d

(
(t, x), (s, y)

)
=
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|t − s|
1
2 + |x − y| and where µ is the usual Lebesgue measure dµ = dtdx. Associated to this distance, we

define homogeneous (parabolic) Hölder spaces Ċα(R× R3,R3) where 0 < α < 1 by the usual condition:

‖~ϕ‖Ċα = sup
(t,x)6=(s,y)

|~ϕ(t, x)− ~ϕ(s, y)|(
|t− s|

1
2 + |x− y|

)α < +∞, (2.1)

and this formula studies Hölder regularity in both time and space variables. Now, for 1 < p ≤ q < +∞,
parabolic Morrey spacesMp,q

t,x are defined as the set of measurable functions ~ϕ : R×R3 −→ R3 that belong
to the space (Lpt,x)loc such that ‖~ϕ‖Mp,q

t,x
< +∞ where

‖~ϕ‖Mp,q
t,x

= sup
x0∈R3,t0∈R,r>0

(
1

r
5(1− p

q
)

∫
|t−t0|<r2

∫
B(x0,r)

|~ϕ(t, x)|pdxdt

) 1
p

. (2.2)

These spaces are generalization of usual Lebesgue spaces, note in particular that we have Mp,p
t,x = Lpt,x. See

[1] for more details on these spaces. We refer the readers to the book [16] for a general theory concerning
the Morrey spaces and Hölder continuity applied to the analysis of PDEs from fluid mechanics. Here are
some useful fact concerning Morrey spaces:

Lemma 2.1 (Hölder inequalities)

1) If ~f,~g : R × R3 −→ R3 are two functions such that ~f ∈ Mp,q
t,x(R × R3) and ~g ∈ L∞t,x(R × R3), then for

all 1 ≤ p ≤ q < +∞ we have ‖~f · ~g‖Mp,q
t,x
≤ C‖~f‖Mp,q

t,x
‖~g‖L∞t,x.

2) If ~f,~g : R × R3 −→ R3 are two functions that belong to the space Mp,q
t,x(R × R3) then we have the

inequality ‖~f · ~g‖
M

p
2 ,
q
2

t,x

≤ C‖~f‖Mp,q
t,x
‖~g‖Mp,q

t,x
.

3) More generally, let 1 ≤ p0 ≤ q0 < +∞, 1 ≤ p1 ≤ q1 < +∞ and 1 ≤ p2 ≤ q2 < +∞. If 1
p1

+ 1
p2
≤ 1

p0

and 1
q1

+ 1
q2

= 1
q0

, then for two measurable functions ~f,~g : R×R3 −→ R3 such that ~f ∈Mp1,q1
t,x and ~g ∈

Mp2,q2
t,x , we have the following Hölder inequality in Morrey spaces ‖~f · ~g‖Mp0,q0

t,x
≤ ‖~f‖Mp1,q1

t,x
‖~g‖Mp2,q2

t,x
.

Lemma 2.2 (Localization) Let Ω be a bounded set of R×R3. If we have 1 ≤ p0 ≤ p1, 1 ≤ p0 ≤ q0 ≤ q1 <
+∞ and if the function ~f : R× R3 −→ R3 belongs to the space Mp1,q1

t,x (R× R3) then we have the following

localization property ‖1Ω
~f‖Mp0,q0

t,x
≤ C‖1Ω

~f‖Mp1,q1
t,x

≤ C‖~f‖Mp1,q1
t,x

.

3 A parabolic gain of regularity: the first step

The proof of Theorem 1.1 is essentially based in the following regularity result for parabolic equations which
is stated here in the framework of (parabolic) Morrey spaces:

Proposition 3.1 For ~Φ, ~Ψ : [0,+∞[×R3 −→ R3 two vector fields, we consider the following equation∂t~v = ∆~v + ~Φ + σ(D)~Ψ,

~v(0, x) = 0,
(3.1)

where σ is a smooth function on R3 \ {0}, homogeneous of exponent1 1 and σ(D) is the Fourier multiplier
operator of symbol σ (acting component-wise).

1i.e. σ(λξ) = λσ(ξ) for all λ > 0.
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Assume that we have ~Φ ∈ Mp0,q0
t,x and ~Ψ ∈ Mp0,q1

t,x with 1 < p0 ≤ q0 < q1 where we have 1
q0

= 2−α
5 ,

1
q1

= 1−α
5 , and 0 < α < 1. Then the function ~v equal to 0 for t ≤ 0 and to

~v(t, x) =

∫ t

0
e(t−s)∆(~Φ(s, ·) + σ(D)~Ψ(s, ·))ds for t > 0,

is a solution of equation (3.1) that is Hölderian of exponent α in the sense of (2.1).

See [16, Proposition 13.4] for a proof of this result, see also [14].

We will apply this proposition to our system (1.1) but, as we only assume the controls (1.4) over a
subset Ω of the form (1.3), we need to localize our framework and for this we first fix the point (t0, x0) ∈ Ω
considered in the hypotheses of Theorem 1.1 and then for a small enough radius 0 < r < 1, we consider the
parabolic ball

Qr(t0, x0) =]t0 − r2, t0 + r2[×B(x0, r), (3.2)

such that Q5r(t0, x0) ⊂ Ω (these parabolic balls will be denoted by Qr for simplicity). Note here that since
by (1.3) we have Ω =]a, b[×B(x0, r) with 0 < a < b < +∞ and x0 ∈ R3, then the condition Q5r(t0, x0) ⊂ Ω
guarantees the fact that t0 − r2 > 0 and thus the time interval ]t0 − r2, t0 + r2[ does not contain the origin:
this condition is important in order to obtain a system of the form (3.1) for which the initial data is such
that ~v(0, x) = 0. Now, we construct an auxiliary non-negative function φ : R × R3 −→ R such that
φ ∈ C∞0 (R× R3), supp(φ) ⊂]− 1

16 ,
1
16 [×B(0, 1

4) and such that φ ≡ 1 on ]− 1
64 ,

1
64 [×B(0, 1

8) and for a fixed
R > 0 such that

4R < r, (3.3)

we define the localizing function η by η(t, x) = φ
(
t−t0
R2 ,

x−x0
R

)
(remark that we have supp η ⊂ QR) and

we define the vector ~U = η(~u + ~b + ~ω). As we can observe, we have the identity ~U = ~u + ~b + ~ω over a
small neighborhood of the point (t0, x0) and the support of the variable ~U is contained in the parabolic
ball QR(t0, x0) ⊂ Qr(t0, x0) ⊂ Ω. Moreover, this localization forces the property ~U(0, ·) = 0, we can thus
consider the following problem: ∂t

~U = ∆~U + ~B + ~∇β − div(B),

~U(0, x) = 0,
(3.4)

where the vector ~B is given by

~B = (∂tη −∆η)(~u+~b+ ~ω)− 2
3∑
i=1

(∂iη)(∂i(~u+~b+ ~ω))− η
(

(~b · ~∇)~u+ (~u · ~∇)~b

)
(3.5)

+ (~∇η)

(
div

(−∆)
div
(
~b⊗ ~u+ ~u⊗~b+ (~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

))
+ η(~∇∧ ~ω) + η(~f + ~g)

+

(
(~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

)
· ~∇η − (~∇η)div(~ω)− η

(
~ω +

1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)
,

the scalar function β is given by

β = ηdiv(~ω)− η div

(−∆)
div
(
~b⊗ ~u+ ~u⊗~b+ (~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

)
, (3.6)

and the tensor B is given by

B = η(~a⊗ (~u+~b) + (~u+~b)⊗ ~a). (3.7)
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Indeed, in order to verify that we have the equation (3.4) with the terms (3.5), (3.6) and (3.7) above, we
compute ∂t ~U and we have

∂t ~U = (∂tη)(~u+~b+ ~ω) + η∆(~u+~b+ ~ω)− η
(

(~b · ~∇)~u+ (~u · ~∇)~b

)
− 2η~∇p+ η(~∇∧ ~ω)

+ η(~f + ~g)− η
(
div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))

)
+ η

(
~∇div(~ω)− ~ω − 1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)
.

We use now the identity

η∆(~u+~b+ ~ω) = ∆(η(~u+~b+ ~ω))−∆η(~u+~b+ ~ω)− 2
3∑
i=1

(∂iη)(∂i(~u+~b+ ~ω))

= ∆~U −∆η(~u+~b+ ~ω)− 2
3∑
i=1

(∂iη)(∂i(~u+~b+ ~ω)),

to obtain the expression

∂t ~U = ∆~U + (∂tη −∆η)(~u+~b+ ~ω)− 2
3∑
i=1

(∂iη)(∂i(~u+~b+ ~ω)) (3.8)

−η
(

(~b · ~∇)~u+ (~u · ~∇)~b

)
− 2η~∇p+ η(~∇∧ ~ω) + η(~f + ~g)− η

(
div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))

)
+η

(
~∇div(~ω)− ~ω − 1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)
,

which is the first step to obtain an equation of the form (3.4). We need now to organize the expression above
in a suitable manner and for this we need to rewrite three particular terms, indeed, since we have the identities
η(~∇p) = ~∇(ηp)−(~∇η)p, ηdiv(~a⊗~u) = div(η(~a⊗~u))−(~a⊗~u) · ~∇η and η~∇div(~ω) = ~∇(ηdiv(~ω))−(~∇η)div(~ω),
we obtain

∂t ~U = ∆~U + (∂tη −∆η)(~u+~b+ ~ω)− 2
3∑
i=1

(∂iη)(∂i(~u+~b+ ~ω))− η
(

(~b · ~∇)~u+ (~u · ~∇)~b

)
+ 2(~∇η)p

+ η(~∇∧ ~ω) + η(~f + ~g) +

(
(~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

)
· ~∇η − (~∇η)div(~ω)

− η

(
~ω +

1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)
− 2~∇(ηp) + ~∇(ηdiv(~ω))− div

(
η
(
(~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

))
.

We recall now that, from the expression (1.2) and using the fact that div(~u) = div(~b) = 0, we have the

following identity for the pressure p = div
2(−∆)div

(
~b⊗ ~u+ ~u⊗~b+ (~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

)
so we can finally
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write

∂t ~U = ∆~U + (∂tη −∆η)(~u+~b+ ~ω)− 2
3∑
i=1

(∂iη)(∂i(~u+~b+ ~ω))− η
(

(~b · ~∇)~u+ (~u · ~∇)~b

)
+ (~∇η)

(
div

(−∆)
div
(
~b⊗ ~u+ ~u⊗~b+ (~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

))
+ η(~∇∧ ~ω) + η(~f + ~g)

+

(
(~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

)
· ~∇η − (~∇η)div(~ω)− η

(
~ω +

1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)
+ ~∇

(
ηdiv(~ω)− η div

(−∆)
div
(
~b⊗ ~u+ ~u⊗~b+ (~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

))
− div

(
η
(
(~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

))
= ∆~U + ~B + ~∇β − div(B),

which is (3.4) as announced with the terms ~B, β and B given in (3.5), (3.6) and (3.7), respectively.

Once we have deduce the equation (3.4), in order to obtain the conclusion of the Theorem 1.1 it is
enough by Lemma 3.1 to verify that we have

~B ∈Mp0,q0
t,x and β,B ∈Mp0,q1

t,x ,

where 1 < p0 ≤ q0 < q1 with 1
q0

= 2−α
5 , 1

q1
= 1−α

5 and 0 < α < 1
12 . In the next proposition we will prove

that under some extra hypothesis over the quantities ~u,~b, ~ω (that will be proven in the next sections) the
terms ~B, β and B belong to the suitable Morrey spaces mentioned above.

Proposition 3.2 Let R1, R2 be positive numbers such that

0 < R < R2 < R1 < 4R, (3.9)

where R is fixed by the condition (3.3) above. Let (~u,~b, ~ω, p) be a suitable solution for the equations MMP
(1.1) over Ω. Assume that we have the following points:

1) 1QR1
~u, 1QR1

~b, 1QR1
~ω ∈M3,τ0

t,x for 11
2 > τ0 >

5
1−α (recall that 0 < α < 1

12),

2) 1QR1

~∇⊗ ~u, 1QR1

~∇⊗~b, 1QR1

~∇⊗ ~ω ∈M2,τ1
t,x with 1

τ1
= 1

τ0
+ 1

5 ,

3) 1QR2
div(~ω) ∈M

6
5
, 12

5
t,x ,

4) 1QR2
~u, 1QR2

~b, 1QR2
~ω ∈M3,δ

t,x with δ � 1 is such that 1
δ + 1

τ0
≤ 1−α

5 ,

5) For all 1 ≤ i, j ≤ 3 we have

1QR2

∂i∂j
(−∆)

(uibj) ∈Mp,q
t,x, 1QR2

∂i∂j
(−∆)

(uiaj) ∈Mp,q
t,x, and 1QR2

∂i∂j
(−∆)

(biaj) ∈Mp,q
t,x,

with p0 ≤ p < +∞ and q0 < q1 ≤ q < +∞.

6) 1QR1

~f ∈M
10
7
,τa

t,x ,1QR1
~g ∈M

10
7
,τb

t,x for τa, τb >
5

2−α .

If moreover ~a ∈ L6
t,x(Ω), then we have that the term ~B defined in (3.5) belongs to the Morrey space Mp0,q0

t,x

with 1 < p0 ≤ 6
5 and 5

2 < q0 < 3 where 1
q0

= 2−α
5 with 0 < α < 1

12 and the terms β,B defined in (3.6) and

(3.7), respectively, belong to the Morrey space Mp0,q1
t,x with 1

q1
= 1−α

5 .
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Remark 3.1 Note that, since q0 = 5
2−α , τ0 >

5
1−α and 1

τ1
= 1

τ0
+ 1

5 then we easily obtain q0 < τ1 < τ0.

Moreover, since q1 = 5
1−α we have q1 < τ0 <

11
2 . Remark also that since 0 < α < 1

12 we can set 11
2 > τ0 and

11
2 > τ1.

Note that the conclusion of this proposition is exactly the input needed to apply Proposition 3.1 from
which we will obtain the wished gain of regularity.

Proof of the Proposition 3.2 In order to prove this proposition, and for the time being, let us take
for granted the assumptions 1) - 6) above and let us prove that the quantities ~B, β and B belong to the
announced Morrey spaces.

• For ~B. We write, for 1 < p0 ≤ 6
5 and 5

2 < q0 < 3 where 1
q0

= 2−α
5 with 0 < α < 1

12 :

‖ ~B‖Mp0,q0
t,x

≤ ‖(∂tη −∆η)(~u+~b+ ~ω)‖Mp0,q0
t,x︸ ︷︷ ︸

(1)

+2

3∑
i=1

‖(∂iη)(∂i(~u+~b+ ~ω))‖Mp0,q0
t,x︸ ︷︷ ︸

(2)

+

∥∥∥∥η((~b · ~∇)~u+ (~u · ~∇)~b

)∥∥∥∥
Mp0,q0

t,x︸ ︷︷ ︸
(3)

(3.10)

+

∥∥∥∥(~∇η)

(
div

(−∆)
div
(
~b⊗ ~u+ ~u⊗~b+ (~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

))∥∥∥∥
Mp0,q0

t,x︸ ︷︷ ︸
(4)

+ ‖η(~∇∧ ~ω)‖Mp0,q0
t,x︸ ︷︷ ︸

(5)

+ ‖η(~f + ~g)‖Mp0,q0
t,x︸ ︷︷ ︸

(6)

+

∥∥∥∥((~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

)
· ~∇η

∥∥∥∥
Mp0,q0

t,x︸ ︷︷ ︸
(7)

+ ‖(~∇η)div(~ω)‖Mp0,q0
t,x︸ ︷︷ ︸

(8)

+

∥∥∥∥η(~ω +
1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)∥∥∥∥
Mp0,q0

t,x︸ ︷︷ ︸
(9)

.

For the first term of (3.10), since we have 1QR1
~u, 1QR1

~b, 1QR1
~ω ∈ M3,τ0

t,x for τ0 > 5 and since we have

the support property supp (∂tη −∆η) ⊂ QR, it follows by Lemma 2.2 (as we have 1 ≤ p0 ≤ 6
5 < 3 and

q0 < 3 < τ0) that

‖(∂tη −∆η)(~u+~b+ ~ω)‖Mp0,q0
t,x
≤ C‖1QR

(~u+~b+ ~ω)‖Mp0,q0
t,x
≤ ‖1QR1

(~u+~b+ ~ω)‖M3,τ0
t,x

< +∞,

where we used the information available in the point 1) of the Proposition 3.2.

For the second term of (3.10), using Hölder’s inequality in Morrey spaces (see the third point of Lemma
2.1) we have ‖(∂iη)(∂i(~u+~b+ ~ω))‖Mp0,q0

t,x
≤ ‖1QR

∂iη‖Mp1,q1
t,x
‖1QR

∂i(~u+~b+ ~ω)‖M2,q2
t,x

where 1
p1

+ 1
2 ≤

1
p0

and 1
q1

+ 1
q2

= 1
q0

. Since 5
2 < q0 = 5

2−α < 3, we have that q2 can be chosen such that q2 < τ1 = 5τ0
5+τ0

and thus using Lemma 2.2 (recall that R < R1) and the point 2) of Proposition 3.2, we obtain

‖(∂iη)(∂i(~u+~b+ ~ω)‖Mp0,q0
t,x
≤ C‖1QR1

~∇⊗ (~u+~b+ ~ω)‖M2,τ1
t,x

< +∞.

For the term (3) of (3.10), since 1 < p0 ≤ 6
5 and 5

2 < q0 < 3, by Lemma 2.2 (recall that R < R2 < R1),
by the Hölder inequalities in Morrey spaces and using the information of points 2)-4), we have:∥∥∥η ((~b · ~∇)~u+ (~u · ~∇)~b

)∥∥∥
Mp0,q0

t,x

≤ C
∥∥∥1QR

(
(~b · ~∇)~u+ (~u · ~∇)~b

)∥∥∥
M

6
5 ,q0
t,x

(3.11)

≤ C
(
‖1QR2

~b‖M3,δ
t,x
‖1QR1

~∇⊗ ~u‖M2,τ1
t,x

+ ‖1QR2
~u‖M3,δ

t,x
‖1QR1

~∇⊗~b‖M2,τ1
t,x

)
< +∞,
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where we have 1
δ + 1

τ1
≤ 1

q0
, but since 1

q0
= 2−α

5 and 1
τ1

= 1
τ0

+ 1
5 , the previous conditions is equivalent

to 1
δ + 1

τ0
≤ 1−α

5 , which is exactly the condition stated in the point 4) of the Proposition 3.2.

For the term (4) of (3.10), due to the symmetry of the information available in the point 5) of the
Proposition 3.2, it is enough to study the following term for 1 ≤ i, j ≤ 3 and due to the support
properties of the function η, we obtain∥∥∥∥(~∇η)

∂i∂j
(−∆)

aibj

∥∥∥∥
Mp0,q0

t,x

≤ C
∥∥∥∥1QR2

∂i∂j
(−∆)

aibj

∥∥∥∥
Mp0,q0

t,x

≤ C
∥∥∥∥1QR2

∂i∂j
(−∆)

aibj

∥∥∥∥
Mp,q

t,x

< +∞,

where we applied Lemma 2.2 with p0 ≤ p and q0 ≤ q.

For the terms (5), (8) and (6) of (3.10) can be treated in the same manner, indeed, by the assumption
2) of Proposition 3.2 we have

‖η(~∇∧~ω)‖Mp0,q0
t,x
≤ C‖1QR1

~∇⊗~ω‖M2,τ1
t,x

< +∞, ‖(~∇η)div(~ω)‖Mp0,q0
t,x
≤ C‖1QR1

~∇⊗~ω‖M2,τ1
t,x

< +∞,

where we used Lemma 2.2 with p0 ≤ 6
5 < 2 and q0 < τ1 (see Remark 3.1). By essentially the same

arguments, using the point 6) of Proposition 3.2 (and since p0 ≤ 6
5 <

10
7 and τa, τb >

5
2−α = q0) we

have ‖η(~f + ~g)‖Mp0,q0
t,x
≤ C(‖1QR1

~f‖
M

10
7 ,τa
t,x

+ ‖1QR1
~g‖
M

10
7 ,τb
t,x

) < +∞.

For the term (7) of (3.10), as we have the same information over ~u and ~b we only need to study (for
1 ≤ i, j, k ≤ 3) the terms of the form ‖uiaj∂kη‖Mp0,q0

t,x
and we have

‖uiaj∂kη‖Mp0,q0
t,x

≤ C ‖1QR
uiaj‖Mp0,q0

t,x
≤ C‖1QR2

ui‖M3,δ
t,x
‖1QR1

aj‖M2,τ1
t,x

≤ C‖1QR2
ui‖M3,δ

t,x
‖1QR1

aj‖M6,6
t,x
< +∞,

where we used the Hölder inequality in Morrey spaces, Lemma 2.2 (with 2 < 6 and τ1 < 6 by Remark
3.1), the point 4) of Proposition 3.2 and the fact that M6,6

t,x = L6
t,x.

For the term (9) of (3.10) we easily deduce ‖η~ω‖Mp0,q0
t,x
≤ C‖1QR1

~ω‖M3,τ0
t,x

< +∞ (by Lemma 2.2 since

p0 < 3 and q0 < τ0). Due to the symmetry of the information available for the terms ~u,~b and ~ω and
following the same ideas displayed in (3.11), we have ‖η((~u+~b) · ~∇)~ω‖Mp0,q0

t,x
< +∞. Finally, since by

the point 3) of Proposition 3.2 we have 1QR1

~∇∧~u and 1QR1

~∇∧~b ∈M2,τ1
t,x , and since p0 < 2 and q0 < τ1,

by Lemma 2.2 we obtain ‖η~∇∧ (~u+~b)‖Mp0,q0
t,x
≤ C(‖1QR1

~∇∧~u‖M2,τ1
t,x

+ ‖1QR1

~∇∧~b‖M2,τ1
t,x

) < +∞. We

thus have: ∥∥∥∥η(~ω +
1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)∥∥∥∥
Mp0,q0

t,x

< +∞.

• For β. By the expression (3.6), we have, for 1 < p0 ≤ 6
5 and q1 = 5

1−α with 0 < α < 1
12 ,

‖β‖Mp0,q1
t,x
≤ ‖ηdiv(~ω)‖Mp0,q1

t,x
+

∥∥∥∥ηdivdiv(−∆)

(
~b⊗ ~u+ ~u⊗~b+ (~u+~b)⊗ ~a+ ~a⊗ (~u+~b)

)∥∥∥∥
Mp0,q1

t,x

. (3.12)

Since by the point 3) of Proposition 3.2 we have 1QR2
div(~ω) ∈ M

6
5
, 12

5
t,x and since p0 ≤ 6

5 and q1 <
12
5

(see Remark 3.1), then, by Lemma 2.2 we have for the first term fo the right-hand side above:

‖ηdiv(~ω)‖Mp0,q1
t,x
≤ C‖1QR2

div(~ω)‖Mp0,q1
t,x
≤ C‖1QR2

div(~ω)‖
M

6
5 ,

12
5

t,x

< +∞.
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For the second term of the right-hand side of (3.12), we use the point 5) of Proposition 3.2 and
due to the symmetry of the information available, it is enough to study, for 1 ≤ i, j ≤ 3 the term
‖η ∂i∂j

(−∆)(uibj)‖Mp0,q1
t,x

, and we write∥∥∥∥η ∂i∂j(−∆)
(uibj)

∥∥∥∥
Mp0,q1

t,x

≤ C
∥∥∥∥1QR2

∂i∂j
(−∆)

(uibj)

∥∥∥∥
Mp0,q1

t,x

≤ C
∥∥∥∥1QR2

∂i∂j
(−∆)

(uibj)

∥∥∥∥
Mp,q

t,x

< +∞,

where we applied Lemma 2.2 with p0 < p and q1 < q.

• For B. By (3.7) we need to study the quantity ‖B‖Mp0,q1
t,x

= ‖η(~a⊗ (~u+~b) + (~u+~b)⊗~a)‖Mp0,q1
t,x

, for the

sake of simplicity we only study ‖η~a⊗ ~u‖Mp0,q1
t,x

as the other terms can be treated in the same manner.

We thus have

‖η~a⊗ ~u‖Mp0,q1
t,x
≤ C‖1QR2

~a⊗ ~u‖
M

6
5 ,q1
t,x

≤ C‖1QR2
~a‖M2,δ′

t,x

‖1QR2
~u‖M3,δ

t,x
,

where we used the Hölder inequalities in Morrey spaces with 1
q1

= 1
δ + 1

δ′ . Since by the point 4) of

Proposition 3.2 the index δ � 1 can be chosen big enough such that δ′ < 6, thus we have by Lemma
2.2:

‖η~a⊗ ~u‖Mp0,q1
t,x
≤ C‖1QR2

~a‖M6,6
t,x
‖1QR2

~u‖M3,δ
t,x
< +∞,

since M6,6
t,x = L6

t,x.

We have proven that ~B ∈ Mp0,q0
t,x and β,B ∈ Mp0,q1

t,x where 1 < p0 ≤ q0 < q1 with 1
q0

= 2−α
5 , 1

q1
= 1−α

5 and

0 < α < 1
12 , and thus the proof of Proposition 3.2 is finished. �

4 Local Energy Inequality and Useful estimates

In order to obtain some of the assumptions stated in Proposition 3.2, we will exploit the information given
by the local energy estimate that can be deduced from the structure of the equation (1.1). We know from
the work of Scheffer [19, 20] that the use of a special test function is particularly helpful to obtain good
estimates. We will use the following function:

Lemma 4.1 Let 0 < ρ ≤ 1 and 0 < r < ρ
2 . Let φ ∈ C∞0 (R× R3) be defined by the formula

φ(s, y) = r2ω

(
s− t
ρ2

,
y − x
ρ

)
θ

(
s− t
r2

)
g(4r2+t−s)(x− y), 0 < r <

ρ

2
≤ 1, (4.1)

where ω ∈ C∞0 (R×R3) is non-negative function supported on the parabolic ball Q1(0, 0) and is equal to 1 on
Q 1

2
(0, 0) (see formula (3.2)), θ is a non-negative smooth function such that θ = 1 on ]−∞, 1[ and θ = 0 on

]2,+∞[ and gt(·) is the usual heat kernel. Then, we have the following points

1) the function φ is a bounded non-negative function, and its support is contained in the parabolic ball Qρ,
and for all (s, y) ∈ Qr(t, x) we have the lower bound φ ≥ C

r ,

2) for all (s, y) ∈ Qρ(t, x) with 0 < s < t+ r2 we have φ(s, y) ≤ C
r ,

3) for all (s, y) ∈ Qρ(t, x) with 0 < s < t+ r2 we have ~∇φ(s, y) ≤ C
r2 ,

4) moreover, for all (s, y) ∈ Qρ(t, x) with 0 < s < t+ r2 we have |(∂s + ∆)φ(s, y)| ≤ C r2

ρ5 .

See the book [16, Section 13.9] for a proof of this lemma. See also the Appendix B of [10].

Now, with the help of this function we have the local energy inequality:
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Proposition 4.1 Let (~u,~b, ~ω, p) be a weak solution of the MMP equation (1.1) over a subset Ω of the form
(1.3) and assume that φ is the function given in (4.1). Then the local energy inequality for the MMP equation
is given by∫

R3

[(|~u|2 + |~b|2 + |~ω|2)φ](τ, x)dx+ 2

∫
s<τ

∫
R3

[(|~∇⊗ ~u|2 + |~∇⊗~b|2 + |~∇⊗ ~ω|2)φ](s, x)dxds

+2

∫
s<τ

∫
R3

[(div(~ω))2φ](s, x)dxds+ 2

∫
s<τ

∫
R3

[|~ω|2φ](s, x)dxds

≤
∫
s<τ

∫
R3

[(∂tφ+ ∆φ)(|~u|2 + |~b|2 + |~ω|2)](s, x)dxds+

∫
s<τ

∫
R3

[(|~u|2 + 2p)~b · ~∇φ](s, x)dxds (4.2)

+

∫
s<τ

∫
R3

[(|~b|2 + 2p)~u · ~∇φ](s, x)dxds+

∫
s<τ

∫
R3

(~∇∧ ~ω) · [φ(~u+~b)](s, x)dxds

+2

∫
s<τ

∫
R3

[~f · (φ~u) + ~g · (φ~b)](s, x)dxds+ 2

∫
s<τ

∫
R3

∣∣∣[div(~ω)(~∇φ · ~ω)](s, x)
∣∣∣ dxds

+

∫
s<τ

∫
R3

∣∣∣∣[[(~a · ~∇)(~u+~b)] · (φ(~u+~b))

]
(s, x)

∣∣∣∣ dxds+

∫
s<τ

∫
R3

[(
(~u+~b) · ~∇

)(
φ(~u+~b)

)
· ~a
]
(s, x)dxds

+
1

2

∫
s<τ

∫
R3

[|~ω|2(~u+~b) · ~∇φ](s, x)dxds+
1

2

∫
s<τ

∫
R3

[~∇∧ (~u+~b)] · (φ~ω)(s, x)dxds.

Proof. In order to deduce the local energy inequality announced, we multiply the three first equations of
the system (1.1) by φ~u, φ~b and φ~ω respectively and we integrate in the space variable to obtain∫

R3

∂t~u · (φ~u)dx =

∫
R3

(
∆~u− (~b · ~∇)~u− ~∇p+

1

2
~∇∧ ~ω + ~f − 1

2
div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))

)
· (φ~u)dx,∫

R3

∂t~b · (φ~b)dx =

∫
R3

(
∆~b− (~u · ~∇)~b− ~∇p+

1

2
~∇∧ ~ω + ~g − 1

2
div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))

)
· (φ~b)dx,∫

R3

∂t~ω · (φ~ω)dx =

∫
R3

(
∆~ω + ~∇div(~ω)− ~ω − 1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)
· (φ~ω)dx.

Recalling that we have the generic identity ∂t~c · (φ~c) = 1
2∂t(|~c|

2φ) − 1
2 |~c|

2∂tφ as well as the formulas∫
R3

∆~c · (φ~c)dx =
1

2

∫
R3

|~c|2∆φdx−
∫
R3

|~∇⊗ ~c|2φdx and

∫
R3

[(~c · ~∇)~d] · (φ~d)dx = −1

2

∫
R3

|~d|2~c · ~∇φdx which

are valid for any (smooth) divergence free vector field ~c, we obtain after some integration by parts and after
an integration in the time variable:∫

R3

[(|~u|2 + |~b|2 + |~ω|2)φ](τ, x)dx+ 2

∫
s<τ

∫
R3

[(|~∇⊗ ~u|2 + |~∇⊗~b|2 + |~∇⊗ ~ω|2)φ](s, x)dxds

+2

∫
s<τ

∫
R3

[(div(~ω))2φ](s, x)dxds+ 2

∫
s<τ

∫
R3

[|~ω|2φ](s, x)dxds

≤
∫
s<τ

∫
R3

[(∂tφ+ ∆φ)(|~u|2 + |~b|2 + |~ω|2)](s, x)dxds+

∫
s<τ

∫
R3

[(|~u|2 + 2p)~b · ~∇φ](s, x)dxds

+

∫
s<τ

∫
R3

[(|~b|2 + 2p)~u · ~∇φ](s, x)dxds+

∫
s<τ

∫
R3

(~∇∧ ~ω) · [φ(~u+~b)](s, x)dxds

+2

∫
s<τ

∫
R3

[~f · (φ~u) + ~g · (φ~b)](s, x)dxds− 2

∫
s<τ

∫
R3

[div(~ω)(~∇φ · ~ω)](s, x)dxds

−
∫
s<τ

∫
R3

div
(

(~u+~b)⊗ ~a+ ~a⊗ (~u+~b)
)
· [φ(~u+~b)](s, x)dxds

+
1

2

∫
s<τ

∫
R3

[|~ω|2(~u+~b) · ~∇φ](s, x)dxds+
1

2

∫
s<τ

∫
R3

[~∇∧ (~u+~b)] · (φ~ω)(s, x)dxds,

12



since ~u,~b and ~a are divergence free vector fields, we easily see that the quantity∫
R3

div
(

(~u+~b)⊗ ~a+ ~a⊗ (~u+~b)
)
· [φ(~u+~b)]dx can be rewritten as

∫
R3

[(~a · ~∇)~u] · (φ~u) + [(~a · ~∇)~b] · (φ~u) + [(~a · ~∇)~u] · (φ~b) + [(~a · ~∇)~b] · (φ~b)

+[(~u · ~∇)~a] · (φ~u) + [(~b · ~∇)~a] · (φ~u) + [(~u · ~∇)~a] · (φ~b) + [(~b · ~∇)~a] · (φ~b) dx,

for the last line above we will use the identity

∫
R3

[(~c · ~∇)~d] · (φ~e)dx = −
∫
R3

[(~c · ~∇)(φ~e)] · ~d dx which is valid

for divergence free vector fields, and using the bilinear structure of the terms, we have∫
R3

div
(

(~u+~b)⊗ ~a+ ~a⊗ (~u+~b)
)
· [φ(~u+~b)]dx =

∫
R3

[
[(~a · ~∇)(~u+~b)] · (φ(~u+~b))

]
dx

−
∫
R3

[(
(~u+~b) · ~∇

)(
φ(~u+~b)

)
· ~a
]
dx,

and we finally obtain∫
R3

[(|~u|2 + |~b|2 + |~ω|2)φ](τ, x)dx+ 2

∫
s<τ

∫
R3

[(|~∇⊗ ~u|2 + |~∇⊗~b|2 + |~∇⊗ ~ω|2)φ](s, x)dxds

+2

∫
s<τ

∫
R3

[(div(~ω))2φ](s, x)dxds+ 2

∫
s<τ

∫
R3

[|~ω|2φ](s, x)dxds

≤
∫
s<τ

∫
R3

[(∂tφ+ ∆φ)(|~u|2 + |~b|2 + |~ω|2)](s, x)dxds+

∫
s<τ

∫
R3

[(|~u|2 + 2p)~b · ~∇φ](s, x)dxds

+

∫
s<τ

∫
R3

[(|~b|2 + 2p)~u · ~∇φ](s, x)dxds+

∫
s<τ

∫
R3

(~∇∧ ~ω) · [φ(~u+~b)](s, x)dxds

+2

∫
s<τ

∫
R3

[~f · (φ~u) + ~g · (φ~b)](s, x)dxds+ 2

∫
s<τ

∫
R3

∣∣∣[div(~ω)(~∇φ · ~ω)](s, x)
∣∣∣ dxds

+

∫
s<τ

∫
R3

∣∣∣∣[[(~a · ~∇)(~u+~b)] · (φ(~u+~b))

]
(s, x)

∣∣∣∣ dxds+

∫
s<τ

∫
R3

[(
(~u+~b) · ~∇

)(
φ(~u+~b)

)
· ~a
]
(s, x)dxds

+
1

2

∫
s<τ

∫
R3

[|~ω|2(~u+~b) · ~∇φ](s, x)dxds+
1

2

∫
s<τ

∫
R3

[~∇∧ (~u+~b)] · (φ~ω)(s, x)dxds,

and this ends the proof of Proposition 4.1. �

Once we have obtained this inequality, we will make use of the properties of the test function φ given in
Lemma 4.1 in order to obtain suitable controls that will be used in the next section. Indeed, by introducing
some scaled quantities it would be possible to exploit the previous inequality (4.2) to deduce by an inductive
argument some stability of this scaled quantities in terms of Morrey spaces.

In this sense we have the following definition.

Definition 4.1 (Scaled Quantities) Let γ > 0. For all (t, x) ∈ R× R3, we consider the following scaled
functions:

~uγ(t, x) = γ~u(γ2t, γx), ~bγ(t, x) = γ~b(γ2t, γx), ~ω(t, x) = γ~ω(γ2t, γx)

pγ(t, x) = γ2p(γ2t, γx), ~fγ(t, x) = γ3 ~f(γ2t, γx) and ~gγ(t, x) = γ3~g(γ2t, γx).

13



Now we define the following invariant quantities with respect of the previous scaling:

Ar(t, x) = sup
t−r2<s<t+r2

1

r

∫
B(x,r)

|~u(s, y)|2dy αr(t, x) =
1

r

∫∫
Qr(t,x)

|~∇⊗ ~u(s, y)|2dyds

Br(t, x) = sup
t−r2<s<t+r2

1

r

∫
B(x,r)

|~b(s, y)|2dy βr(t, x) =
1

r

∫∫
Qr(t,x)

|~∇⊗~b(s, y)|2dyds

Cr(t, x) = sup
t−r2<s<t+r2

1

r

∫
B(x,r)

|~ω(s, y)|2dy γr(t, x) =
1

r

∫∫
Qr(t,x)

|~∇⊗ ~ω(s, y)|2dyds

λr(t, x) =
1

r2

∫∫
Qr(t,x)

|~u(s, y)|3dyds ζr(t, x) =
1

r2

∫∫
Qr(t,x)

|~b(s, y)|3dyds

σr(t, x) =
1

r2

∫∫
Qr(t,x)

|~ω(s, y)|3dyds

Wr(t, x) =
1

r

∫∫
Qr(t,x)

|div(~ω)(s, y)|2dyds Hr(t, x) =
1

r3

∫∫
Qr(t,x)

|~ω(s, y)|2dyds

Fr(t, x) =
1

r
5
7

∫∫
Qr(t,x)

|~f(s, y)|
10
7 dyds Gr(t, x) =

1

r
5
7

∫∫
Qr(t,x)

|~g(s, y)|
10
7 dyds

Pr(t, x) =
1

r2

∫∫
Qr(t,x)

|p(s, y)|
3
2dyds.

Remark 4.1 From the definition above we easily deduce the identities (rAr)
1
2 = ‖~u‖L∞t L2

x(Qr), (rαr)
1
2 =

‖~u‖L2
t Ḣ

1
x(Qr)

and r
4
3P

2
3
r = ‖p‖

L
3
2
t,x(Qr)

and similar identities for the variables ~b and ~ω.

As announced, we will use these quantities to deduce two main estimates, which are stated in Proposition
4.2 and Proposition 4.3. In the next lemma we prove some useful relationships between some of the previous
terms given above.

Lemma 4.2 For any small 0 < r < 1 such that Qr ⊂ Ω and under the general hypotheses stated in (1.4),
there exists an absolut constant C, such that

λ
1
3
r ≤ C(Ar + αr)

1
2 , ζ

1
3
r ≤ C(Br + βr)

1
2 and σ

1
3
r ≤ C(Cr + γr)

1
2 .

Proof. We only detail the proof of the first estimate as the two others follow the same arguments.
Thus, by the expression of λr given in the Definition 4.1 and Hölder’s inequality, we have the esti-

mate λ
1
3
r = 1

r
2
3
‖~u‖L3

t,x(Qr) ≤ C 1

r
1
2
‖~u‖

L
10
3
t,x(Qr)

. Now, using an interpolation inequality we have the control

‖~u(t, ·)‖
L

10
3 (Br)

≤ ‖~u(t, ·)‖
2
5

L2(Br)
‖~u(t, ·)‖

3
5

L6(Br)
and applying the Hölder inequality with respect to the time

variable, we obtain ‖~u‖
L

10
3
t,x(Qr)

≤ ‖~u‖
2
5

L∞t L
2
x(Qr)

‖~u‖
3
5

L2
tL

6
x(Qr)

. For the L2
tL

6
x norm of ~u, we use the classical

Gagliardo-Nirenberg inequality (see [3]) to obtain ‖~u‖L2
tL

6
x(Qr) ≤ C

(
‖~∇⊗ ~u‖L2

tL
2
x(Qr) + ‖~u‖L∞t L2

x(Qr)

)
and

using Young’s inequalities we have

‖~u‖
L

10
3
t,x(Qr)

≤ C‖~u‖
2
5

L∞t L
2
x(Qr)

(
‖~∇⊗ ~u‖

3
5

L2
tL

2
x(Qr)

+ ‖~u‖
3
5

L∞t L
2
x(Qr)

)
≤ C

(
‖~u‖L∞t L2

x(Qr) + ‖~∇⊗ ~u‖L2
tL

2
x(Qr)

)
.

Noting that ‖~u‖L∞t L2
x(Qr) = r

1
2A

1
2
r and ‖~∇ ⊗ ~u‖L2

tL
2
x(Qr) = r

1
2α

1
2
r , we finally obtain λ

1
3
r ≤ C(Ar + αr)

1
2 and

Lemma 4.2 is proven. �
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4.1 A first estimate

We give now the first general inequality that bounds all the terms given in the Definition 4.1.

Proposition 4.2 (First Estimate) Under the hypotheses of Theorem 1.1, for 0 < r < ρ
2 < 1, we have

Ar + Br + Cr + αr + βr + γr +Wr + r2Hr ≤ C
r2

ρ2
(Aρ + Bρ + Cρ) + C

ρ2

r2
α

1
2
ρ (Aρ + Bρ + βρ)

+ C
ρ2

r2
P

2
3
ρ (Bρ + βρ)

1
2 + C

ρ2

r2
β

1
2
ρ (Bρ +Aρ + αρ) + C

ρ2

r2
P

2
3
ρ (Aρ + αρ)

1
2 + C

ρ2

r
γ

1
2
ρ (A

1
2
ρ + B

1
2
ρ )

+ C
ρ

r

(
F

7
10
ρ (Aρ + αρ)

1
2 + G

7
10
ρ (Bρ + βρ)

1
2

)
+ C

ρ3

r2
W

1
2
ρ ‖~ω‖L∞t,x(Ω) (4.3)

+ C

(
(Aρ + αρ)

1
2 + (Bρ + βρ)

1
2

)(
ρ2

r2
+
ρ

r

)
(α

1
2
ρ + β

1
2
ρ )× ρ

1
6 ‖~a‖L6

t,x(Ω)

+ C
ρ2

r2
C

1
2
ρ γ

1
2
ρ

(
(Aρ + αρ)

1
2 + (Bρ + βρ)

1
2

)
+ C

ρ2

r
(αρ + βρ)

1
2C

1
2
ρ .

Remark 4.2 Note that the hypothesis ~ω ∈ L∞t,x(Ω) is crucial at this step. It can be relaxed assuming for

example ~ω ∈ LptL
q
x(Ω) with 10

τ0
− 1− 2

p −
3
q > 0 where 5

1−α < τ0 <
11
2 and 0 < α < 1

12 is the exponent of the
expected Hölder regularity.

Proof. It is worth noting here that the structure of this estimate follows closely the one of the local energy
inequality given in (4.2) and in order to deduce this control, we will start estimating the terms of the
right-hand side of (4.2).

• Indeed, by the point 4) of Lemma 4.1 and using the quantities introduced in Definition 4.1 we have,
for the first term of the right-hand side of (4.2):∫ t+ρ2

t−ρ2

∫
Bρ

(∂tφ+ ∆φ)(|~u|2 + |~b|2 + |~ω|2)dxds ≤ r2

ρ5

∫ t+ρ2

t−ρ2

∫
Bρ

(|~u|2 + |~b|2 + |~ω|2)dxds

≤ C r
2

ρ2
(Aρ + Bρ + Cρ).

• For the second term of the right-hand side of (4.2) we have:∫ t+ρ2

t−ρ2

∫
Bρ

[(|~u|2 + 2p)~b · ~∇φ]dxds ≤
∫ t+ρ2

t−ρ2

∫
Bρ

|~u|2(~b · ~∇φ)dxds+ C

∫ t+ρ2

t−ρ2

∫
Bρ

|p||~b||~∇φ|dxds, (4.4)

and we will study the two previous terms separately. For the first term of the right-hand side above
we introduce the quantity (|~u|2)ρ as the average

(|~u|2)ρ =
1

|B(x, ρ)|

∫
B(x,ρ)

|~u(t, y)|2dy, (4.5)

and since ~b is divergence free, for any test function ψ compactly supported within B(x, ρ), we have∫
B(x,ρ)

(|~u|2)ρ(~b · ~∇)ψdx = 0. Then, since the test function φ is supported in the parabolic ball Qρ (by

Lemma 4.1) and using Hölder’s inequality, it follows that∫ t+ρ2

t−ρ2

∫
Bρ

|~u|2(~b · ~∇)φdxds =

∫ t+ρ2

t−ρ2

∫
Bρ

[|~u|2 − (|~u|2)ρ](~b · ~∇)φdxds

≤ C

r2

∫ t+ρ2

t−ρ2

∫
Bρ

∣∣|~u|2 − (|~u|2)ρ
∣∣ |~b|dxds ≤ C

r2

∫ t+ρ2

t−ρ2

‖|~u|2 − (|~u|2)ρ‖
L

3
2 (Bρ)

‖~b(s, ·)‖L3(Bρ)ds,
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where we used the fact that ‖~∇φ‖L∞ ≤ C
r2 (by the point 3) of Lemma 4.1). Thus, by the Poincaré

inequality and using the Hölder inequality (in space and time variable), we obtain

≤ C

r2

∫ t+ρ2

t−ρ2

‖~∇(|~u(s, ·)|2)‖L1(Bρ)‖~b(s, ·)‖L3(Bρ)ds ≤
C

r2

∫ t+ρ2

t−ρ2

‖~u‖L2(Bρ)‖~∇⊗ ~u‖L2(Bρ)‖~b(s, ·)‖L3(Bρ)ds

≤ C

r2
‖~u‖L6

tL
2
x(Qρ)‖~∇⊗ ~u‖L2

t,x(Qρ)‖~b‖L3
t,x(Qρ) ≤ C

ρ2

r2
A

1
2α

1
2
ρ ζ

1
3
ρ ,

since by the Definition 4.1 we have ‖~u‖L6
tL

2
x(Qρ) ≤ Cρ

1
3 ‖~u‖L∞t L2

x(Qρ) ≤ Cρ
5
6A

1
2 , ‖~∇⊗~u‖L2

t,x(Qρ) ≤ ρ
1
2α

1
2
ρ

and ‖~b‖L3
t,x(Qρ) ≤ ρ

2
3 ζ

1
3
ρ . Using the second inequality of the Lemma 4.2 we obtain

∫ t+ρ2

t−ρ2

∫
Bρ

|~u|2(~u · ~∇)φdxds ≤ Cρ
2

r2
A

1
2α

1
2
ρ (Bρ + βρ)

1
2 ≤ Cρ

2

r2
α

1
2
ρ (Aρ + Bρ + βρ), (4.6)

and this control ends the study of the first term of the right-hand side of (4.8). For the second term
of (4.8), we simply write (using the properties of the function φ given in Lemma 4.1 as well as the
quantities given in Definition 4.1 and Lemma 4.2):∫ t+ρ2

t−ρ2

∫
Bρ

|p||~b||~∇φ|dxds ≤ C

r2
‖p‖

L
3
2 (Qρ)

‖~b‖L3(Qρ) ≤
C

r2
(ρ

4
3P

2
3
ρ )(ρ

2
3 ζ

1
3
ρ ) ≤ Cρ

2

r2
P

2
3
ρ (Bρ + βρ)

1
2 . (4.7)

With estimates (4.6) and (4.7), coming back to (4.4) we finally obtain∫ t+ρ2

t−ρ2

∫
Bρ

[(|~u|2 + 2p)~b · ~∇φ]dxds ≤ Cρ
2

r2
α

1
2
ρ (Aρ + Bρ + βρ) + C

ρ2

r2
P

2
3
ρ (Bρ + βρ)

1
2 . (4.8)

• The third term of (4.2) can be treated in a completely symmetric manner and we have the estimate:∫ t+ρ2

t−ρ2

∫
Bρ

[(|~b|2 + 2p)~u · ~∇φ]dxds ≤ Cρ
2

r2
β

1
2
ρ (Bρ +Aρ + αρ) + C

ρ2

r2
P

2
3
ρ (Aρ + αρ)

1
2 .

• For the fourth term of (4.2) we have∫ t+ρ2

t−ρ2

∫
Bρ

(~∇∧ ~ω) · [φ(~u+~b)]dxds =

∫ t+ρ2

t−ρ2

∫
Bρ

(~∇∧ ~ω) · (φ~u)dxds+

∫ t+ρ2

t−ρ2

∫
Bρ

(~∇∧ ~ω) · (φ~b)dxds,

and due to the symmetry of the information available it is enough to study one of the terms above.
We thus write, by the properties of the function φ given in Lemma 4.1:∫ t+ρ2

t−ρ2

∫
Bρ

(~∇∧ ~ω) · (φ~u)dxds ≤ C

r
‖~∇∧ ~ω‖L2

t,x(Qρ)‖~u‖L2
t,x(Qρ) ≤

C

r
‖~∇⊗ ~ω‖L2

t,x(Qρ)‖~u‖L2
t,x(Qρ)

≤ C

r
‖~∇⊗ ~ω‖L2

t,x(Qρ)ρ‖~u‖L∞t L2
x(Qρ) ≤

C

r
(ργρ)

1
2 ρ(ρAρ)

1
2 = C

ρ2

r
γ

1
2
ρ A

1
2
ρ ,

where we used the fact that ‖~u‖L2
t,x(Qρ) ≤ Cρ‖~u‖L∞t L2

x(Qρ) and the Definition 4.1. Thus, with the second

term involving (~∇∧ ~ω) · (φ~b) we finally obtain the estimate:∫ t+ρ2

t−ρ2

∫
Bρ

(~∇∧ ~ω) · [φ(~u+~b)]dxds ≤ Cρ
2

r
γ

1
2
ρ (A

1
2
ρ + B

1
2
ρ ). (4.9)
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• For the term related with ~f,~g in (4.2) we have by the properties of the function φ given in Lemma 4.1:∫ t+ρ2

t−ρ2

∫
Bρ

[~f · (φ~u) + ~g · (φ~b)]dxds ≤ C 1

r

∫ t+ρ2

t−ρ2

∫
Bρ

|~f ||~u|+ |~g||~b|dxds

≤ C

r
‖~f‖

L
10
7
t,x(Qρ)

‖~u‖
L

10
3
t,x(Qρ)

+ ‖~g‖
L

10
7
t,x(Qρ)

‖~b‖
L

10
3
t,x(Qρ)

.

Recalling the control ‖~u‖
L

10
3
t,x(Qρ)

≤ C(‖~u‖L∞t L2
x(Qρ) + ‖~∇⊗ ~u‖L2

t,x(Qρ)) and since we have the identities

‖~u‖L∞t L2
x(Qρ) = ρ

1
2A

1
2
ρ , ‖~∇ ⊗ ~u‖L2

t,x(Qρ) = ρ
1
2B

1
2
ρ , ρ

1
2F

7
10
ρ = ‖~f‖

L
10
7
t,x(Qρ)

and ρ
1
2Gρ

7
10 = ‖~g‖

L
10
7
t,x(Qρ)

, we

obtain: ∫ t+ρ2

t−ρ2

∫
Bρ

[~f · (φ~u) + ~g · (φ~b)]dxds ≤ Cρ
r

(
F

7
10
ρ (Aρ + αρ)

1
2 + G

7
10
ρ (Bρ + βρ)

1
2

)
.

• For the sixth term of (4.2) we have, by the properties of the function φ given in Lemma 4.1, by the
Hölder inequalities and by the Definition 4.1∫ t+ρ2

t−ρ2

∫
Bρ

∣∣∣[div(~ω)(~∇φ · ~ω)](s, x)
∣∣∣ dxds ≤ C

r2
‖div(~ω)‖L2

t,x(Qρ)‖~ω‖L2
t,x(Qρ) ≤

C

r2
(ρWρ)

1
2 ρ

5
2 ‖~ω‖L∞t,x(Ω),

from which we obtain2: ∫ t+ρ2

t−ρ2

∫
Bρ

|div(~ω)(~ω · ~∇)φ|dxds ≤ Cρ
3

r2
W

1
2
ρ ‖~ω‖L∞t,x(Ω).

• For the seventh term of (4.2) we need to study the following quantity∫ t+ρ2

t−ρ2

∫
Bρ

∣∣∣∣[[(~a · ~∇)(~u+~b)] · (φ(~u+~b))

]
(s, x)

∣∣∣∣ dxds. (4.10)

By symmetry of the available information over the vector fields ~u and ~b, it is enough to consider the

term

∫ t+ρ2

t−ρ2

∫
Bρ

∣∣∣[(~a · ~∇)~u] · (φ~u)
∣∣∣ dxds and we write, by the Hölder inequalities:

∫ t+ρ2

t−ρ2

∫
Bρ

∣∣∣[(~a · ~∇)~u] · (φ~u)
∣∣∣ dxds ≤ C

r
‖~a‖L6

t,x(Qρ)‖~∇⊗ ~u‖L2
t,x(Qρ)‖~u‖L3

t,x(Qρ),

but since we have ‖~a‖L6
t,x(Qρ) ≤ ‖~a‖L6

t,x(Ω), (ραρ)
1
2 = ‖~∇⊗ ~u‖L2

t,x(Qρ) and since we have ‖~u‖L3
t,x(Qρ) =

ρ
2
3λ

1
3
ρ ≤ Cρ

2
3 (Aρ + αρ)

1
2 (by Lemma 4.2) we obtain:∫ t+ρ2

t−ρ2

∫
Bρ

∣∣∣[(~a · ~∇)~u] · (φ~u)
∣∣∣ dxds ≤ Cρ

r
α

1
2 (Aρ + αρ)

1
2 ρ

1
6 ‖~a‖L6

t,x(Ω).

Performing the same computations for the remaining terms of (4.10) we have∫ t+ρ2

t−ρ2

∫
Bρ

∣∣∣∣[[(~a · ~∇)(~u+~b)] · (φ(~u+~b))

]
(s, x)

∣∣∣∣ dxds ≤ Cρr (α
1
2 + β

1
2
ρ )

×
(

(Aρ + αρ)
1
2 + (Bρ + βρ)

1
2

)
ρ

1
6 ‖~a‖L6

t,x(Ω).

2Note that for the term ~ω, a LptL
q
x-norm can be used here instead of the L∞t L

∞
x -norm. See Remarks 4.2 and 5.1.
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• The eighth term of (4.2) is

∫ t+ρ2

t−ρ2

∫
Bρ

[(
(~u+~b) · ~∇

)(
φ(~u+~b)

)
· ~a
]
(s, x)dxds and again, it is enough to

study the following generic term which contains the term
(
~u · ~∇

)(
φ~u
)
· ~a and we have∫ t+ρ2

t−ρ2

∫
Bρ

[(
~u · ~∇

)(
φ~u
)
· ~a
]
dxds ≤ ‖~u‖L3

t,x(Qρ)

(
‖~∇φ‖L∞t,x‖~u‖L2

t,x(Qρ) + ‖φ‖L∞t,x‖~∇⊗ ~u‖L2
t,x(Qρ)

)
‖~a‖L6

t,x(Qρ)

≤ ‖~u‖L3
t,x(Qρ)

(
C

r2
ρ‖~u‖L2

tL
6
t (Qρ) +

C

r
‖~u‖L2

t Ḣ
1
x(Qρ)

)
‖~a‖L6

t,x(Qρ)

≤ ρ
2
3 (Aρ + αρ)

1
2

(
C

r2
ρ(ραρ)

1
2 +

C

r
(ραρ)

1
2

)
‖~a‖L6

t,x(Ω) ≤ C
(
ρ2

r2
+
ρ

r

)
α

1
2
ρ (Aρ + αρ)

1
2 ρ

1
6 ‖~a‖L6

t,x(Ω),

where we used the properties of the function φ given in Lemma 4.1, the Definition 4.1 and the Lemma
4.2. Thus, considering the remaining terms we can write∫ t+ρ2

t−ρ2

∫
Bρ

[(
(~u+~b) · ~∇

)(
φ(~u+~b)

)
· ~a
]
dxds ≤ C

(
(Aρ + αρ)

1
2 + (Bρ + βρ)

1
2

)(
ρ2

r2
+
ρ

r

)
(α

1
2
ρ + β

1
2
ρ )

×ρ
1
6 ‖~a‖L6

t,x(Ω).

• For the ninth term of (4.2) we have to consider the quantity

∫ t+ρ2

t−ρ2

∫
Bρ

[|~ω|2(~u+~b) · ~∇φ](s, x)dxds which

has the same structure of the first term of the right-hand side of (4.4) and thus, by the same arguments
we obtain ∫ t+ρ2

t−ρ2

∫
Bρ

[|~ω|2(~u+~b) · ~∇φ]dxds ≤ ρ2

r2
C

1
2
ρ γ

1
2
ρ

(
(Aρ + αρ)

1
2 + (Bρ + βρ)

1
2

)
.

• The last term of (4.2) is given by the expression

∫ t+ρ2

t−ρ2

∫
Bρ

[~∇∧ (~u+~b)] · (φ~ω)dxds and we remark that

it is of the same structure of the term (4.9), so we obtain∫ t+ρ2

t−ρ2

∫
Bρ

|~∇∧ (~u+~b) · (φ~ω)|dxds ≤ Cρ
2

r
(αρ + βρ)

1
2C

1
2
ρ .

Once we have estimated all these terms, in order to obtain (4.3) it is enough to gather them: doing so we
obtain an uniform estimate with respect to the radius r and to end the proof we remark that the left-hand
side of the energy inequality is controlled (using the quantities given in Definition 4.1) by the left-hand side
of (4.3). �

4.2 A second estimate

The control obtained in the previous section is crucial but it is not enough to our purposes as we need to
obtain a deeper control over the pressure. For this

Lemma 4.3 For some 0 < σ < 1
2 and for a parabolic ball Qσ of the form (3.2), we have the following

estimate on the pressure

‖p‖
L

3
2
t,x(Qσ)

≤ Cσ
1
3 ‖~u‖L∞t L2

x(Q1)‖~b‖L2
t Ḣ

1
x(Q1) + Cσ2

(
‖~u‖L2

t Ḣ
1
x(Q1) + ‖~b‖L2

t Ḣ
1
x(Q1)

)
‖~a‖L6

t,x(Q1) + σ2‖p‖
L

3
2
t,x(Q1)

Remark 4.3 For the time being we assume the controls of the right-hand side of the previous estimate. We
will see later on, by a suitable change of variables, how to recover the information over the balls Qr ⊂ Ω.
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Proof. First, we introduce a smooth function η : R3 −→ [0, 1] supported by the ball B1 such that η = 1
on the ball B 3

5
and η = 0 outside the ball B 4

5
. By a straightforward calculation we have the identity

−∆(ηp) = −η∆p+ (∆η)p− 2
∑3

i=1 ∂i((∂iη)p) and we thus have

‖p‖
L

3
2
t,x(Qσ)

≤
∥∥∥∥(−η∆p)

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)︸ ︷︷ ︸

(a)

+

∥∥∥∥(∆η)p

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)︸ ︷︷ ︸

(b)

+2
3∑
i=1

∥∥∥∥∂i((∂iη)p)

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)︸ ︷︷ ︸

(c)

. (4.11)

• For the first term of (4.11) above, we use the expression of the pressure given in (1.2) which allows us
to write 2∆p = −div((~b · ~∇)~u)− div((~u · ~∇)~b)− div(div((~u+~b)⊗~a+~a⊗ (~u+~b))) and, due to the fact
that div(~u) = div(~b) = div(~a) = 0, we obtain the expression

∆p = −
3∑

i,j=1

∂i∂j(uibj) +

3∑
i,j=1

∂i∂j ((ui + bi)aj + ai(uj + bj)) ,

from which one gets∥∥∥∥(−η∆p)

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤
3∑

i,j=1

∥∥∥∥η∂i∂j(uibj)(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)︸ ︷︷ ︸

(a.1)

+

∥∥∥∥η∂i∂j ((ui + bi)aj + ai(uj + bj))

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)︸ ︷︷ ︸

(a.2)

. (4.12)

In order to study the term (a.1) above, we introduce the quantity Ui,j = ui(bj − (bj)1) where (bj)1

is the average of bj over the ball of radius 1 (recall the definition (4.5)) and since ~u is divergence

free we have the identity

3∑
i,j=1

∂i∂j(uibj) =

3∑
i,j=1

∂i∂jUi,j . Noting now that we also have the identity

η∂i∂jUi,j = ∂i∂j(ηUi,j)− ∂i
(
(∂jη)Ui,j

)
− ∂j

(
(∂iη)Ui,j

)
+ 2(∂i∂jη)Ui,j , we obtain∥∥∥∥η∂i∂j(uibj)(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤
∥∥∥∥∂i∂j(ηUi,j)(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

+

∥∥∥∥∥∂i
(
(∂jη)Ui,j

)
(−∆)

∥∥∥∥∥
L

3
2
t,x(Qσ)

(4.13)

+

∥∥∥∥∥∂j
(
(∂iη)Ui,j

)
(−∆)

∥∥∥∥∥
L

3
2
t,x(Qσ)

+ C

∥∥∥∥(∂i∂jη)Ui,j
(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

.

The first term of the right-hand side above is easy to control, indeed denoting by Ri = ∂i√
−∆

the

usual Riesz transforms on R3, by the boundedness of these operators in Lebesgue spaces and using the
support properties of the auxiliary function η, we have (recalling that Ui,j = ui(bj − (bj)1)):∥∥∥∥ ∂i∂j(−∆)

ηUi,j(t, ·)
∥∥∥∥
L

3
2 (Bσ)

≤ ‖RiRj(ηUi,j)(t, ·)‖
L

3
2 (R3)

≤ C‖ηUi,j(t, ·)‖
L

3
2 (B1)

≤ C‖ui(t, ·)‖L2(B1)‖bj(t, ·)− (bj)1‖L6(B1) ≤ C‖~u(t, ·)‖L2(B1)‖~∇⊗~b(t, ·)‖L2(B1),

where we used Hölder and Poincaré inequalities in the last line. Now taking the L
3
2 -norm in the time

variable of the previous inequality we obtain∥∥∥∥ ∂i∂j(−∆)
ηUi,j

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ
1
3 ‖~u‖L∞t L2

x(Q1)‖~∇⊗~b‖L2
t,x(Q1). (4.14)

The second and the third term of the right-hand side of (4.13) are treated in a similar manner., so
we will only consider one of them. Since ∂iη vanishes on B 3

5
∪ Bc

4
5

and since Bσ ⊂ B 1
2
⊂ B 3

5
, with
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the integral representation of the operator ∂i
(−∆) we have for the second term of (4.13) the inequalities

(taking into account only the space variable):∥∥∥∥ ∂i
(−∆)

(
(∂jη)Ui,j

)
(t, ·)

∥∥∥∥
L

3
2 (Bσ)

≤ Cσ2

∥∥∥∥ ∂i
(−∆)

(
(∂jη)Ui,j

)
(t, ·)

∥∥∥∥
L∞(Bσ)

≤ C σ2

∥∥∥∥∥
∫
{ 3

5
<|y|< 4

5
}

xi − yi
|x− y|3

(
(∂jη)Ui,j

)
(t, y) dy

∥∥∥∥∥
L∞(Bσ)

≤ C σ2‖Ui,j(t, ·)‖L1(B1) (4.15)

≤ C σ2‖ui(t, ·)‖L2(B1)‖bj(t, ·)− (bj)1‖L2(B1) ≤ Cσ2‖~u(t, ·)‖L2(B1)‖~∇⊗~b(t, ·)‖L2(B1),

where we used the same ideas as previously. Taking the L
3
2 -norm in the time variable, we obtain∥∥∥∥ ∂i

(−∆)

(
(∂jη)Ui,j

)∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ
7
3 ‖~u‖L∞t L2

x(Q1)‖~b‖L2
t Ḣ

1
x(Q1) ≤ Cσ

1
3 ‖~u‖L∞t L2

x(Q1)‖~b‖L2
t Ḣ

1
x(Q1). (4.16)

(since σ
7
3 ≤ σ

1
3 as we have 0 < σ < 1

2). For the last term of (4.13), we recall that the convolution
kernel associated to the operator 1

(−∆) is C
|x| , and thus following the same ideas we have the inequality∥∥∥∥(∂i∂jη)Ni,j

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ
1
3 ‖~u‖L∞t L2

x(Q1)‖~∇⊗~b‖L2
t,x(Q1). (4.17)

Thus, gathering the estimates (4.14), (4.16) and (4.17) and coming back to (4.13) we finally obtain

(a.1) =

∥∥∥∥η∂i∂j(uibj)(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ
1
3 ‖~u‖L∞t L2

x(Q1)‖~b‖L2
t Ḣ

1
x(Q1). (4.18)

We study now the term (a.2) of (4.12). Due to the symmetry of the quantity
η∂i∂j ((ui + bi)aj + ai(uj + bj)) it is enough to treat one term of the form η∂i∂j(uiaj) for which we use
as before the identity η∂i∂j(uiaj) = ∂i∂j(η(uiaj))− ∂i

(
(∂jη)(uiaj)

)
− ∂j

(
(∂iη)(uiaj)

)
+ 2(∂i∂jη)(uiaj)

and we have∥∥∥∥η∂i∂j(uiaj)(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤
∥∥∥∥∂i∂j(η(uiaj))

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

+

∥∥∥∥∂i((∂jη)(uiaj))

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

+

∥∥∥∥∂j((∂iη)(uiaj))

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

+ 2

∥∥∥∥(∂i∂jη)(uiaj)

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

. (4.19)

For the first term of the right-hand side above, introducing the Riesz transforms and using the support
properties of the localizing function η we have:∥∥∥∥∂i∂j(η(uiaj))

(−∆)

∥∥∥∥
L

3
2 (Bσ)

= ‖RiRj(η(uiaj))‖
L

3
2 (Bσ)

≤ ‖η(uiaj)‖
L

3
2 (B1)

,

now taking the L
3
2 -norm in the time variable and applying the Hölder inequalities (in space and then

in time) we have∥∥∥∥∂i∂j(η(uiaj))

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ C‖ui‖L2
tL

6
x(Q1)‖aj‖L6

tL
2
x(Q1) ≤ C‖ui‖L2

t Ḣ
1
x(Q1)‖aj‖L6

tL
6
x(Q1), (4.20)
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where in the last estimate we used the local inclusion between Lebesgue spaces. Now, just as before
(when studying (4.13)), the second and the third term of (4.19) can be treated in a similar manner and
we will just study the second term and we have, following the same ideas displayed in (4.15):∥∥∥∥∂i((∂jη)(uiaj))

(−∆)

∥∥∥∥
L

3
2 (Bσ)

≤ Cσ2‖uiaj‖L1(B1) ≤ Cσ2‖ui‖L6(B1)‖aj‖L 6
5 (B1)

≤ Cσ2‖ui‖Ḣ1(B1)‖aj‖L6(B1),

and with an integration in the time variable applying the Hölder inequalities it comes∥∥∥∥∂i((∂jη)(uiaj))

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ2‖ui‖L2
t Ḣ

1
x(Q1)‖aj‖L6

tL
6
x(Q1). (4.21)

For the last term of (4.19) we proceed in a similar manner noting that the convolution kernel associated
to the operator 1

(−∆) is C
|x| and due to the support properties of the localizing function η we can write∥∥∥ (∂i∂jη)(uiaj)

(−∆)

∥∥∥
L

3
2 (Bσ)

≤ Cσ2‖uiaj‖L1(Bσ) from which we easily deduce the estimate∥∥∥∥(∂i∂jη)(uiaj)

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ2‖ui‖L2
t Ḣ

1
x(Q1)‖aj‖L6

tL
6
x(Q1). (4.22)

Thus, gathering the estimates (4.20), (4.21) and (4.22) and coming back to the inequality (4.19) we
obtain: ∥∥∥∥η∂i∂j(uiaj)(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ2‖~u‖L2
t Ḣ

1
x(Q1)‖~a‖L6

tL
6
x(Q1).

Now, considering the terms of the form η∂i∂j(biaj) we have∥∥∥∥η∂i∂j ((ui + bi)aj + ai(uj + bj))

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ2
(
‖~u‖L2

t Ḣ
1
x(Q1) + ‖~b‖L2

t Ḣ
1
x(Q1)

)
‖~a‖L6

tL
6
x(Q1). (4.23)

With the previous estimates for the terms (a.1) and (a.2) given in (4.18) and (4.23), respectively, and
coming back to the expression (4.12) we obtain∥∥∥∥(−η∆p)

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ
1
3 ‖~u‖L∞t L2

x(Q1)‖~b‖L2
t Ḣ

1
x(Q1)

+ Cσ2
(
‖~u‖L2

t Ḣ
1
x(Q1) + ‖~b‖L2

t Ḣ
1
x(Q1)

)
‖~a‖L6

tL
6
x(Q1).

(4.24)

• We can now study the term (b) of (4.11) and we have (proceeding just like in (4.15) with the kernel of

the operator 1
(−∆) and the support properties of η):

∥∥∥ (∆η)p
(−∆)

∥∥∥
L

3
2 (Bσ)

≤ Cσ2‖p‖L1(B1) ≤ Cσ2‖p‖
L

3
2 (B1)

and taking the L
3
2 -norm in the time variable it comes∥∥∥∥(∆η)p

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ2‖p‖
L

3
2
t,x(Q1)

. (4.25)

• The last term of (4.11) can be easily treated by following the same ideas displayed previously and we
obtain ∥∥∥∥∂i((∂iη)p)

(−∆)

∥∥∥∥
L

3
2
t,x(Qσ)

≤ Cσ2‖p‖
L

3
2
t,x(Q1)

. (4.26)

To end the proof of the Lemma, it is enough to use the estimates (4.24), (4.25) and (4.26) in (4.11) to
obtain the wished inequality. �

Now, using a scaling argument and the control given in the last lemma, we have the following proposition.

21



Proposition 4.3 (Second estimate) With the quantities defined in Definition 4.1, under the hypotheses
of Theorem 1.1, and for 0 < r < ρ

2 ≤ 1, we have the estimate

P
2
3
r ≤ C

((ρ
r

)
A

1
2
ρ β

1
2
ρ +

(
r

ρ

) 2
3
(
α

1
2
ρ + β

1
2
ρ

)
‖~a‖L6

t,x(Qρ) +

(
r

ρ

) 2
3

P
2
3
ρ

)
(4.27)

Proof. Set σ = r
ρ and consider the following functions

pρ(t, x) = p(ρ2t, ρx), ~uρ(t, x) = ~u(ρ2t, ρx), bρ(t, x) = ~b(ρ2t, ρx) and ~aρ(t, x) = ~a(ρ2t, ρx),

thus, by Lemma 4.3 and using the rescaled function above we obtain

ρ−
10
3 ‖p‖

L
3
2
t,x(Qr)

≤ C
((

r

ρ

) 1
3 (
ρ−

3
2 ‖~u‖L∞t L2

x(Qρ)ρ
− 3

2 ‖~b‖L2
t Ḣ

1
x(Qρ)

)
+

(
r

ρ

)2(
ρ−

3
2 ‖~u‖L2

t Ḣ
1
x(Qρ) + ρ−

3
2 ‖~b‖L2

t Ḣ
1
x(Qρ)

)
ρ−

5
6 ‖~a‖L6

t,x(Qρ) +

(
r

ρ

)2

ρ−
10
3 ‖p‖

L
3
2
t,x(Qρ)

)
.

Now, recalling that, by the Definition 4.1 (see also Remark 4.1) we have the notation r
4
3P

2
3
r = ‖p‖

L
3
2
t,x(Qr)

,

ρ
1
2A

1
2
ρ = ‖~u‖L∞t L2

x(Qρ), ρ
1
2α

1
2
ρ = ‖~u‖L2

t Ḣ
1
x(Qρ) and ρ

1
2β

1
2
ρ = ‖~b‖L2

t Ḣ
1
x(Qρ), thus we can write

r
4
3

ρ
10
3

P
2
3
r ≤ C

((
r

ρ

) 1
3
(
ρ−2A

1
2
ρ β

1
2
ρ

)
+

(
r

ρ

)2

ρ−
11
6

(
α

1
2
ρ + β

1
2
ρ

)
‖~a‖L6

t,x(Qρ) +

(
r

ρ

)2

ρ−2P
2
3
ρ

)
,

and we obtain (as ρ−
11
6 ≤ ρ−2 since 0 < ρ < 1)

P
2
3
r ≤ C

((ρ
r

)
A

1
2
ρ β

1
2
ρ +

(
r

ρ

) 2
3
(
α

1
2
ρ + β

1
2
ρ

)
‖~a‖L6

t,x(Qρ) +

(
r

ρ

) 2
3

P
2
3
ρ

)
,

which is the desired estimate. �

5 Inductive Argument

Once we have obtained the estimates (4.3) and (4.27) it is possible to perform an inductive argument in
order to obtain a (local, parabolic) Morrey information over the variables ~u, ~b and ~ω.

Proposition 5.1 Let (~u,~b, ~ω, p) be a suitable solution of the magneto-micropolar equations (1.1) over the
subset Ω. Under the general assumptions of Theorem 1.1, there exists a positive constant ε∗ which depends
only on τa, τb, τc = min{τa, τb} > 5

2−α >
5
3 with 0 < α < 1

12 and on τ0 such that if (t0, x0) ∈ Ω and

lim sup
r→0

1

r

∫ ∫
]t0−r2,t0+r2[×B(x0,r)

|~∇⊗ ~u|2 + |~∇⊗~b|2 + |~∇⊗ ~ω|2dxds < ε∗, (5.1)

then there exists a parabolic neighborhood QR1 of (t0, x0) with 0 < R1 < 4R such that

1QR1
~u ∈M3,τ0

t,x , 1QR1

~b ∈M3,τ0
t,x , 1QR1

~ω ∈M3,τ0
t,x . (5.2)

Note that the conclusion of this proposition is exaclty the first hypothesis of the Proposition 3.2.

Proof. Recalling that from the global hypothesis of Theorem 1.1 we have a local control over the set Ω,
thus as we want to obtain a local information and since we assumed QR(t0, x0) ⊂ Ω and by the definition of
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Morrey spaces, we only need to prove that there exists a radius R1 small enough such that for all 0 < r < R1

and for all (t, x) ∈ QR1(t0, x0) we have the following control∫∫
Qr

|~u|3 + |~b|3 + |~ω|3dyds ≤ Cr5(1− 3
τ0

)
. (5.3)

In order to obtain this estimate, we will implement an inductive argument using the averaged quantities
introduced in the Definition 4.1. Indeed, using the Lemma 4.2, we can write∫∫

Qr

|~u|3 + |~b|3 + |~ω|3dyds = r2(λr + ζr + σr) ≤ Cr2(Ar + Br + Cr + αr + βr + γr)
3
2 .

Then in order to obtain the control (5.3) for all small 0 < r < R1, and all point (t, x) ∈ QR1 , it is enough
to show the estimate:

Ar + Br + Cr + αr + βr + γr ≤ r
2(1− 5

τ0
)
.

Let us introduce the following quantities:

Ar =
1

r
2(1− 5

τ0
)
(Ar + Br + Cr + αr + βr + γr +Wr) and Hr = r

10
τ0Hr. (5.4)

Note that the introduction of the quantity Wr in the first term above is reminiscent from the estimate
(4.3) obtained previously. Thus to prove (5.3) we only need to show that there exists 0 < κ < 1 and some
0 < R1 < R such that for all n ∈ N and (t, x) ∈ QR1 , we have

AκnR1 ≤ C, (5.5)

and the idea is to use an inductive argument that ensures that we have these estimates above for all radius
of the following type κnR1 > 0. Remark that due to the definition of the quantity Ar given in (5.4), we
will also obtain some information over the gradients of ~u,~b and ~ω (see Corollary 5.1 below).

In order to simplify the arguments, we shall need to introduce the following quantities

Br = (αr + βr + γr +Wr), Pr =
1

r
3
2

(1− 5
τ0

)
Pr, Dr =

1

3− 5
τc

(F
7
10
r + G

7
10
r ), (5.6)

for some τc > 0 such that 2 + 5
τ0
− 5

τc
> 0. Our starting point is the estimate (4.3) obtained previously:

Ar + Br + Cr + αr + βr + γr +Wr + r2Hr ≤ C
r2

ρ2
(Aρ + Bρ + Cρ)︸ ︷︷ ︸

(1)

+C
ρ2

r2
α

1
2
ρ (Aρ + Bρ + βρ)︸ ︷︷ ︸

(2)

+ C
ρ2

r2
P

2
3
ρ (Bρ + βρ)

1
2︸ ︷︷ ︸

(3)

+C
ρ2

r2
β

1
2
ρ (Bρ +Aρ + αρ)︸ ︷︷ ︸

(4)

+C
ρ2

r2
P

2
3
ρ (Aρ + αρ)

1
2︸ ︷︷ ︸

(5)

+C
ρ2

r
γ

1
2
ρ (A

1
2
ρ + B

1
2
ρ )︸ ︷︷ ︸

(6)

+ C
ρ

r

(
F

7
10
ρ (Aρ + αρ)

1
2 + G

7
10
ρ (Bρ + βρ)

1
2

)
︸ ︷︷ ︸

(7)

+C
ρ3

r2
W

1
2
ρ ‖~ω‖L∞t,x(Ω)︸ ︷︷ ︸

(8)

(5.7)

+ C

(
(Aρ + αρ)

1
2 + (Bρ + βρ)

1
2

)(
ρ2

r2
+
ρ

r

)
(α

1
2
ρ + β

1
2
ρ )× ρ

1
6 ‖~a‖L6

t,x(Ω)︸ ︷︷ ︸
(9)

+ C
ρ2

r2
C

1
2
ρ γ

1
2
ρ

(
(Aρ + αρ)

1
2 + (Bρ + βρ)

1
2

)
︸ ︷︷ ︸

(10)

+C
ρ2

r
(αρ + βρ)

1
2C

1
2
ρ︸ ︷︷ ︸

(11)

.
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Multiplying both sides of the inequality (5.7) by 1

r
2(1− 5

τ0
)
, using the formula (5.4), we obtain in the left-hand

side
1

r
2(1− 5

τ0
)

(
Ar + Br + Cr + αr + βr + γr +Wr + r2Hr

)
= Ar + Hr.

Now we will study each term of the right-hand side above multiplied by 1

r
2(1− 5

τ0
)
:

• For the term (1) above we have, using the definition of the quantity Aρ given in (5.4):

1

r
2(1− 5

τ0
)

(
r2

ρ2
(Aρ + Bρ + Cρ)

)
≤ 1

r
2(1− 5

τ0
)

r2

ρ2
ρ

2(1− 5
τ0

)
Aρ =

(
r

ρ

) 10
τ0

Aρ.

• For the term (2) of (5.7), by the definition of Aρ and Bρ given in (5.4) and (5.6) respectively, we can
write

1

r
2(1− 5

τ0
)

(
ρ2

r2
α

1
2
ρ (Aρ + Bρ + βρ)

)
≤ 1

r
2(1− 5

τ0
)

(
ρ2

r2
B

1
2
ρ ρ

2(1− 5
τ0

)
Aρ

)
=
(ρ
r

)4− 10
τ0 AρB

1
2
ρ .

• For the term (3) of (5.7), using the expressions of Aρ and Pρ given in (5.4) and (5.6) respectively, we
have

1

r
2(1− 5

τ0
)

(
ρ2

r2
P

2
3
ρ (Bρ + βρ)

1
2

)
≤ 1

r
2(1− 5

τ0
)

ρ2

r2
(ρ

3
2

(1− 5
τ0

)
Pρ)

2
3 (ρ

2(1− 5
τ0

)
Aρ)

1
2 =

(ρ
r

)4− 10
τ0 P

2
3
ρA

1
2
ρ .

• The term (4) of (5.7) can be treated in the same manner as the term (2) and we obtain

1

r
2(1− 5

τ0
)

(
ρ2

r2
β

1
2
ρ (Bρ +Aρ + αρ)

)
≤
(ρ
r

)4− 10
τ0 AρB

1
2
ρ .

• The term (5) of (5.7) can be treated in the same manner as the term (3) and we obtain

1

r
2(1− 5

τ0
)

(
ρ2

r2
P

2
3
ρ (Aρ + αρ)

1
2

)
≤
(ρ
r

)4− 10
τ0 P

2
3
ρA

1
2
ρ .

• By the definition of Aρ and Bρ given in (5.4) and (5.6) respectively, the term (6) of (5.7) can be
rewritten as follows

1

r
2(1− 5

τ0
)

(
ρ2

r
γ

1
2
ρ (A

1
2
ρ + B

1
2
ρ )

)
≤ 1

r
2(1− 5

τ0
)

(
ρ2

r
B

1
2
ρ ρ

(1− 5
τ0

)
A

1
2
ρ

)
≤
(ρ
r

)3− 10
τ0 ρ

5
τ0 A

1
2
ρB

1
2
ρ .

• The term (7) of (5.7) is estimate using the definition of Dρ given in (5.6):

1

r
2(1− 5

τ0
)

(
ρ

r

(
F

7
10
ρ (Aρ + αρ)

1
2 + G

7
10
ρ (Bρ + βρ)

1
2

))
≤ C

(ρ
r

)3− 10
τ0 ρ

2+ 5
τ0
− 5
τc DρA

1
2
ρ .

• For the term (8) of (5.7) we use the definition of Bρ given in (5.6) to obtain:

1

r
2(1− 5

τ0
)

(
ρ3

r2
W

1
2
ρ ‖~ω‖L∞t,x(Ω)

)
≤
(ρ
r

)4− 10
τ0 ρ

10
τ0
−1

B
1
2
ρ ‖~ω‖L∞t,x(Ω).

Remark 5.1 Note that, following Remark 4.2, if we assume ~ω ∈ LptL
q
x(Ω) with 10

τ0
− 1 − 2

p −
3
q > 0

(which is possible since 11
2 > τ0 >

5
1−α), then the previous bound is

(ρ
r

)4− 10
τ0 ρ

10
τ0
−1− 2

p
− 3
qB

1
2
ρ ‖~ω‖LptLqx(Ω).
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• Since we have (α
1
2 + β

1
2
ρ ) ≤ CB

1
2
ρ , (Aρ + αρ)

1
2 ≤ Cρ

(1− 5
τ0

)
A

1
2
ρ and (Bρ + βρ)

1
2 ≤ Cρ

(1− 5
τ0

)
A

1
2
ρ , thus for

the term (9) of (5.7) we write

1

r
2(1− 5

τ0
)

(
(Aρ + αρ)

1
2 + (Bρ + βρ)

1
2

)(
ρ2

r2
+
ρ

r

)
(α

1
2
ρ + β

1
2
ρ )× ρ

1
6 ‖~a‖L6

t,x(Ω) ≤
C

r
2(1− 5

τ0
)

(
ρ

(1− 5
τ0

)
A

1
2
ρ

)
×
(
ρ2

r2
+
ρ

r

)
B

1
2
ρ ρ

1
6 ‖~a‖

1
2

L6
t,x(Ω)

,

from which we deduce:

≤ C
((ρ

r

)4− 10
τ0 +

(ρ
r

)3− 10
τ0

)
ρ

5
τ0
− 5

6 A
1
2
ρB

1
2
ρ ‖~a‖L6

t,x(Ω).

• The term (10) of (5.7) is treated as follows: recalling that γρ ≤ Bρ by (5.6) and since we have

C
1
2
ρ ≤ ρ

(1− 5
τ0

)
A

1
2
ρ , (Aρ + αρ)

1
2 ≤ ρ(1− 5

τ0
)
A

1
2
ρ and (Bρ + βρ)

1
2 ≤ ρ(1− 5

τ0
)
A

1
2
ρ by (5.4), then we can write

1

r
2(1− 5

τ0
)

(
ρ2

r2
C

1
2
ρ γ

1
2
ρ

(
(Aρ + αρ)

1
2 + (Bρ + βρ)

1
2

))
≤ C

(ρ
r

)4− 10
τ0 AρB

1
2
ρ .

• The last term of (5.7) is easy to estimate as we have (αρ + βρ)
1
2 ≤ CB

1
2
ρ and C

1
2
ρ ≤ ρ

(1− 5
τ0

)
A

1
2
ρ , then we

have
1

r
2(1− 5

τ0
)

(
ρ2

r
(αρ + βρ)

1
2C

1
2
ρ

)
≤
(ρ
r

)3− 10
τ0 ρ

5
τ0 A

1
2
ρB

1
2
ρ .

Once we have all these estimates for the right-hand side of (5.7) we finally obtain the following control

Ar + Hr ≤ C

((
r

ρ

) 10
τ0

Aρ +
(ρ
r

)4− 10
τ0 AρB

1
2
ρ +

(ρ
r

)4− 10
τ0 P

2
3
ρA

1
2
ρ

+ C

((ρ
r

)4− 10
τ0 +

(ρ
r

)3− 10
τ0

)
ρ

5
τ0
− 5

6 A
1
2
ρB

1
2
ρ ‖~a‖L6

t,x(Ω) +
(ρ
r

)3− 10
τ0 ρ

5
τ0 A

1
2
ρB

1
2
ρ

+
(ρ
r

)3− 10
τ0 ρ

2+ 5
τ0
− 5
τc DρA

1
2
ρ +

(ρ
r

)4− 10
τ0 ρ

10
τ0
−1

B
1
2
ρ ‖~ω‖L∞t,x(Ω)

)
. (5.8)

Now, we study the estimate for the pressure (4.27) which is given by the control

P
2
3
r ≤ C

((ρ
r

)
A

1
2
ρ β

1
2
ρ +

(
r

ρ

) 2
3
(
α

1
2
ρ + β

1
2
ρ

)
‖~a‖L6

t,x(Qρ) +

(
r

ρ

) 2
3

P
2
3
ρ

)
,

and in the same spirit as before, we will introduce the quantity Pr = 1

r
3
2 (1− 5

τ0
)
Pr given in (5.6) in the

left-hand side above. To this end, we will first rise the inequality above to the power 3
2 and then we will

multiply both sides by 1

r
3
2 (1− 5

τ0
)

and we have

Pr =
1

r
3
2

(1− 5
τ0

)
Pr ≤

C

r
3
2

(1− 5
τ0

)

((ρ
r

) 3
2 A

3
4
ρ β

3
4
ρ +

(
r

ρ

)(
α

1
2
ρ + β

1
2
ρ

) 3
2

‖~a‖
3
2

L6
t,x(Qρ)

+

(
r

ρ

)
Pρ
)
.

We remark now that we have (by the definition of Aρ given in (5.4)):

1

r
3
2

(1− 5
τ0

)

(ρ
r

) 3
2 A

3
4
ρ β

3
4
ρ ≤

1

r
3
2

(1− 5
τ0

)

(ρ
r

) 3
2
ρ

3
2

(1− 5
τ0

)
(AρBρ)

3
4 =

(ρ
r

)3− 15
2τ0 (AρBρ)

3
4 .
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Note that we also have (by the definition of Bρ given in (5.6))

1

r
3
2

(1− 5
τ0

)

(
r

ρ

)(
α

1
2
ρ + β

1
2
ρ

) 3
2

‖~a‖
3
2

L6
t,x(Qρ)

≤ C
(ρ
r

) 1
2
− 15

2τ0 ρ
15
2τ0
− 3

2 B
3
4
ρ ‖~a‖

3
2

L6
t,x(Qρ)

,

and finally we have by the definition of Pρ given in (5.6): 1

r
3
2 (1− 5

τ0
)

(
r
ρ

)
Pρ =

(ρ
r

) 1
2
− 15

2τ0 Pρ. Then, gathering

all these estimates we have

Pr ≤ C
((ρ

r

)3− 15
2τ0 (AρBρ)

3
4 +

(ρ
r

) 1
2
− 15

2τ0

[
ρ

15
2τ0
− 3

2 B
3
4
ρ ‖~a‖

3
2

L6
t,x(Qρ)

+ Pρ

])
. (5.9)

Now we fix 0 < κ < 1 such that r = κρ. Then, we define a new expression that will help us to set up the
inductive argument

Θr(t, x) = Ar(t, s) + Hr(t, s) +
(
κ

15
τ0
− 15

2 Pr(t, x)
) 4

3
. (5.10)

We will see how to obtain from (5.8) and (5.9) a recursive equation in terms of Θr from which we will deduce
(5.5). Indeed, we have the following lemma.

Lemma 5.1 For all (t, x) ∈ Q2R1(t0, x0), for all 0 < r < ρ
2 and for all ρ small enough we have the inequality

Θr(t, x) ≤ 1

2
Θρ(t, x) + ε,

where ε is a small constant that depends on the information available on the forces ~f , ~g and the perturbation
~a.

Proof. We will use the estimates (5.8) and (5.9) obtained previously. Indeed, introducing the quantity
κ = r

ρ we easily obtain:

Θr = Ar + Hr +
(
κ

15
τ0
− 15

2 Pr

) 4
3 ≤ C

(
κ

10
τ0 Aρ + κ

10
τ0
−4

AρB
1
2
ρ︸ ︷︷ ︸

(1)

+κ
10
τ0
−4

P
2
3
ρA

1
2
ρ︸ ︷︷ ︸

(2)

+
(
κ

10
τ0
−4

+ κ
10
τ0
−3
)
ρ

5
τ0
− 5

6 A
1
2
ρB

1
2
ρ ‖~a‖L6

t,x(Ω)︸ ︷︷ ︸
(3)

+κ
10
τ0
−3
ρ

5
τ0 A

1
2
ρB

1
2
ρ︸ ︷︷ ︸

(4)

+κ
10
τ0
−3
ρ

2+ 5
τ0
− 4
τc DρA

1
2
ρ︸ ︷︷ ︸

(5)

+κ
10
τ0
−4
ρ

10
τ0
−1

B
1
2
ρ ‖~ω‖L∞t,x(Ω)︸ ︷︷ ︸

(6)

)
+ C

(
κ

45
2τ0
− 21

2 (AρBρ)
3
4 + κ

45
2τ0
−8
[
ρ

15
2τ0
− 3

2 B
3
4
ρ ‖~a‖

3
2

L6
t,x(Qρ)

+ Pρ

]) 4
3

︸ ︷︷ ︸
(7)

.(5.11)

We will now study each one of the previous terms.

• The first term above can be easily treated as we obviously have Aρ ≤ Θρ, thus we write

κ
10
τ0 Aρ + κ

10
τ0
−4

AρB
1
2
ρ ≤ κ

10
τ0 Θρ + κ

10
τ0
−4

ΘρB
1
2
ρ .

• For the term (2) of (5.11) we write, by the Young inequalities

κ
10
τ0
−4

P
2
3
ρA

1
2
ρ = κ

10
τ0
−4
(
κ

5( 1
τ0
− 1

2
)
P

2
3
ρ × κ

5( 1
2
− 1
τ0

)
A

1
2
ρ

)
≤ κ

10
τ0
−4
(
κ

10( 1
2
− 1
τ0

)
Aρ + κ

10( 1
τ0
− 1

2
)
P

4
3
ρ

)
≤ κ

(
Aρ +

(
κ

15
τ0
− 15

2
)
Pρ

) 4
3

)
≤ κΘρ.
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• For the term (3) of (5.11), we obtain by the Young inequalities (and noting that we have κ
10
τ0
−3 ≤ κ

10
τ0
−4

since 0 < κ < 1):(
κ

10
τ0
−4

+ κ
10
τ0
−3
)
ρ

5
τ0
− 5

6 A
1
2
ρB

1
2
ρ ‖~a‖L6

t,x(Ω) ≤ Cκ
10
τ0
−4
ρ

5
τ0
− 5

6 (κ4Aρ)
1
2 (κ−4Bρ)

1
2 ‖~a‖L6

t,x(Ω)

≤ Cκ
10
τ0 ρ

5
τ0
− 5

6 Θρ‖~a‖L6
t,x(Ω) + Cκ

10
τ0
−8
ρ

5
τ0
− 5

6 Bρ‖~a‖L6
t,x(Ω).

• The term (4) of (5.11) is treated as follows:

κ
10
τ0
−3
ρ

5
τ0 A

1
2
ρB

1
2
ρ ≤ κ

10
τ0
−3
ρ

5
τ0 (κ

3
2 Aρ)

1
2 (κ−

3
2 Bρ)

1
2 ≤ κ

10
τ0 ρ

5
τ0 Θρ + κ

10
τ0
−6
ρ

5
τ0 Bρ.

• For the term (5) of (5.11) we simple write:

κ
10
τ0
−3
ρ

2+ 5
τ0
− 4
τc DρA

1
2
ρ ≤ κ

10
τ0
−3
ρ

2+ 5
τ0
− 5
τc (D2

ρ + Aρ) ≤ κ
10
τ0
−3
ρ

2+ 5
τ0
− 5
τc (D2

ρ + Θρ).

• The term (6) of (5.11) needs no particular treatment.

• For the last term of (5.11), using the fact that
(
κ

15
τ0
− 15

2 Pρ

) 4
3 ≤ Θρ by the definition of Θρ given in

(5.10), we write:(
κ

45
2τ0
− 21

2 (AρBρ)
3
4 + κ

45
2τ0
−8
[
ρ

15
2τ0
− 3

2 B
3
4
ρ ‖~a‖

3
2

L6
t,x(Qρ)

+ Pρ

]) 4
3

≤ C

(
κ

30
τ0
−14

ΘρBρ +

+κ
40
τ0
−10

Bρ‖~a‖2L6
t,x(Qρ) + κ

10
τ0
− 2

3 Θρ

)
,

Gathering all these estimates we observe that from (5.11) we can write

Θr ≤ C

(
κ

10
τ0 + κ

10
τ0
−4

B
1
2
ρ + κ+ κ

10
τ0 ρ

5
τ0
− 5

6 ‖~a‖L6
t,x(Ω) + κ

10
τ0
−3
ρ

2+ 5
τ0
− 5
τc + κ

30
τ0
−14

Bρ + κ
10
τ0
− 2

3

)
Θρ (5.12)

+ C

(
κ

10
τ0
−8
ρ

5
τ0
− 5

6 Bρ‖~a‖L6
t,x(Ω) + κ

10
τ0
−6
ρ

5
τ0 Bρ + κ

10
τ0
−3
ρ

2+ 5
τ0
− 5
τc D2

ρ

+ κ
10
τ0
−4
ρ

10
τ0
−1

B
1
2
ρ ‖~ω‖L∞t,x(Ω) + κ

40
τ0
−10

Bρ‖~a‖2L6
t,x(Qρ)

)
. (5.13)

We claim now that we have, for the term (5.12) above the following control

C

(
κ

10
τ0 + κ

10
τ0
−4

B
1
2
ρ + κ+ κ

10
τ0 ρ

5
τ0
− 5

6 ‖~a‖L6
t,x(Ω) + κ

10
τ0
−3
ρ

2+ 5
τ0
− 5
τc + κ

30
τ0
−14

Bρ + κ
10
τ0
− 2

3

)
≤ 1

2
.

Indeed, we recall that κ = r
ρ < 1 is a fixed small parameter and that 0 < ρ < 1 is also a small parameter.

Moreover we recall that due to the hypothesis (5.1), we have lim sup
ρ→0

Bρ ≤ ε̃ where ε̃ > 0 is also very small.

Then all the terms of the form κa, κaρb with a, b > 0 and κ−cBρ or κ−cB
1
2
ρ with c > 0 can be made very

small. Note that the size of the perturbation term, reflected in the quantity κ
10
τ0 ρ

5
τ0
− 5

6 ‖~a‖L6
t,x(Ω) can be

easily absorbed as ρ can be very small (we have 5
τ0
− 5

6 > 0 as 5
1−α < τ0 <

11
2 ). We remark that since ρ is

small, we have that the term κ
10
τ0
−3
ρ

2+ 5
τ0
− 5
τc can also made small as we have 2 + 5

τ0
− 5

τc
> 0. Finally note

that 10
τ0
− 2

3 > 0 since we have the upper bound 11
2 > τ0 >

5
1−α .
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By essentially the same arguments if ρ > 0 is small enough, we have the following control for (5.13):

C
(
κ

10
τ0
−8
ρ

5
τ0
− 5

6 Bρ‖~a‖L6
t,x(Ω) + κ

10
τ0
−6
ρ

5
τ0 Bρ + κ

10
τ0
−3
ρ

2+ 5
τ0
− 5
τc D2

ρ

+κ
10
τ0
−4
ρ

10
τ0
−1

B
1
2
ρ ‖~ω‖L∞t,x(Ω) + κ

40
τ0
−10

Bρ‖~a‖2L6
t,x(Qρ)

)
< ε,

where ε > 0 can be made small (remark that the quantity ‖~ω‖L∞t,x(Ω) can easily be absorbed for ρ small

enough as we have 10
τ0
− 1 > 0 since τ0 <

11
2 . Note that the condition ~ω ∈ LptL

q
x(Ω) with 10

τ0
− 1− 2

p −
3
q > 0

stated in Remark 4.2 will give a similar result. See also Remark 5.1 for this particular point). With these
last observations, then from the inequality (5.12)-(5.13), we obtain Θr ≤ 1

2Θρ + ε which is the conclusion
of the Lemma 5.1. �

With this lemma at hand, we continue the proof of the Proposition 5.1. Indeed, for any radius ρ such
that 0 < ρ < R < 1 (and since we have QR(t0, x0) ⊂ Ω) by the set of hypotheses (1.4) we have the bounds
‖~u‖L∞t L2

x(Qρ(t0,x0)) ≤ ‖~u‖L∞t L2
x(Ω) < +∞, ‖~∇ ⊗ ~u‖L2

t,x(Qρ(t0,x0)) ≤ ‖~∇ ⊗ ~u‖L2
t,x(Ω) < +∞ (and the same

estimates for ~b and ~ω) and ‖p‖
L

3
2
t,x(Qρ(t0,x0))

≤ ‖p‖
L

3
2
t,x(Ω)

< +∞. Then, by the Definition 4.1, we have the

uniform bounds sup
0<ρ<R

{
ρAρ, ραρ, ρBρ, ρβρ, ρCρ, ργρ, ρWρ, ρ

2Hρ, ρ2Pρ
}
< +∞ from which we can deduce by

the definition of the quantities Aρ(t0, x0), Hρ(t0, x0) and Pρ(t0, x0) given in (5.4) and (5.6), the uniform
bounds

sup
0<ρ<R

ρ
3− 10

τ0 Aρ(t0, x0) < +∞, sup
0<ρ<R

ρ
2− 10

τ0 Hρ(t0, x0) < +∞,

and sup
0<ρ<R

ρ
5− 3

2
(1+ 5

τ0
)
Pρ(t0, x0) < +∞.

(5.14)

Note now, that there exists a 0 < κ < 1
2 and a fixed 0 < ρ0 < R small such that, by (5.14), the quantities

Aρ0 , Hρ0 and Pρ0 are bounded: indeed, recall that we have τ0 >
5

1−α > 5 (where 0 < α < 1
12) and this

implies that all the powers of ρ in the expression above are positive. As a consequence of this fact, by (5.10)
the quantity Θρ0 is itself bounded. Remark also that, if ρ0 is small enough, then the inequality (5.12) holds
true and we can write Θκρ0(t0, x0) ≤ 1

2Θρ0(t0, x0) + ε. We can iterate this process and we obtain for all
n > 1,

Θκnρ0(t0, x0) ≤ 1

2n
Θρ0(t0, x0) + ε

n−1∑
j=0

2−j ,

and therefore there exists N ≥ 1 such that for all n ≥ N we have Θκnρ0(t0, x0) ≤ 4ε from which we obtain
(using the definition of Θρ given in (5.10)) that

AκNρ0
(t0, x0) ≤ 1

8
C, HκNρ0

(t0, x0) ≤ 1

8
C and PκNρ0

(t0, x0) ≤ 1

32
C.

This information is centered at the point (t0, x0), in order to treat the uncentered bound, we can let 1
2κ

Nρ0

to be the radius R1 we want to find, thus for all points (t, x) ∈ QR1 we have that QR1 ⊂ Q2R1(t0, x0), which
implies

AR1(t, x) ≤ 2
3− 10

τ0 A2R1(t0, x0) ≤ 8A2R1(t0, x0) ≤ 8AκNρ(t0, x0) < C,

HR1(t, x) ≤ 2
− 10
τ0 H2R1(t0, x0) ≤ H2R1(t0, x0) ≤ HκNρ(t0, x0) < C,

and PR1(t, x) ≤ 2
5− 3

2
(1+ 5

τ0
)
P2R1(t0, x0) ≤ 32P2R1(t0, x0) ≤ 8PκNρ(t0, x0) < C. Having obtained these

bounds, by the definition of ΘR1 , we thus get ΘR1(t, x) ≤ C. Applying Lemma 5.1 and iterating once more,
we find that the same will be true for κR1 and then, for all κnR1, n ∈ N. Since by definition we have
AκnR1(t, x) ≤ ΘκnR1(t, x) we have finally obtained the estimate AκnR1(t, x) ≤ C and the inequality (5.5) is
proven which implies Proposition 5.1. �
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Corollary 5.1 Under the hypotheses of the Proposition 5.1, we have

1QR1

~∇⊗ ~u ∈M2,τ1
t,x , 1QR1

~∇⊗~b ∈M2,τ1
t,x , 1QR1

~∇⊗ ~ω ∈M2,τ1
t,x and 1QR1

div(~ω) ∈M2,τ1
t,x , (5.15)

where 1
τ1

= 1
τ0

+ 1
5 .

Proof. Indeed, from the general notation given in Definition 4.1, we have

1

r

(∫∫
Qr

|~∇⊗~u|2dyds+

∫∫
Qr

|~∇⊗~b|2dyds+

∫∫
Qr

|~∇⊗~ω|2dyds+

∫∫
Qr

|div(~ω)|2dyds
)

= (αr+βr+γr+Wr),

and by the definition of Ar given in (5.4) we obtain

1

r

(∫∫
Qr

|~∇⊗ ~u|2dyds+

∫∫
Qr

|~∇⊗~b|2dyds+

∫∫
Qr

|~∇⊗ ~ω|2dyds+

∫∫
Qr

|div(~ω)|2dyds
)
≤ r2(1− 5

τ0
)
Ar.

But since the quantity Ar is bounded for 0 < r < 1 small enough (by the estimate (5.5)), we can thus write:∫∫
Qr

|~∇⊗ ~u|2dyds+

∫∫
Qr

|~∇⊗~b|2dyds+

∫∫
Qr

|~∇⊗ ~ω|2dyds+

∫∫
Qr

|div(~ω)|2dyds ≤ Cr3− 10
τ0 = Cr

5(1− 2
τ1

)
,

since we have 1
τ1

= 1
τ0

+ 1
5 and by the definition of Morrey spaces fiven in (2.2) this condition expresses the

fact that each term of the left-hand side above belongs locally to the Morrey space M2,τ1
t,x . �

Remark 5.2 From the Corollary 5.1, we can easily deduce that

1QR1

~∇∧ ~u ∈M2,τ1
t,x , 1QR1

~∇∧~b ∈M2,τ1
t,x and 1QR1

~∇∧ ~ω ∈M2,τ1
t,x .

We have proven the points 1), 2) of the hypotheses of Proposition 3.2 (recall that the point 6) is given for
free, due to the hypotheses on the external forces) and we still need to prove the points 3), 4) and 5). In
order to achieve this task, we will need different arguments that are displayed in the next section.

6 More estimates

Let 0 < a < 5 be a parameter, we define the parabolic Riesz potential La of a locally integrable function
~f : R× R3 −→ R3 by

La(~f)(t, x) =

∫
R

∫
R3

1

(|t− s|
1
2 + |x− y|)5−a

~f(s, y)dyds. (6.1)

Then, we have the following property

Lemma 6.1 (Adams-Hedberg inequality) If 0 < a < 5
q , 1 < p ≤ q < +∞ and ~f ∈ Mp,q

t,x, then for

λ = 1− aq
5 we have the following boundedness property in Morrey spaces:

‖La(~f)‖
M

p
λ
,
q
λ

t,x

≤ ‖~f‖Mp,q
t,x
.

See a proof of this fact in the book [16, Corollary 5.1]. We will use this result in the next result to obtain
the hypothesis 4) of the Proposition 3.2.

Proposition 6.1 Let (~u,~b, ~ω, p) be a suitable solution of the system (1.1) over Ω. Then for some radius
R2 > 0 such that R2 < R1, we have (with 1

δ + 1
τ0
< 1−α

5 ):

1QR2
~u ∈M3,δ

t,x , 1QR2

~b ∈M3,δ
t,x , and 1QR2

~ω ∈M3,δ
t,x ,
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Proof. For a point (t0, x0) ⊂ Ω we consider the radii

0 < R2 < R̄ < R̃ < R1 < 4R,

(recall (3.9)) and the associated parabolic balls QR2 ⊂ QR̄ ⊂ QR̃ ⊂ QR1 ⊂ Q4R. Consider now φ̄, ψ̄ :
R× R3 −→ R two non-negative functions such that φ, ψ ∈ C∞0 (R× R3) and such that

φ̄ ≡ 1 over QR2 , supp(φ̄) ⊂ QR̄ and ψ̄ ≡ 1 over QR̃, supp(ψ̄) ⊂ QR1 . (6.2)

Since R1 < R < t0, we have φ̄(0, ·) = ψ̄(0, ·) = 0 and we also have the identity φ̄ψ̄ = φ̄.

With the help of these localizing functions we will study the evolution of the variable ~V = φ̄(~u+~b+ ~ω)
and we obtain the system ∂t

~V = ∆~V + ~N ,

~V(0, x) = 0,
(6.3)

where, following the same computations of (3.8) we have

~N = (∂tφ̄−∆φ̄)(~u+~b+ ~ω)− 2
3∑
i=1

(∂iφ̄)(∂i(~u+~b+ ~ω))− φ̄
(

(~b · ~∇)~u+ (~u · ~∇)~b

)
−2φ̄~∇p+ φ̄(~∇∧ ~ω) + φ̄(~f + ~g)− φ̄

(
div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))

)
(6.4)

+φ̄

(
~∇div(~ω)− ~ω − 1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)
.

Now we will perform some computations over the term φ̄~∇p that contains the pressure. Indeed, as we have
the identity p = ψ̄p over QR̃, then over the smaller ball QR2 (recalling that ψ̄ = 1 over QR2 by (6.2) since

QR2 ⊂ QR̃), we can write −∆(ψ̄p) = −ψ̄∆p+ (∆ψ̄)p− 2
3∑
i=1

∂i((∂iψ̄)p) from which we deduce the identity

φ̄~∇p =

(
φ̄
~∇(−ψ̄∆p)

(−∆)

)
+ φ̄

~∇((∆ψ̄)p)

(−∆)
− 2

3∑
i=1

φ̄
~∇(∂i((∂iψ̄)p))

(−∆)
. (6.5)

We recall now that by (1.2) we have 2∆p = −
3∑

i,j=1

∂i∂j (uibj + (ui + bi)aj + ai(uj + bj)) and thus, the first

term of the right-hand side of the previous formula can be written in the following manner:

φ̄
~∇(−ψ̄∆p)

(−∆)
= φ̄

~∇
2(−∆)

 3∑
i,j=1

ψ̄
[
∂i∂j

(
uibj + (ui + bi)aj + ai(uj + bj)

)] , (6.6)

and introducing the function ψ̄ inside the derivatives we obtain

φ̄
~∇(−ψ̄∆p)

(−∆)
=

3∑
i,j=1

φ̄
~∇

2(−∆)

(
∂i∂j(ψ̄uibj)− ∂i((∂jψ̄)uibj)− ∂j((∂iψ̄)uibj) + (∂i∂jψ̄)(uibj) (6.7)

+ ∂i∂j(ψ̄(ui + bi)aj)− ∂i((∂jψ̄)(ui + bi)aj)− ∂j((∂iψ̄)(ui + bi)aj) + (∂i∂jψ̄)((ui + bi)aj)

+ ∂i∂j(ψ̄ai(uj + bj))− ∂i((∂jψ̄)ai(uj + bj))− ∂j((∂iψ̄)ai(uj + bj)) + (∂i∂jψ̄)(ai(uj + bj))

)
.
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Now for the first terms of each line above we use the identities (recall that φ̄ψ̄ = φ̄):

φ̄
~∇

(−∆)
∂i∂j(ψ̄uibj) =

[
φ̄,
~∇∂i∂j
(−∆)

]
(ψ̄uibj) +

~∇∂i∂j
(−∆)

(φ̄uibj)

φ̄
~∇

(−∆)
∂i∂j(ψ̄(ui + bi)aj) =

[
φ̄,
~∇∂i∂j
(−∆)

]
(ψ̄(ui + bi)aj) +

~∇∂i∂j
(−∆)

(φ̄(ui + bi)aj)

φ̄
~∇

(−∆)
∂i∂j(ψ̄ai(uj + bj)) =

[
φ̄,
~∇∂i∂j
(−∆)

]
(ψ̄ai(uj + bj)) +

~∇∂i∂j
(−∆)

(φ̄(uj + bj)ai),

and with this lengthy and tedious formulation for the first term of (6.5), we come back to the term ~N given
in (6.4) to obtain

~N = (∂tφ̄−∆φ̄)(~u+~b+ ~ω)︸ ︷︷ ︸
(1)

−2
3∑
i=1

(∂iφ̄)(∂i(~u+~b+ ~ω))︸ ︷︷ ︸
(2)

− φ̄
(

(~b · ~∇)~u+ (~u · ~∇)~b

)
︸ ︷︷ ︸

(3)

(6.8)

−
{( 3∑

i,j=1

[
φ̄,
~∇∂i∂j
(−∆)

]
(ψ̄uibj)︸ ︷︷ ︸

(4)

+
3∑

i,j=1

~∇∂i∂j
(−∆)

(φ̄uibj)︸ ︷︷ ︸
(5)

−
3∑

i,j=1

φ̄~∇
(−∆)

[
∂i((∂jψ̄)uibj)︸ ︷︷ ︸

(6)

+ ∂j((∂iψ̄)uibj)︸ ︷︷ ︸
(7)

− (∂i∂jψ̄)(uibj)︸ ︷︷ ︸
(8)

])
+

([
φ̄,
~∇∂i∂j
(−∆)

]
(ψ̄(ui + bi)aj)︸ ︷︷ ︸
(9)

+
~∇∂i∂j
(−∆)

(φ̄(ui + bi)aj)︸ ︷︷ ︸
(10)

−
3∑

i,j=1

φ̄~∇
(−∆)

[
∂i((∂jψ̄)(ui + bi)aj)︸ ︷︷ ︸

(11)

+ ∂j((∂iψ̄)(ui + bi)aj)︸ ︷︷ ︸
(12)

− (∂i∂jψ̄)((ui + bi)aj)︸ ︷︷ ︸
(13)

])
+

([
φ̄,
~∇∂i∂j
(−∆)

]
(ψ̄ai(uj + bj))︸ ︷︷ ︸

(14)

+
~∇∂i∂j
(−∆)

(φ̄(uj + bj)ai)︸ ︷︷ ︸
(15)

−
3∑

i,j=1

φ̄~∇
(−∆)

[
∂i((∂jψ̄)ai(uj + bj))︸ ︷︷ ︸

(16)

+ ∂j((∂iψ̄)ai(uj + bj))︸ ︷︷ ︸
(17)

− (∂i∂jψ̄)(ai(uj + bj))︸ ︷︷ ︸
(18)

])
+ 2 φ̄

~∇((∆ψ̄)p)

(−∆)︸ ︷︷ ︸
(19)

− 4

3∑
i=1

φ̄
~∇(∂i((∂iψ̄)p))

(−∆)︸ ︷︷ ︸
(20)

}
+ φ̄(~∇∧ ~ω)︸ ︷︷ ︸

(21)

+ φ̄(~f + ~g)︸ ︷︷ ︸
(22)

− φ̄
(
div((~u+~b)⊗ ~a+ ~a⊗ (~u+~b))

)
︸ ︷︷ ︸

(23)

+ φ̄

(
~∇div(~ω)− ~ω − 1

2
((~u+~b) · ~∇)~ω +

1

4
~∇∧ (~u+~b)

)
︸ ︷︷ ︸

(24)

:=

24∑
i=1

~Nk.

With this expression of ~N , we obtain that the solution of the equation (6.3) is given by

~V =

∫ t

0
e(t−s)∆ ~N (s, ·)ds :=

24∑
k=1

~Vk =
24∑
k=1

∫ t

0
e(t−s)∆ ~Nk(s, ·)ds,

and we will study each term of this expression with the following lemma:

Lemma 6.2 Under the general hypotheses of the Theorem 1.1, for all k = 1, . . . , 24 we have

1QR2

~Vk ∈M3,σ
t,x

for some σ close to τ0 such that τ0 < σ.
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Proof. Fortunately many of the terms above share a similar structure as we have essentially the same
information over the variables ~u,~b and ~ω. Recall that we have proven so far the estimates (5.2) and (5.15).

• For ~V1, recalling that e(t−s)∆ ~N1 = gt−s ∗ ~N1 where gt is the usual 3D heat kernel, we have

|1QR2

~V1(t, x)| =
∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)[(∂tφ̄−∆φ̄)(~u+~b+ ~ω)](s, y)dyds

∣∣∣∣ .
Thus, by the decay properties of the heat kernel as well as the properties of the test function φ̄ (see
(6.2)), we have

|1QR2

~V1(t, x)| ≤ C1QR2

∫
R

∫
R3

1

(|t− s|
1
2 + |x− y|)3

∣∣∣1QR̄(~u+~b+ ~ω)(s, y)
∣∣∣ dy ds.

Now, recalling the definition of the Riesz potential given in (6.1) and since QR2 ⊂ QR̄ we obtain the
pointwise estimate|1QR2

~V1(t, x)| ≤ C1QR̄L2(|1QR̄(~u+~b+ ~ω)|)(t, x) and taking Morrey M3,σ
t,x norm we

obtain
‖1QR2

~V1(t, x)‖M3,σ
t,x
≤ C‖1QR̄L2(|1QR̄(~u+~b+ ~ω)|)‖M3,σ

t,x
.

Now, for some 2 < q < 5
2 we set λ = 1− 2q

5 and we define 3 = a
λ and σ < 10 < q

λ (remark that a ≤ q).
Thus, by Lemma 2.2 and by Lemma 6.1 we can write:

‖1QR̄L2(|1QR̄(~u+~b+ ~ω)|)‖M3,σ
t,x
≤ C‖L2(|1QR̄(~u+~b+ ~ω)|)‖

M
a
λ
,
q
λ

t,x

≤ C‖1QR̄(~u+~b+ ~ω)‖Ma,q
t,x
≤ C‖1QR3

(~u+~b+ ~ω)‖M3,τ0
t,x

< +∞,

where in the last estimate we applied again Lemma 2.2 (noting that a ≤ 3 and q < τ0) and we used
the estimates over ~u,~b and ~ω available in (5.2).

• For ~V2 we write (∂iφ̄)(∂i(~u+~b+ ~ω)) = ∂i((∂iφ̄)(~u+~b+ ~ω))− (∂2
i φ̄)(~u+~b+ ~ω) and we have

|1QR2

~V2(t, x)| ≤
3∑
i=1

∣∣∣∣1QR2

∫ t

0
e(t−s)∆∂i

(
(∂iφ̄)(~u+~b+ ~ω)

)
ds

∣∣∣∣
+

∣∣∣∣1QR2

∫ t

0
e(t−s)∆(∂2

i φ̄)(~u+~b+ ~ω)ds

∣∣∣∣ .
(6.9)

Remark that the second term of the right-hand side of (6.9) can be treated in the same manner as the
term ~V1 so we will only study the first term: by the properties of the heat kernel and by the definition
of the Riesz potential L1 (see (6.1)), we obtain

A2 :=

∣∣∣∣1QR2

∫ t

0
e(t−s)∆∂i

(
(∂iφ̄)(~u+~b+ ~ω)

)
ds

∣∣∣∣ =

∣∣∣∣1QR2

∫ t

0

∫
R3

∂igt−s(x− y)(∂iφ̄)(~u+~b+ ~ω)(s, y)dyds

∣∣∣∣
≤ C1QR2

∫
R

∫
R3

|1QR̄(~u+~b+ ~ω)(s, y)|
(|t− s|

1
2 + |x− y|)4

dyds ≤ C1QR2
(L1(|1QR̄(~u+~b+ ~ω)|))(t, x).

Taking the Morrey M3,σ
t,x norm we obtain ‖A2‖M3,σ

t,x
≤ C‖1QR2

(L1(|1QR̄(~u +~b + ~ω)|))‖M3,σ
t,x

. Now, for

some 4 ≤ q < 5 we define λ = 1− q
5 , noting that 3 ≤ 3

λ and σ < 10 < q
λ , by Lemma 6.1, we can write

‖1QR2
(L1(|1QR̄(~u+~b+ ~ω)|))‖M3,σ

t,x
≤ C‖L1(|1QR̄(~u+~b+ ~ω)|)‖

M
3
λ
,
q
λ

t,x

≤ C‖1QR̄(~u+~b+ ~ω)‖M3,q
t,x

≤ C‖1QR1
(~u+~b+ ~ω)‖M3,τ0

t,x
< +∞,

from which we deduce that ‖1QR2

~V2‖M3,σ
t,x

< +∞.
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• For the term ~V3 we have

|1QR2

~V3(t, x)| =

∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)
[
φ̄
(

(~b · ~∇)~u+ (~u · ~∇)~b
)]

(s, y)dyds

∣∣∣∣
≤ C1QR2

L2

(∣∣∣1QR̄ ((~b · ~∇)~u+ (~u · ~∇)~b
)∣∣∣) (t, x),

from which we deduce

‖1QR2

~V3‖M3,σ
t,x
≤ C

∥∥∥1QR2
L2

(
|1QR̄(~b · ~∇)~u|

)∥∥∥
M3,σ

t,x

+ C
∥∥∥1QR2

L2

(
|1QR̄(~u · ~∇)~b|

)∥∥∥
M3,σ

t,x

. (6.10)

As we have completely symmetric information on ~u and ~b it is enough the study one of these terms
and we will treat the first one. We set now 5

3−α < q < 5
2 and λ = 1− 2q

5 . Since 3 ≤ 6
5λ and τ0 < σ < q

λ ,
applying Lemma 2.2 and Lemma 6.1 we have∥∥∥1QR2

L2

(
|1QR̄(~b · ~∇)~u|

)∥∥∥
M3,σ

t,x

≤ C
∥∥∥1QR2

L2

(
|1QR̄(~b · ~∇)~u|

)∥∥∥
M

6
5λ
,
q
λ

t,x

≤ C
∥∥∥1QR̄(~b · ~∇)~u

∥∥∥
M

6
5 ,q

t,x

.

Recall that we have 5
1−α < τ0 < σ < 10 and by the Hölder inequality in Morrey spaces (see Lemma

2.1) we obtain ∥∥∥1QR̄(~b · ~∇)~u
∥∥∥
M

6
5 ,q

t,x

≤
∥∥∥1QR3

~b
∥∥∥
M3,τ0

t,x

∥∥∥1QR3

~∇⊗ ~u
∥∥∥
M2,τ1

t,x

< +∞,

where 1
q = 1

τ0
+ 1
τ1

= 2
τ0

+ 1
5 . Note that the condition 5

1−α < τ0 < σ < 10 and the relationship 1
q = 2

τ0
+ 1

5

are compatible with the fact that 5
3−α < q < 5

2 . Applying exactly the same ideas in the second term of

(6.10) we obtain ‖1QR2

~V3‖M3,σ
t,x

< +∞.

• The term ~V4 is the most technical one. Indeed, we write

|1QR2

~V4| ≤
3∑

i,j=1

1QR2

∫
R

∫
R3

∣∣∣[φ̄, ~∇∂i∂j(−∆)

]
(ψ̄uibj)(s, y)

∣∣∣
(|t− s|

1
2 + |x− y|)3

dyds ≤
3∑

i,j=1

1QR2
L2

(∣∣∣∣∣
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∣∣∣∣∣
)
,

and taking the M3,σ
t,x -norm we have ‖1QR2

~V4‖M3,σ
t,x
≤
∑3

i,j=1

∥∥∥1QR2
L2

(∣∣∣[φ̄, ~∇∂i∂j(−∆)

]
(ψ̄uibj)

∣∣∣)∥∥∥
M3,σ

t,x

. If

we set 1
q = 2

τ0
+ 1

5 and λ = 1 − 2q
5 then we have 3 ≤ 3

2λ and σ ≤ q
λ = 5τ0

10−τ0 and by Lemma 2.2 and
Lemma 6.1 we obtain:∥∥∥∥∥1QR2

L2

(∣∣∣∣∣
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∣∣∣∣∣
)∥∥∥∥∥
M3,σ

t,x

≤ C

∥∥∥∥∥1QR2
L2

(∣∣∣∣∣
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∣∣∣∣∣
)∥∥∥∥∥
M

3
2λ
,
q
λ

t,x

≤ C

∥∥∥∥∥
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∥∥∥∥∥
M

3
2 ,q

t,x

,

We will study this norm and by the definition of Morrey spaces (2.2), if we introduce a threshold

r = R̄−R2
2 , we have∥∥∥∥∥
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∥∥∥∥∥
3
2

M
3
2 ,q

t,x

≤ sup
(t,x̄)

0<r<r

1

r
5(1− 3

2q
)

∫
Qr(t,x̄)

∣∣∣∣∣
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∣∣∣∣∣
3
2

dxdt

+ sup
(t,x̄)
r<r

1

r
5(1− 3

2q
)

∫
Qr(t,x̄)

∣∣∣∣∣
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∣∣∣∣∣
3
2

dxdt.

(6.11)
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Now, we study the second term of the right-hand side above, which is easy to handle as we have r < r
and we can write

sup
(t,x̄)∈R×R3

r<r

1

r
5(1− 3

2q
)

∫
Qr(t,x̄)

∣∣∣∣∣
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∣∣∣∣∣
3
2

dxdt ≤ Cr

∥∥∥∥∥
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∥∥∥∥∥
3
2

L
3
2
t,x

,

and since φ̄ is a regular function and
~∇∂i∂j
(−∆) is a Calderón-Zydmund operator, by the Calderón commu-

tator theorem (see the book [15]), we have that the operator
[
φ̄,

~∇∂i∂j
(−∆)

]
is bounded in the space L

3
2
t,x

and we can write (using the support properties of ψ̄ given in (6.2) and the information given in (5.2)):∥∥∥∥∥
[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)

∥∥∥∥∥
L

3
2
t,x

≤ C
∥∥ψ̄uibj∥∥

L
3
2
t,x

≤ C‖1QR1
uibj‖

M
3
2 ,

3
2

t,x

≤ C‖1QR1
~u‖M3,3

t,x
‖1QR1

~b‖M3,3
t,x
≤ C‖1QR1

~u‖M3,τ0
t,x
‖1QR1

~b‖M3,τ0
t,x

< +∞,

where in the last line we used Hölder inequalities in Morrey spaces and we applied Lemma 2.2.

The first term of the right-hand side of (6.11) requires some extra computations: indeed, as we are
interested to obtain information over the parabolic ball Qr(t, x̄) we can write for some 0 < r < r:

1Qr

[
φ̄,

~∇∂i∂j
(−∆)

]
(ψ̄uibj)) = 1Qr

[
φ̄,

~∇∂i∂j
(−∆)

]
(1Q2r ψ̄uibj) + 1Qr

[
φ̄,

~∇∂i∂j
(−∆)

]
((I− 1Q2r)ψ̄uibj), (6.12)

and as before we will study the L
3
2
t,x norm of these two terms. For the first quantity in the right-hand

side of (6.12), by the Calderón commutator theorem, by the definition of Morrey spaces and by the
Hölder inequalities we have∥∥∥∥∥1Qr

[
φ̄,

~∇∂i∂j
(−∆)

]
(1Q2r ψ̄uibj)

∥∥∥∥∥
3
2

L
3
2
t,x

≤ C‖1Q2r ψ̄uibj‖
3
2

L
3
2
t,x

≤ Cr5(1− 3
τ0

)‖1QR1
uibj‖

3
2

M
3
2 ,
τ0
2

t,x

≤ Cr
5(1− 3

τ0
)‖1QR1

~u‖
3
2

M3,τ0
t,x

‖1QR1

~b‖
3
2

M3,τ0
t,x

,

for all 0 < r < r, from which we deduce that

sup
(t,x̄)

0<r<r

1

r
5(1− 3

2q
)

∫
Qr(t,x̄)

∣∣∣∣∣1Qr
[
φ̄,

~∇∂i∂j
(−∆)

]
(1Q2r ψ̄uibj)

∣∣∣∣∣
3
2

dxdt ≤ C‖1QR1
~u‖

3
2

M3,τ0
t,x

‖1QR1

~b‖
3
2

M3,τ0
t,x

< +∞.

We study now the second term of the right-hand side of (6.12) and for this we consider the following
operator:

T : f 7→

(
1Qr

[
φ̄,

~∇∂i∂j
−∆

]
(I− 1Q2r)ϕ̄

)
f,

and by the properties of the convolution kernel of the operator 1
(−∆) we obtain

|T (f)(x)| ≤ C1Qr(x)

∫
R3

(I− 1Q2r)(y)1QR1
(y)|f(y)||φ̄(x)− φ̄(y)|
|x− y|4

dy.
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Recalling that 0 < r < r = R̄−R2
2 , by the support properties of the test function φ̄ (see (6.2)), the

integral above is meaningful if |x− y| > r and thus we can write∥∥∥∥∥1Qr
[
φ̄,

~∇∂i∂j
(−∆)

]
((I− 1Q2r)ψ̄uibj)

∥∥∥∥∥
3
2

L
3
2
t,x

≤ C
∥∥∥∥1Qr ∫

R3

1|x−y|>r

|x− y|4
(I− 1Q2r)(y)1QR1

(y)|uibj |dy
∥∥∥∥ 3

2

L
3
2
t,x

≤ C

(∫
|y|>r

1

|y|4
‖1QR1

|uibj |(· − y)‖
L

3
2
t,x(Qr)

dy

) 3
2

≤ Cr−
3
2 ‖1QR1

uibj‖
3
2

L
3
2
t,x(Qr)

,

with this estimate at hand and using the definition of Morrey spaces, we can write∫
Qr(t,x̄)

∣∣∣∣∣1Qr
[
φ̄,

~∇∂i∂j
(−∆)

]
((I− 1Q2r)ψ̄uibj)

∣∣∣∣∣
3
2

dxdt ≤ Cr−
3
2 r

5(1− 3
τ0

)‖1QR1
uibj‖

3
2

M
3
2 ,
τ0
2

t,x

≤ Cr
5(1− 3

2q
)‖1QR1

uibj‖
3
2

M
3
2 ,
τ0
2

t,x

,

where in the last inequality we used the fact that 1
q = 2

τ0
+ 1

5 , which implies r−
3
2 r

5(1− 3
τ0

)
= r

5(1− 3
2q

)
.

Thus we finally obtain

sup
(t,x̄)

0<r<r

1

r
5(1− 3

2q
)

∫
Qr(t,x̄)

∣∣∣∣∣1Qr
[
φ̄,

~∇∂i∂j
(−∆)

]
((I− 1Q2r)ψ̄uibj)

∣∣∣∣∣
3
2

dxdt ≤ C‖1QR1
~u‖

3
2

M3,τ0
t,x

‖1QR1

~b‖
3
2

M3,τ0
t,x

< +∞.

We have proven that all the term in (6.11) are bounded and we can conclude that ‖1QR2

~V4‖M3,σ
t,x

< +∞.

• For the quantity ~V5, based in the expression (6.8) we write

|1QR2

~V5(t, x)| ≤ C
3∑

i,j=1

1QR2

∫
R

∫
R3

|RiRj(φ̄uibj)(s, y)|
(|t− s|

1
2 + |x− y|)4

dyds ≤ C
3∑

i,j=1

1QR2
L1

(
|RiRj(φ̄uibj)|

)
(t, x),

where we used the decaying properties of the heat kernel (recall that Ri = ∂i√
−∆

are the Riesz trans-

forms). Now taking the Morrey M3,σ
t,x norm and by Lemma 2.2 (with ν = 4τ0+5

5τ0
, p = 3, q = τ0 such

that p
ν > 3 and q

ν > σ which is compatible with the condition τ0 < σ) we have

‖1QR2

~V5‖M3,σ
t,x
≤ C

3∑
i,j=1

‖1QR2
L1

(
|RiRj(φ̄uibj)|

)
‖
M

p
ν ,
q
ν

t,x

Then by Lemma 6.1 with λ = 1− τ0/2
5 (recall 5

1−α < τ0 < 10 so that ν > 2λ) and by the boundedness
of Riesz transforms in Morrey spaces we obtain:

‖1QR2
L1

(
|RiRj(φ̄uibj)|

)
‖
M

p
ν ,
q
ν

t,x

≤ C‖L1

(
|RiRj(φ̄uibj)|

)
‖
M

p
2λ
,
q

2λ
t,x

≤ C‖RiRj(φ̄uibj)‖
M

3
2 ,
τ0
2

t,x

≤ ‖1QR1
uibj‖

M
3
2 ,
τ0
2

t,x

≤ C‖1QR1
~u‖M3,τ0

t,x
‖1QR1

~b‖M3,τ0
t,x

< +∞.

• The quantities ~V6 and ~V7 based in the corresponding terms of (6.8) can be treated in a very similar
fashion since their inner structure is essentially the same. We thus only treat here the term ~V6 and
following the same ideas we have

|1QR2

~V6| ≤ C
3∑

i,j=1

1QR2

∫
R

∫
R3

∣∣∣ φ̄~∇∂i(−∆)(∂jψ̄)uibj(s, y)
∣∣∣

(|t− s|
1
2 + |x− y|)3

dyds = C
3∑

i,j=1

1QR2
L2

(∣∣∣∣∣ φ̄~∇∂i(−∆)
(∂jψ̄)uibj

∣∣∣∣∣
)
.
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For 2 < q < 5
2 , define λ = 1 − 2q

5 , we thus have 3 ≤ 3
2λ and σ < 10 ≤ q

λ . Then, by Lemma 2.2 and
Lemma 6.1 we can write∥∥∥∥∥1QR2

L2

∣∣∣∣∣ φ̄~∇∂i(−∆)
(∂jψ̄)uibj

∣∣∣∣∣
∥∥∥∥∥
M3,σ

t,x

≤ C

∥∥∥∥∥1QR2
L2

∣∣∣∣∣ φ̄~∇∂i(−∆)
(∂jψ̄)uibj

∣∣∣∣∣
∥∥∥∥∥
M

3
2λ
,
q
λ

t,x

≤ C

∥∥∥∥∥ φ̄~∇∂i(−∆)
(∂jψ̄)uibj

∥∥∥∥∥
M

3
2 ,q

t,x

,

but since the operator φ̄~∇∂i
(−∆) is bounded in Morrey spaces and since 2 < q < 5

2 <
τ0
2 , one has by Lemma

2.2 and by the Hölder inequalities∥∥∥∥∥ φ̄~∇∂i(−∆)
(∂jψ̄)uibj

∥∥∥∥∥
M

3
2 ,q

t,x

≤ C
∥∥∥1QR1

uibj

∥∥∥
M

3
2 ,q

t,x

≤ C‖1QR1
uibj‖

M
3
2 ,
τ0
2

t,x

≤ C‖1QR1
~u‖M3,τ0

t,x
‖1QR1

~b‖M3,τ0
t,x

,

from which we deduce ‖1QR2

~V6‖M3,σ
t,x

< +∞. The same computations can be performed to obtain that

‖1QR2

~V7‖M3,σ
t,x

< +∞.

• The quantity ~V8 based in (6.8) is treated in the following manner: we first write

‖1QR2

~V8‖M3,σ
t,x
≤ C

3∑
i,j=1

∥∥∥∥∥1QR2

(
L2

∣∣∣∣∣φ̄ ~∇
(−∆)

(∂i∂jψ̄)(uibj)

∣∣∣∣∣
)∥∥∥∥∥
M3,σ

t,x

.

We set 1 < ν < 3
2 , 2ν < q < 5ν

2 and λ = 1− 2q
5ν , thus we have 3 ≤ ν

λ and σ < 10 < q
λ , then, by Lemma

2.2 and by Lemma 6.1 we can write∥∥∥∥∥1QR2

(
L2

∣∣∣∣∣φ̄ ~∇
(−∆)

(∂i∂jψ̄)(uibj)

∣∣∣∣∣
)∥∥∥∥∥
M3,σ

t,x

≤ C

∥∥∥∥∥1QR2

(
L2

∣∣∣∣∣φ̄ ~∇
(−∆)

(∂i∂jψ̄)(uibj)

∣∣∣∣∣
)∥∥∥∥∥
M

ν
λ
,
q
λ

t,x

≤ C

∥∥∥∥∥φ̄ ~∇
(−∆)

(∂i∂jψ̄)(uibj)

∥∥∥∥∥
Mν,q

t,x

≤ C

∥∥∥∥∥φ̄ ~∇
(−∆)

(∂i∂jψ̄)(uibj)

∥∥∥∥∥
M

ν, 5ν2
t,x

≤ C

∥∥∥∥∥φ̄ ~∇
(−∆)

(∂i∂jψ̄)(uibj)

∥∥∥∥∥
Lνt L

∞
x

(6.13)

where in the last estimate we used the space inclusion LνtL
∞
x ⊂ M

ν, 5ν
2

t,x . Let us focus now in the L∞

norm above (i.e. without considering the time variable). Remark that due to the support properties
of the auxiliary function ψ̄ given in (6.2) we have supp(∂i∂jψ̄) = QR1 \QR̃ and recall by (6.2) we have

supp φ̄ = QR̄ where R̄ < R̃ < R1, thus by the properties of the kernel of the operator
~∇

(−∆) we can
write ∣∣∣∣∣φ̄ ~∇

(−∆)
(∂i∂jψ̄)(uibj)

∣∣∣∣∣ ≤ C

∣∣∣∣∫
R3

1

|x− y|2
1QR̄(x)1QR1

\QR̃(y)(∂i∂jψ̄)(uibj)(·, y)dy

∣∣∣∣
≤ C

∣∣∣∣∫
R3

1|x−y|>(R̃−R̄)

|x− y|2
1QR̄(x)1QR1

\QR̃(y)(∂i∂jψ̄)(uibj)(·, y)dy

∣∣∣∣ , (6.14)

and the previous expression is nothing but the convolution between the function (∂i∂jψ̄)(uibj) and a
L∞-function, thus we have∥∥∥∥∥φ̄ ~∇

(−∆)
(∂i∂jψ̄)(uibj)(t, ·)

∥∥∥∥∥
L∞

≤ C‖(∂i∂jψ̄)(uibj)(t, ·)‖L1 ≤ C‖1QR1
(uibj)(t, ·)‖Lν , (6.15)

and taking the Lν-norm in the time variable we obtain∥∥∥∥∥φ̄ ~∇
(−∆)

(∂i∂jψ̄)(uibj)

∥∥∥∥∥
Lνt L

∞
x

≤ C‖1QR1
uibj‖Lνt,x ≤ C‖1QR1

~u‖M3,τ0
t,x
‖1QR1

~b‖M3,τ0
t,x

< +∞,
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where we used the fact that 1 < ν < 3
2 <

τ0
2 and we applied Hölder’s inequality. Gathering together

all these estimates we obtain ‖1QR2

~V8‖M3,σ
t,x

< +∞.

The terms ~V9, · · · , ~V18 are studied in the following lemma.

Lemma 6.3

1) The quantities ~V9 and ~V14 based in the corresponding terms of (6.8) can be treated in the same way
as the term ~V4.

2) The terms ~V10 and ~V15 are controlled as ~V5.

3) The terms ~V11, ~V12, ~V16 and ~V17 are controlled as ~V6.

4) The terms ~V13 and ~V18 are controlled as ~V8.

Proof. Following the estimates given previously for the terms ~V4, ~V5, ~V6 and ~V8, all the terms
~V9, · · · , ~V18 can be controlled by the quantities ‖1QR1

~u‖M3,τ0
t,x

, ‖1QR1

~b‖M3,τ0
t,x

or ‖1QR1
~a‖M3,τ0

t,x
. It is

enough to observe that we have ‖1QR1
~a‖M3,τ0

t,x
≤ C‖1QR1

~a‖M6,6
t,x

= ‖~a‖
L6,6
t,x(Ω)

< +∞ since 5
1−α < τ0 < 6,

which is possible if 0 < α < 1
12 . �

• The quantity ~V19 based in (6.8) can be treated in the same way as the term ~V8. Indeed,
by the same arguments displayed to deduce (6.13), we can write (recall that 1 < ν < 3

2):

‖1QR2

~V19‖M3,σ
t,x
≤ C

∥∥∥∥∥φ̄ ~∇
(−∆)

((∆ψ̄)p)

∥∥∥∥∥
Lνt L

∞
x

and if we study the L∞-norm in the space variable of this

term, by the same ideas used in (6.14)-(6.15) we obtain
∥∥∥φ̄ ~∇

(−∆)((∆ψ̄)p)(t, ·)
∥∥∥
L∞
≤ C‖(∆ψ̄)p(t, ·)‖L1 ≤

C‖1QR1
p(t, ·)‖Lν . Thus, taking the Lν-norm in the time variable we have

‖1QR2

~V19‖M3,σ
t,x
≤ C

∥∥∥∥∥φ̄ ~∇
(−∆)

((∆ψ̄)p)

∥∥∥∥∥
Lνt L

∞
x

≤ C‖1QR1
p‖Lνt,x ≤ C‖1QR1

p‖
L

3
2
t,x

< +∞.

• The study of the quantity ~V20 follows almost the same lines as the terms ~V8 and ~V9. However instead
of (6.14) we have∣∣∣∣∣φ̄ ~∇∂i

(−∆)
((∂iψ̄)p)

∣∣∣∣∣ ≤ C
∣∣∣∣∫

R3

1|x−y|>(R̃−R̄)

|x− y|3
1QR̄(x)1QR1

\QR̃(y)(∂iψ̄)p(t, y)dy

∣∣∣∣ ,
and thus we can write:

‖1QR2

~V20‖M3,σ
t,x
≤

∥∥∥∥∥φ̄ ~∇∂i
(−∆)

((∂iψ̄)p)

∥∥∥∥∥
Lνt L

∞
x

≤ C‖1QR1
p‖Lνt,x ≤ C‖1QR1

p‖
L

3
2
t,x

< +∞.

• For the term ~V21 based in (6.8) can be treated in the same manner as ~V2 and we easily obtain
‖1QR2

~V21‖M3,σ
t,x

< +∞

• The study of the quantity ~V22 is easy to handle, indeed, we have

|1QR2

~V22| ≤
∣∣∣∣1QR2

∫ t

0
e(t−s)∆φ̄(~f + ~g)ds

∣∣∣∣ ≤ C1QR2

∫
R

∫
R3

|φ̄(~f + ~g)(s, y)|
(|t− s|

1
2 + |x− y|)3

dyds

≤ C1QR2
L2(1QR3

|~f + ~g|)(t, x),

and taking the Morrey M3,σ
t,x norm we obtain ‖1QR2

~V22‖M3,σ
t,x
≤ C‖1QR2

L2(1QR1
|~f + ~g|)‖M3,σ

t,x
, then if

we set 11
5 < q < 5

2 and λ = 1 − 2q
5 we thus have 3 ≤ 10

7λ and σ < 10 < q
λ . Now by Lemma 2.2 and
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Lemma 6.1 we have ‖1QR2
L2(1QR1

|~f + ~g|)‖M3,σ
t,x
≤ C‖L2(1QR1

|~f + ~g|)‖
M

10
7λ
,
q
λ

t,x

≤ C‖1QR1
|~f + ~g|‖

M
10
7 ,q

t,x

but since q < 5
2 <

5
2−α < τa, τb, by Lemma 2.2 we obtain

‖1QR1
|~f + ~g|‖

M
10
7 ,q

t,x

≤ C
(
‖1QR1

~f‖
M

10
7 ,τa
t,x

+ ‖1QR1
~g‖
M

10
7 ,τb
t,x

)
< +∞,

thus, gathering all the estimates above we have ‖1QR2

~V22‖M3,σ
t,x

< +∞.

• For the quantity ~V23 of (6.8) we first note that the quantity φ̄div((~u + ~b) ⊗ ~a + ~a ⊗ (~u + ~b)) can be
decomposed as φ̄∂i(ujak) with 1 ≤ i, j, k ≤ 3 (and other similar terms with bj instead of uj) and thus
we have:∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)[φ̄∂i(ujak)](s, y)dyds

∣∣∣∣ ≤ ∣∣∣∣1QR2

∫ t

0

∫
R3

∂igt−s(x− y)[φ̄ujak](s, y)dyds

∣∣∣∣
+

∣∣∣∣1QR2

∫ t

0

∫
R3

∂igt−s(x− y)[∂i(φ̄)(ujak)](s, y)dyds

∣∣∣∣,
and by the same arguments as in the previous lines we obtain∥∥∥∥1QR2

∫ t

0

∫
R3

gt−s(x− y)[φ̄∂j(ujak)](s, y)dyds

∥∥∥∥
M3,σ

t,x

≤C
(
‖1QR2

L1|1QR̄ujak|‖M3,σ
t,x

+ ‖1QR2
L2|1QR̄ujak|‖M3,σ

t,x

)
.

(6.16)

For the first term of the right-hand side above we set p = 2, q = 6τ0
6+τ0

and λ = 30−τ0
30+5τ0

.
Note that p

λ ≥ 3 and q
λ ≥ σ (if σ > τ0 > 5 is close enough to τ0) and thus, by the

Lemma 2.2 and by Lemma 6.1, we have ‖1QR2
L1|1QR̄ujak|‖M3,σ

t,x
≤ C‖L1|1QR̄ujak|‖M

p
λ
,
q
λ

t,x

≤

C‖1QR̄ujak‖Mp,q
t,x

= C‖1QR1
ujak‖

M
2,

6τ0
6+τ0

t,x

and by the Hölder inequalities in the Morrey spaces we

obtain ‖1QR1
ujak‖

M
2,

6τ0
6+τ0

t,x

≤ ‖1QR1
uj‖M3,τ0

t,x
‖1QR1

ak‖M6,6
t,x

= ‖1QR1
uj‖M3,τ0

t,x
‖ak‖L6

t,x(Ω) < +∞.

For the second term of the right-hand side of (6.16), we fix p, q = 2 and λ = 1
5 and we have p

λ ≥ 3 and
q
λ ≥ σ. Thus, by the same arguments as above we can write

‖1QR2
L2|1QR̄ujak|‖M3,σ

t,x
≤ C‖L2|1QR̄ujak|‖M

p
λ
,
q
λ

t,x

≤ C‖1QR̄ujak‖Mp,q
t,x

= C‖1QR1
ujak‖M2,2

t,x

≤ C‖1QR1
ujak‖

M
2,

6τ0
6+τ0

t,x

≤ ‖1QR1
uj‖M3,τ0

t,x
‖ak‖L6

t,x(Ω) < +∞.

Applying these estimates to all the terms of the form φ̄∂i(ujak) and φ̄∂i(bjak) we finally obtain that

‖1QR2

~V23‖M3,σ
t,x

< +∞.

• For the last term ~V24 given by the corresponding quantity in (6.8), we have

|1QR2

~V24| =
∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)φ̄

(
~∇div(~ω)︸ ︷︷ ︸

(a)

− ~ω︸︷︷︸
(b)

−1

2
((~u+~b) · ~∇)~ω︸ ︷︷ ︸

(c)

+
1

4
~∇∧ (~u+~b)︸ ︷︷ ︸

(d)

)∣∣∣∣, (6.17)

and we will study each of the previous term separately. Indeed, for the term (a) above, proceeding in
a similar fashion as in (6.9), we have (for 1 ≤ i ≤ 3):∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)[φ̄∂idiv(~ω)](s, y)dyds

∣∣∣∣ ≤ C1QR2

(
L1(|1QR̄div(~ω)|)(t, x) + L2(|1QR̄div(~ω)|)(t, x)

)
.
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Then, we only weed to study the quantities in the right-hand side above: ‖1QR2
L1(|1QR̄div(~ω)|)‖M3,σ

t,x

and ‖1QR2
L2(|1QR̄div(~ω)|)‖M3,σ

t,x
. For the first term we fix p = 2, q = 10

3 and λ = 1
3 , we thus have

p
λ ≥ 3 and q

λ = 10 ≥ σ and by Lemma 2.2 and by Lemma 6.1 we have ‖1QR2
L1(1QR̄div(~ω))‖M3,σ

t,x
≤

C‖L1(|1QR̄div(~ω)|)‖
M

p
λ
,
q
λ

t,x

≤ C‖1QR̄div(~ω)‖Mp,q
t,x
≤ C‖1QR̄div(~ω)‖M2,τ1

t,x
< +∞, since τ1 > τ0 > 5

(and by the Corollary 5.1 and its conclusion (5.15)). For the second term we set p, q = 2 and λ =
1
5 and by the same arguments we have ‖1QR2

L2(|1QR̄div(~ω)|)‖M3,σ
t,x
≤ C‖L2(|1QR̄div(~ω)|)‖

M
p
λ
,
q
λ

t,x

≤

C‖1QR̄div(~ω)‖M2,2
t,x
≤ C‖1QR̄div(~ω)‖M2,τ1

t,x
< +∞ and thus the term (a) is bounded in the Morrey

space M3,σ
t,x .

For the term (b) we proceed just as for the term ~V1 and we have∥∥∥∥1QR2

∫ t

0

∫
R3

gt−s(· − y)[φ̄~ω](s, y)dyds

∥∥∥∥
M3,σ

t,x

≤ C‖1QR2
L2(|1QR̄~ω|)‖M3,σ

t,x
.

Setting p, q = 2 and λ = 1
5 , we have ‖1QR2

L2(|1QR̄~ω|)‖M3,σ
t,x
≤ C‖L2(|1QR̄~ω|)‖M

p
λ
,
q
λ

t,x

≤ C‖1QR̄~ω‖M2,2
t,x
≤

C‖1QR̄~ω‖M3,τ0
t,x

< +∞ (since we have (5.2)).

Due to the symmetric information available for the variables ~u,~b and ~ω it is easy to see that the term
(c) of (6.17) can be treated as the term ~V3 while the term (d) of (6.17) can be studied as ~V2.
With all these remarks we finally obtain that ‖1QR2

~V24‖M3,σ
t,x

< +∞.

With all these estimates Lemma 6.2 is now proven. �

End of the proof of Proposition 6.1. We have proven that 1QR2
(~u +~b + ~ω) ∈ M3,σ

t,x for τ0 < σ with

σ very close to τ0 (say σ = τ0 + ε). But this is not enough to ensure the condition 1
δ + 1

τ0
< 1−α

5 stated in
Proposition 6.1. In order to obtain this relationship, we will iterate the arguments above. Indeed, considering
the information 1QR2

(~u +~b + ~ω) ∈ M3,τ0+ε
t,x and reapplying Lemma 6.2, we will obtain 1QR̄2

(~u +~b + ~ω) ∈
M3,σ1

t,x where R̄2 < R2 and σ1 = σ + ε = τ0 + 2ε and we can repeat these arguments until obtaining

1Q ¯̄R2
(~u+~b+~ω) ∈M3,σn

t,x where σn = τ0 + (n+ 1)ε such that 1
σn

+ 1
τ0
< 1−α

5 with ¯̄R2 < R̄2. As we can see, at

each iteration we have to consider smaller parabolic balls and without fear of confusion we can set δ = σn
with the corresponding radius to be R2. We thus have 1QR2

~u ∈M3,δ
t,x and 1QR2

~b ∈M3,δ
t,x with 1

δ + 1
τ0
< 1−α

5
and the proof of Proposition 6.1 is finished. �

Remark 6.1 Note that by iteration the value of δ can be made big enough.

We have obtained the hypotheses 1), 2), 4) of the Proposition 3.2 and with these results at hand we will
now study the hypothesis 5).

Corollary 6.1 Consider the general hypotheses of Theorem (1.4). Then, for R2 such that R2 < R1 < R
and for 1 ≤ i, j ≤ 3 we have

1QR2

∂i∂j
(−∆)

(uibj) ∈Mp,q
t,x, 1QR2

∂i∂j
(−∆)

(uiaj) ∈Mp,q
t,x, and 1QR2

∂i∂j
(−∆)

(biaj) ∈Mp,q
t,x,

with p0 ≤ p < +∞ and q1 ≤ q < +∞ where 1 ≤ p0 ≤ 6
5 and 5 < q1 = 5

1−α <
11
2 with 0 < α < 1

12 .

Proof. Recall that from (1.2) we have the expression p =
3∑

i,j=1

∂i∂j
2(−∆)

(uibj + (ui + bi)aj + ai(uj + bj)),

which corresponds with the terms that we want to study and consequently we only need to prove that we
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have 1QR2
p ∈ Mp,q

t,x. Thus introducing suitable localizing functions φ̄ and ψ̄ as in (6.2) and following the
computations made in (6.5), (6.6) and (6.7) we have

φ̄p =

(
φ̄
−ψ̄∆p

(−∆)

)
+ φ̄

(∆ψ̄)p

(−∆)
− 2

3∑
i=1

φ̄
∂i((∂iψ̄)p)

(−∆)

=

3∑
i,j=1

φ̄

2(−∆)

(
∂i∂j(ψ̄uibj)︸ ︷︷ ︸

(i)

+ (∂i∂jψ̄)(uibj)︸ ︷︷ ︸
(ii)

−[∂i((∂jψ̄)uibj) + ∂j((∂iψ̄)uibj)︸ ︷︷ ︸
(iii)

] (6.18)

+ ∂i∂j(ψ̄(ui + bi)aj)︸ ︷︷ ︸
(i)

+ (∂i∂jψ̄)((ui + bi)aj)︸ ︷︷ ︸
(ii)

−[∂i((∂jψ̄)(ui + bi)aj)∂j((∂iψ̄)(ui + bi)aj)︸ ︷︷ ︸
(iii)

]

+ ∂i∂j(ψ̄ai(uj + bj))︸ ︷︷ ︸
(i)

+ (∂i∂jψ̄)(ai(uj + bj))︸ ︷︷ ︸
(ii)

−[∂i((∂jψ̄)ai(uj + bj)) + ∂j((∂iψ̄)ai(uj + bj))︸ ︷︷ ︸
(iii)

]

)

+ φ̄
(∆ψ̄)p

(−∆)︸ ︷︷ ︸
(iv)

−2
3∑
i=1

φ̄
∂i((∂iψ̄)p)

(−∆)︸ ︷︷ ︸
(v)

,

and we will prove that each one of these terms belong to the space M
6
5
, 11

2
t,x (we are considering here p = 6

5

and q = 11
2 ). Fortunately, many terms of (6.18) share a common structure.

• For the term of the form (i) we write:∥∥∥∥ φ̄

(−∆)
∂i∂j(ψ̄uibj)

∥∥∥∥
M

6
5 ,

11
2

t,x

≤ C‖1QR2
uibj‖

M
6
5 ,

11
2

t,x

≤ C‖1QR2
ui‖M3,δ′

t,x

‖1QR2
bj‖M3,δ′

t,x

< +∞,

where we used the boundedness of the Riesz transforms in Morrey spaces as well as the Hölder inequal-
ities (and we considered δ′ = 11 which is possible by Remark 6.1). We consider now the terms of the

form φ̄
(−∆)∂i∂j(ψ̄uiaj) and we write by the same arguments as above∥∥∥∥ φ̄

(−∆)
∂i∂j(ψ̄uiaj)

∥∥∥∥
M

6
5 ,

11
2

t,x

≤ C‖1QR2
uiaj‖

M
6
5 ,

11
2

t,x

≤ C‖1QR2
ui‖M3,δ′′

t,x

‖1QR2
aj‖M6,6

t,x
< +∞,

where δ′′ = 66.

• For the terms of the form (ii), we first have∥∥∥∥ φ̄

(−∆)
(∂i∂jψ̄)(uibj)

∥∥∥∥
M

6
5 ,

11
2

t,x

≤ C
∥∥∥∥ φ̄

(−∆)
(∂i∂jψ̄)(uibj)

∥∥∥∥
M

11
5 , 11

2
t,x

≤ C
∥∥∥∥ φ̄

(−∆)
(∂i∂jψ̄)(uibj)

∥∥∥∥
L

11
5
t L∞x

,

where we used the space inclusion L
11
5
t L

∞
x ⊂ M

11
5
, 11

2
t,x . Following the same ideas displayed in formulas

(6.13)-(6.15), due to the support properties of the auxiliary functions we obtain∥∥∥∥ φ̄

(−∆)
(∂i∂jψ̄)(uibj)

∥∥∥∥
L

11
5
t L∞x

≤ ‖1QR2
uibj‖

L
11
5
t L1

x

≤ C‖1QR2
~u‖

L
22
5
t L

66
23
x

‖1QR2

~b‖
L

22
5
t L

66
23
x

< +∞,

as by interpolation we have ‖~u‖
L

22
5
t L

66
23
x (Ω)

≤ ‖~u‖
5
11

L∞t L
2
x(Ω)
‖~u‖

6
11

L2
tL

6
x(Ω)

. The terms of the form

φ̄
(−∆)(∂i∂jψ̄)(uiaj) are treated in exactly the same fashion as we have ‖~a‖

L
22
5
t L

66
23
x (Ω)

≤ C‖~a‖L6
t,x(Ω).

• The term of the form (iii) can be studied in exactly the same manner as the terms of the form (ii).

40



• For the term (iv), by the same arguments we obtain∥∥∥∥φ̄(∆ψ̄)p

(−∆)

∥∥∥∥
M

6
5 ,

11
2

t,x

≤
∥∥∥∥ φ̄

(−∆)
(∆ψ̄)p

∥∥∥∥
L

11
5
t L∞x

≤ C‖1QR2
p‖
L

11
5
t L1

x

≤ C‖1QR2
p‖
L

5
2
t L

1
x

< +∞.

• The term (v) can be treated in the same manner as the previous point.

Remark 6.2 The condition p ∈ L
5
2
t L

1
x(Ω) is needed here in order to treat these two previous terms. If

we have some additional information over the perturbation term ( e.g. ~a ∈ L2
t Ḣ

1
x(Ω)) then these terms

can be controlled by the information p ∈ L
3
2
t,x(Ω).

We have proven so far that all the terms of (6.18) can be controlled in the Morrey space M
6
5
, 11

2
t,x and this

ends the proof of the Corollary 6.1. �

In order to obtain Proposition 3.2 (and thus Theorem 1.1) we only need to verify the hypothesis 3) i.e.

1QR2
div(~ω) ∈M

6
5
, 15

2
t,x . Recall that in the Corollary 5.1 we have obtained that 1QR1

div(~ω) ∈M2,τ1
t,x , but this

is not enough to our purposes. In order to treat this condition we have:

Proposition 6.2 Under the general hypotheses of Theorem 1.1 we have 1QR2
div(~ω) ∈M

6
5
, 15

2
t,x .

Proof. We first apply the divergence operator in the equation satisfied by ~ω (see (1.1)) to obtain

∂tdiv(~ω) = 2∆div(~ω)− div(~ω)− 1

2
div(((~u+~b) · ~∇)~ω).

Considering the localizing function φ̄ as in (6.2) if we define W = φ̄div(~ω) we obtain the system ∂tW =
2∆W + W with W(0, ·) = 0 where W = (∂tφ̄− 2∆φ̄− φ̄)div(~ω)− 4

∑3
i=1(∂iφ̄)(∂idiv(~ω))− 1

2 φ̄div((~u · ~∇)~ω),
and we have

W(t, x) =

∫ t

0
e2(t−s)∆

(
(∂tφ̄− 2∆φ̄− φ̄)div(~ω)︸ ︷︷ ︸

(W1)

−4

3∑
i=1

(∂iφ̄)(∂idiv(~ω))︸ ︷︷ ︸
(W2)

−1

2
φ̄div((~u · ~∇)~ω)︸ ︷︷ ︸

(W3)

)
ds (6.19)

Now we will prove that each one of these term belong to M
6
5
, 15

2
t,x . Indeed:

• For the first term W1 we write, following the same arguments as in (6.9):

‖1QR2
W1‖

M
6
5 ,

15
2

t,x

≤ C
(
‖1QR2

L1(|1QR̄~ω|)‖M
6
5 ,

15
2

t,x

+ ‖1QR2
L2(|1QR̄~ω|)‖M

6
5 ,

15
2

t,x

)
. (6.20)

For the first term above we set p = 6
5 , q = 9

2 and λ = 1
10 and by Lemma 6.1 we obtain

‖1QR2
L1(|1QR̄~ω|)‖M

6
5 ,

15
2

t,x

≤ C‖1QR2
L1(|1QR̄~ω|)‖M

6
λ5
, 9
2λ

t,x

≤ C‖1QR1
~ω‖
M

6
5 ,

9
2

t,x

≤ C‖1QR1
~ω‖M3,τ0

t,x
< +∞.

For the second term of (6.20), we fix p = 6
5 , q = 12

5 and λ = 1
25 , thus by Lemma 6.1, we have

‖1QR2
L2(|1QR̄~ω|)‖M

6
5 ,

15
2

t,x

≤ ‖1QR2
L2(|1QR̄~ω|)‖M

6
λ5
, 12
λ5

t,x

≤ C‖1QR1
~ω‖
M

6
5 ,

12
5

t,x

≤ C‖1QR1
~ω‖M3,τ0

t,x
< +∞.

• For the term W2 of (6.19) we write for all 1 ≤ i ≤ 3:∣∣∣∣∫ t

0

∫
R3

gt−s(x− y)[(∂iφ̄)∂idiv(~ω)(s, y)]dyds

∣∣∣∣ ≤ ∣∣∣∣1QR2

∫ t

0

∫
R3

∂igt−s(x− y)[(∂iφ̄)div(~ω)(s, y)]dyds

∣∣∣∣
+

∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)[(∂2
i φ̄)div(~ω)(s, y)]dyds

∣∣∣∣. (6.21)
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The last term above can be studied just as W2 while for the first term of the right-hand side of (6.21)
we write:∥∥∥∥1QR2

∫ t

0

∫
R3

∂igt−s(· − y)[(∂iφ̄)div(~ω)(s, y)]dyds

∥∥∥∥
M

6
5 ,

15
2

t,x

≤ C
∥∥∥1QR2

L2(|1QR̄div(~ω)|)
∥∥∥
M

6
5 ,

15
2

t,x

.

Taking again p = 6
5 , q = 12

5 and λ = 1
25 , applying Lemma 6.1, we obtain∥∥∥1QR2

L2(|1QR̄div(~ω)|)
∥∥∥
M

6
5 ,

15
2

t,x

≤ C‖1QR1
div(~ω)‖

M
6
5 ,

12
5

t,x

≤ ‖1QR1
div(~ω)‖M2,τ1

t,x
< +∞. (6.22)

• Now, we study the last term of (6.19). For 1 ≤ i ≤ 3 we write∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)φ̄∂i[(~u · ~∇)~ω)]dyds

∣∣∣∣ ≤ ∣∣∣∣1QR2

∫ t

0

∫
R3

∂igt−s(x− y)φ̄[(~u · ~∇)~ω)]dyds

∣∣∣∣︸ ︷︷ ︸
(a)

+

∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)(∂iφ̄)[(~u · ~∇)~ω)]dyds

∣∣∣∣ ,
and we remark that in order to study the last term above it is enough to consider, for 1 ≤ l, j, k ≤ 3,
the quantities∣∣∣∣1QR2

∫ t

0

∫
R3

∂lgt−s(x− y)(∂iφ̄)(ujωk)dyds

∣∣∣∣︸ ︷︷ ︸
(b)

and

∣∣∣∣1QR2

∫ t

0

∫
R3

gt−s(x− y)(∂l∂iφ̄)(ujωk)dyds

∣∣∣∣︸ ︷︷ ︸
(c)

.

Following the computations performed above, we have for the term (a):∥∥∥∥1QR2

∫ t

0

∫
R3

∂igt−s(· − y)φ̄[(~u · ~∇)~ω)]dyds

∥∥∥∥
M

6
5 ,

15
2

t,x

≤ C‖1QR2
L2(|1QR̄(~u · ~∇)~ω|)‖

M
6
5 ,

15
2

t,x

,

and fixing p = 6
5 , q = 10τ0

10+3τ0
and λ = 10−τ0

10+3τ0
, by Lemma 6.1 we have

‖1QR2
L2(|1QR̄(~u · ~∇)~ω|)‖

M
6
5 ,

15
2

t,x

≤ C‖1QR̄(~u · ~∇)~ω‖
M

6
5 ,

10τ0
10+3τ0

t,x

≤ C‖1QR̄~u‖M3,τ0
t,x
‖1QR̄ ~∇⊗~ω‖M2,τ1

t,x
< +∞,

where we used the Hölder inequalities for Morrey spaces and Lemma 2.2 in the last estimate.

For the term (b), we write∥∥∥∥1QR2

∫ t

0

∫
R3

∂lgt−s(· − y)(∂iφ̄)(ujωk)dyds

∥∥∥∥
M

6
5 ,

15
2

t,x

≤ C‖1QR2
L2(|1QR̄ujωk|)‖M

6
5 ,

15
2

t,x

,

and applying the same arguments as in (6.22) we have

‖1QR2
L2(|1QR̄ujωk|)‖M

6
5 ,

15
2

t,x

≤ C‖1QR̄ujωk‖M
6
5 ,

12
5

t,x

≤ C‖1QR̄ujωk‖M
3
2 ,10

t,x

≤ C‖1QR1
~u‖M3,δ

t,x
‖1QR1

~ω‖M3,δ
t,x
< +∞.

For the term (c), by the same ideas displayed in the study of first term of (6.20) we have:∥∥∥∥1QR2

∫ t

0

∫
R3

gt−s(· − y)(∂l∂iφ̄)(ujωk)dyds

∥∥∥∥
M

6
5 ,

15
2

t,x

≤ C‖1QR2
L1(|1QR̄ujωk|)‖M

6
5 ,

15
2

t,x

≤ C‖1QR̄ujωk‖M
6
5 ,

9
2

t,x

≤ C‖1QR̄ujωk‖M
3
2 ,10

t,x

≤ C‖1QR1
~u‖M3,δ

t,x
‖1QR1

~ω‖M3,δ
t,x
< +∞.
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We have thus proven that all the terms of (6.19) belong to the Morrey space M
6
5
, 15

2
t,x : the proof of the

Proposition 6.2 is complete. �

We have now all the hypotheses of the Proposition 3.2, and thus Theorem 1.1 follows. �
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