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Abstract

The energy level alignment across solvated molecule/semiconductor interfaces is a cru-
cial property for the correct functioning of dye-sensitized photo-electrodes, where, follow-
ing the absorption of solar light, a cascade of interfacial hole/electron transfer processes
has to efficiently take place. In light of the difficulty of performing X-ray photoelectron
spectroscopy measurements at the molecule/solvent/metal-oxide interface, being able to
accurately predict the level alignment by first-principles calculations on realistic structural
models would represent an important step toward the optimization of the device. In this
respect dye/NiO surfaces, employed in p-type dye-sensitized solar cells, are undoubtedly
challenging for ab initio methods and, also for this reason, much less investigated than the
n-type dye/TiO2 counterpart. Here we consider the C343-sensitized NiO surface in water
and combine ab initio Molecular Dynamics (AIMD) simulations with GW (G0W0) calcu-
lations, performed along the MD trajectory, to reliably describe the structure and energetics
of the interface when explicit solvation and finite temperature effects are accounted for. We
show that the differential perturbative correction on the NiO and molecule states obtained
at GW level is mandatory to recover the correct (physical) interfacial energetics, allowing
hole transfer from the semiconductor valence band to the HOMO of the dye. Moreover, the
calculated average driving force quantitatively agrees with the experimental estimate.
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1 Introduction

Thirty years have passed since the pioneering work of O’Regan and Grätzel1 paving the way

to the development of efficient dye sensitized solar cells (DSSCs). The standard architecture

of a DSSC includes the use of a single photoactive electrode that can be either a photoan-

ode (n-type DSSCs)1, 2 or a photocathode (p-type DSSCs).3, 4 The photo-active interface in

a DSSC is composed of three principal ingredients: a wide band gap semiconductor (SC),

usually TiO2 and NiO in n- and p-type DSSCs, respectively, a dye sensitizer, either a full or-

ganic or a metallorganic compound, and a redox shuttle. The functioning mechanism of a

n-/p-type DSSC is the following: sunlight is absorbed by the photosensitizing dye and the

photo-excited electrons/holes are injected in the conduction/valence band (CB/VB) of the SC,

while the oxidized/reduced redox shuttle, having regenerated the dye ground state (GS), is in

turn reduced/oxidized at the counter electrode, closing the circuit.5 Clearly, a multitude of

factors interplay in determining the overall device efficiency,6 such as the opto-electronic prop-

erties of the isolated dyes and semiconductors, the structure of the dye/SC interface, the rate

of regeneration of the dye by the redox mediator and the efficiency of electron/hole injection

into the SC. The energetic prerequisite, however, to realize the cascade of electron/hole transfer

processes described above is the correct alignment of the redox potentials (energy levels) be-

tween the dye, the SC and the electrolyte: the excited/ground state potential of the dye should

be higher/lower of the CB/VB edge of the SC to have electron/hole injection, while the oxida-

tion/reduction potential of the electrolyte couple should be higher/lower of the ground/excited

state oxidation potential of the dye to have the GS regeneration.

If, on one hand, n-type DSSCs have known a rapid development in the last decades, with re-

ported power conversion efficiencies (PCEs) of about 14%,2, 7 the performance of p-type DSSCs

remains, on the other hand, extremely poor (PCE∼ 2.5%).3, 8, 9 Research efforts in boosting the

efficiency of p-type dye-sensitized photo-electrodes, for both DSSCs and dye-sensitized pho-

toelectrochemical cells (DS-PECS),10, 11 are motivated by the possibility of combining a pho-

tocathode and a photoanode in tandem devices, to surpass the theoretical Shockley–Queisser

upper efficiency limit (∼ 30%) of a single photoactive electrode solar cell.12, 13
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Despite the recent encouraging attempts to find alternative transparent p-type semiconduc-

tors,10, 14, 15 NiO is still the standard material, both in solar cells and photoelectrochemical

cells. Mesoporous NiO displays good electrical conductivity,16, 17 and recent works have re-

ported ultrafast interfacial hole injection from photo-excited dyes.18–21 This material, however,

shows poor interfacial charge transfer resistance and features trap states placed above the VB

edge, which promote detrimental hole/electron recombination at the SC/dye/electrolyte inter-

face.16, 21–23

As a matter of fact, a detailed understanding and characterization of the energetics, trapping

mechanisms and hole dynamics at the dye/NiO interface is still lacking, while this would be

needed to give clear guidelines to optimise the structure of dyes, electrolytes and catalysts.24, 25

In this regard, computational modeling is a powerful tool to predict the opto-electronic and

redox properties of semiconductors, chromophores and catalysts as well as to provide atom-

istic insights on the structure, energetics and charge generation in model dye-sensitized inter-

faces.26–35

As far as dye-sensitized NiO is concerned, however, relatively few computational works,

based on density functional theory (DFT) calculations, have been reported.36–42 A common

outcome of these studies is that the interfacial energetics, dictating the driving force for hole

injection from the dye to the NiO VB, turns out to be extremely sensitive to the dye anchoring

mode and solvation effects, thus indicating that the structural and electronic properties of com-

plex interface between dye, SC and electrolyte play a major role in the properties of DSSCs.

Recently, we studied, by means of ab-initio molecular dynamics (AIMD) and DFT calcula-

tions,36 the electronic structure of the (100) NiO surface sensitized by the Coumarin C343

dye.43–45 We found that the inclusion of explicit solvation effects is essential to predict a favor-

able energy level alignment to allow the hole transfer from the dye HOMO to the NiO VB states.

The driving forces computed using both the PBE+U approach and the HSE06 hybrid functional

were found, however, to be somewhat underestimated with respect to experiments, as a result

of a sizeable destabilization of the dye’s HOMO. As also reported for dye@TiO2 systems,46, 47

this suggests that so-called global hybrid functionals, which approximate the inverse dielectric

function with a constant, are unable to correctly reproduce the interfacial energy level alignment
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in hybrid organic/inorganic interfaces, since molecules and SC surfaces may require different

percentage of non-local exchange to be properly treated.46 This is especially true for the hy-

bridized SC-dye interfacial levels, as they may require a screening being intermediate between

those optimal for the dye and for the metal oxide slab. Coordinate-dependent hybrid function-

als, developed using Green’s functions formalism, have been recently introduced to account

for the spatial dependence of the electron-electron correlation in hybrid materials.48, 49 These

functionals are based on the assumption that the screened Coulomb interaction can be approxi-

mated through a spatial-dependent local dielectric function and have been only recently applied

to heterogeneous systems with good results.48–50 However, this approximation, as all DFT

based methods, neglect dynamical polarization or image charge effects, which can be rather

pronounced for the dye electronic states in the dye@SC interface and can critically influence

the energy level alignment.46, 55–58 These higher-order effects, as well as the spatial dependence

of the electronic correlation, can be accounted for by using more refined approximations, such

as many body perturbation theory (MBPT) based methods, where the dynamical polarization

response to the addition or to the removal of a particle are rigorously described.27, 57, 59, 60 In

particular, within the MBPT methods, the Hedin’s GW approximation61 is the state-of-the-art

for the computational modeling of photoemission and inverse photoemission processes for solid

systems, as well as for the calculation of ionization potentials (IP) and electron affinities (EA)

of molecules.59, 62, 63 As a matter of fact, the high computational cost, unfavorable O(N4) scal-

ing, and convergence problems of GW methods have hindered their routine application, even if,

in the last decades, the fast development in computing power along with recent efficient code

implementations64–67 have made it possible to run GW calculations for rather complex systems

with hundreds of atoms. As we shall discuss later, when dealing with 2-dimensional materials,

however, the convergence of the results with respect to the k-points grid, the GW and plane-

wave cutoffs, the vacuum space and the number of empty bands remains critical and need to be

carefully addressed.68–71 Here we report a theoretical characterization of the C343-sensitized

NiO surface in water, by combining AIMD simulations with GW (G0W0) calculations along

the MD trajectory, to reliably describe the structure and energetics of the interface when ex-

plicit solvation and finite temperature effects are accounted for. As far as we know, this is the
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first time that large scale GW calculations are combined with AIMD simulations to study a

realistic dye/water/SC interface, since similar approaches have been only reported for solvated

semiconductor slabs.50 The present results show that the differential perturbative correction on

the NiO and molecule states obtained at GW level is essential to recover the correct interfacial

energetics. Notably, the GW driving forces calculated along the MD trajectory are always pos-

itive (i.e. dye HOMO below the NiO VBM) and the resulting average value, being double the

value obtained by DFT+U and hybrid functionals,36 quantitatively agree with the experimental

estimations. We believe that the relevance of these results is twofold: i) for the theoretical and

computational community, we contribute to the fundamental knowledge necessary to simulate,

through non-adiabatic MD, the photoinduced hole transfer process in dye sensitized-NiO photo-

cathodes, which requires an accurate description of the interfacial energy level alignment;51–54

ii) for the experimental community, we have set up a computational protocol capable to provide

reliable estimation of the hole injection driving forces, thus overcoming the difficulty of per-

forming X-ray photoelectron spectroscopy (XPS) measurements at the molecule/solvent/metal-

oxide interface.

The paper is organized as follows: methods and models are presented in section 2; GW calcu-

lations in gas phase on the NiO bulk and isolated (100) NiO slab and C343 dye are discussed in

section 3.1, where the convergence of the GW results with respect to the vacuum space and the

number of empty bands is also evaluated; the electronic structure of the dye/NiO interface in

vacuo is discussed in section 3.2, while the results obtained on the AIMD simulation in water

are presented in section 3.3; our main conclusions are drawn in Section 4.

2 Theoretical Methods

To provide a description of finite temperature and solvation effects on the the electronic structure

of the C343@NiO interface, we set up a multilevel approach involving both DFT and GW cal-

culations and AIMD simulations. All our static DFT and GW calculations were performed with

the Vienna ab initio simulation package (VASP)72–74 using the pseudopotentials constructed by

the projector augmented wave (PAW) method75 and a plane waves basis set. AIMD simulations

of the C343@NiO(100) interface in explicit water were performed with the CP2K code76 using
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GTH norm conserving pseudopotentials and MOLOPT-DZVP-SR basis set. To corroborate our

GW setup, we first tackle the study of the interface in gas phase and its components, as detailed

below. Details about AIMD simulations and GW calculations on the full solvated C343@NiO

interface are given in Section 2.2.

2.1 DFT and GW calculations in vacuo

Bulk NiO below the Neél temperature (525 K)77 has a type-II antiferromagnetic (AFII) phase

that induces a rhombohedral symmetry. All the calculations reported throughout this work have

been performed on the AFII phase. Following our previous work,36 we modeled the NiO bulk

system starting from the experimental NiO rock-salt structure, which has a lattice constant of

∼ 4.17 Å (Figure S1).

a) b)

Figure 1: Optimized geometries of the C343 dye molecule (a) and NiO surface slab (b). In the
latter, oxygen atoms are red, while nichel atoms polarized up/down are gold/silver.

To build the surface slab, we cleaved the bulk structure along the (100) direction and we

considered 6 layers in a (2 × 2) supercell (Figure 1). For the dye, to have direct comparison

with the available experiments, we considered here the original C343 molecule, shown in Figure

1, bearing the carboxylic acid as anchoring group. The C343 molecule has been modeled in an

orthorhombic cell having ca. 10 Å of vacuum in each direction (Figure S2).
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Ground state optimizations for the C343, NiO (bulk and slab) and C343@NiO were per-

formed using DFT with the PBE exchange and correlation functional, adding a Hubbard term

on the Ni(d) states. The latter was set equal to 4.6 eV, following the value obtained by Cococ-

cioni and de Gironcoli for NiO with their linear response method.78

We used a cutoff of 650 eV for the NiO systems (bulk, slab and interfaces) and 600 eV for

the isolated C343 dye. The Brillouin zone of bulk NiO was sampled using a 8× 8× 8 grid of

k-points centered at Gamma (Γ), whereas for C343, NiO slab and the C343@NiO interface we

considered only the Γ-point.

The GW calculations have been performed by considering the well known linearized single

shot G0W0 approximation.79, 80 Following this approach, the quasi-particle correction associ-

ated to the nth Kohn-Sham (KS) band is obtained as a solution of the following equation:79, 80

EQP
n = EKS

n +Zn〈φ KS
n |Σ(EKS

n )−Vxc|φ KS
n 〉 (1)

where Zn is known as renormalization factor and corresponds to the derivative of the self energy

(Σ) at EKS
n :

Zn =

1−Re

∂ 〈φ KS
n |Σ(ω)|φ KS

n 〉
∂ω

∣∣∣∣∣
EKS

n

−1

(2)

The Zn renormalization factor describes the reduction in spectral weight caused by the electron-

electron interaction and it represents a measure of the degree of correlation. As can be de-

duced from Equation 1, the G0W0 approximation consists in perturbative corrections of the

DFT Kohn-Sham (KS) energies and these corrections have been shown to be highly dependent

on the functional adopted in the DFT starting point.81 Here, we apply the G0W0 correction on

the KS energies computed from PBE+U calculations (G0W0@PBE+U) since, as reported by

Scheffler et. al.,82 this approach delivers energy gaps in good agreement with experiments for

most of the transition-metal monoxides, including NiO.

The irreducible polarizability matrix, χ0
q (G,G

′
,ω), has been evaluated at the random phase ap-

proximation level of theory using a cutoff (GW cutoff) of 200 eV for both the isolated C343, the

NiO slab, and the C343@NiO interface and 433.3 eV for the NiO bulk system (see Ref. 74, 83

for further details). For all systems we sampled the polarizability matrix with 100 frequency
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points (ω). To get converged GW calculations with respect to the number of conduction bands

used in the summation over unoccupied bands of the χ0
q (G,G

′
,ω), we doubled the considered

KS bands until the QP gaps (energies) are converged within an error of 10-20 meV (100-200

meV). This accuracy was achieved by considering 140, 133, 444, 109 unoccupied bands per

atom for the NiO bulk, the NiO slab, the C343 and the C343@NiO interface, respectively.

More details about the convergence of GW calculations are discussed below and in the Sup-

porting Information. Finally, for the NiO slab, the C343@NiO interface, and the isolated C343

molecule, we computed the IP and EA by subtracting from the PBE and GW VBM(HOMO) and

CBM(LUMO) the vacuum level that has been evaluated as the electrostatic potential (Hartree

plus ionic potential) at the position furthest from the center of the considered system. Having

the C343@NiO interface a net dipole moment along the direction perpendicular to the NiO

surface, we applied a dipole corrections84 to the total energy and to the electrostatic potential

(see the Supporting Information and Figure S10 for further details on the choice of the vacuum

level).

2.2 AIMD, DFT and GW calculations for the C343@NiO interface in wa-
ter

The AIMD simulations have been carried out using the PBE+U approach considering 500 Ry

cutoff for charge density and sampling the Brillouin zone at the Γ-point. In line with previous

studies,85, 86 to account for van der Waals interactions, we applied Grimme’s D3 correction87

only to the molecule and to the first surface layer of the NiO slab, obtaining binding ener-

gies similar to the ones reported in the literature for the same system.38 The simulation box,

having dimensions 8.35× 8.35× 33.40 Å3, consists of the C343@NiO interface and 42 wa-

ter molecules. The time step was set to 1 fs and we impose the deuterium mass for hydrogen

atoms. After an initial structural optimization, the MD run was performed in the NVT ensem-

ble by imposing the temperature to 360 K through the canonical sampling velocity rescaling

thermostat.88

After equilibration (the first 3 ps of the MD simulation), from the production run of ∼ 27

ps, we extracted 20 configurations equally spaced in time to perform single point PBE+U and
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G0W0@PBE+U calculations. The PBE+U calculations have been performed with the same

cutoff discussed above for the NiO systems and sampling the Brilloin zone at Γ point only. For

the GW calculations, we used a cutoff of 200 eV for χ0
q (G,G

′
,ω), 100 frequency points and

we considered a number of KS bands that meet the same ratio between occupied and unoccu-

pied bands needed to converge the calculations on the C343@NiO interface in gas phase (77

unoccupied bands per atom).

From these calculations, we evaluate, by means of the projected density of states (PDOS),

the energy of the dye HOMO (EHOMO) and the NiO valence band edge (EVBM) and we com-

puted thermal average of the driving force for hole injection (EVBM−EHOMO) and of the energy

gaps of the dye and of the NiO slab.

3 RESULTS AND DISCUSSION

3.1 Isolated systems in vacuo
3.1.1 NiO bulk

In order to validate our computational protocol we start by considering NiO in its bulk form,

which has already been considered in previous ab initio and experimental studies.78, 82, 89–98 The

experimental optical gap and the fundamental gap of NiO reported in the literature span a wide

energy range, depending on the method used for the investigation. The optical gap is usually

reported in the 3.1 − 4 eV range where the onset of the absorption is located at about 3 eV

and the first well-defined maximum is higher in energy at ca. 4 eV.90–92 The fundamental gap

measured through photoemission spectroscopy (PES), for occupied states, and bremsstrahlung-

isochromat spectroscopy (BIS), for unoccupied state, is 4.3 eV,93 while a value of 4.0 eV was

obtained from x-ray absorption (XAS) and emission (XES).89 It is well documented in the

literature78, 94, 95 that, like for many other transition metal (TM) monoxides, the energy gap of

NiO is dramatically underestimated at PBE level of theory. The addition of an Hubbard term

U to penalize fractional occupations of the Ni(d) orbitals (PBE+U), however, delivers values

closer to the experimental results.

At the same time, the electronic structure of NiO is sensitive to the choice of the functional.
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Method Band Gap (eV)
direct indirect

PBE+U 3.33 [0.50.50.375] 2.86 [T→ 0.5 0.25 0.25]
G0W0@PBE+U 4.27 [0.50.50.375] 3.80 [T→ 0.5 0.25 0.25]

Other theoretical works
G0W0@LDA+U [82] 3.75
G0W0@HSE03 [96] 4.70

Experiment
EPES+BIS

g [93] 4.3
EXAS+XES

g [89] 4.0

Table 1: Direct and indirect band gaps (eV) of NiO rocksalt at PBE+U and GW@PBE+U
level of theory compared with the experimental gap obtained from PES+BIS and XAS+XES
and other theoretical studies. The k-points involved in the band gaps are reported in squared
brackets. See Figure S4 for the definition of the high symmetry k-points.

Indeed, as discussed in previous works78, 94, 95, 97, 98 and shown in Figure S8 in ESI, inclusion of

the U term pushes down in energy the Ni(d) levels from the top of the valence band and promotes

the presence of mixed Ni(d)-O(p) states at the valence band maximum (VBM), whereas the

conduction band minimum (CBM) is dominated by Ni(d) states. As shown in Table 1 and

evidenced by the band structure in Figure S3 in the Supporting Information, NiO has an indirect

band gap.82, 95 Moreover, in both PBE+U and G0W0@PBE+U calculations, the same k-points

are involved in both the direct and indirect band gaps. As shown in Table 1, application of the

GW correction on top of PBE+U increases the gap by about 0.9 eV (from 2.86 to 3.80 eV),

notably improving the agreement with experiments.

3.1.2 NiO (100) slab and C343

GW calculations for the NiO (100) slab (96 atoms) are extremely expensive and the conver-

gence of the results depends on many variables. In particular, to get converged quasi-particles

(QP) energies, and thus QP gaps, for 2D systems, the most critical parameters to consider are:

i) the number of k-points; ii) the plane-wave cutoff; iii) the GW cutoff; iv) the number of empty

bands and v) the vacuum space along the direction perpendicular to the exposed surface. GW

calculations scale quadratically with the number of k-points and, nothwithstanding the choice

of considering Γ-point only represents a non negligible approximation that is only partially mit-
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igated by the size of the slab adopted, the huge computational cost associated with an accurate

sampling of the Brillouin zone limited us to consider the Gamma-point approximation. This

represents the most significant approximation we made in our approach.

a

b
c

26 Å

a) b)

Figure 2: Calculated isosurfaces of the VBM (a) and CBM (b) Kohn-Sham orbitals of the NiO slab system
considering 26 Å of vacuum space.

The PBE+U calculations have been found to be weakly affected by the vacuum space due to

the semilocal nature of the electrostatic interactions of the GGA functionals; this guarantees also

the convergence with respect to the energy cutoff, i.e. there is a negligible effect by increasing

the number of plane waves. Conversely, it remarkably influences the convergence of the GW

calculations due to the long range nature of the screened Coulomb interactions.99

Here we consider the Γ-point only, which is a reasonable approximation in virtue of the size

of the slab adopted, and we analyze the dependence on the vacuum space on GW calculations.

Thus, starting from 14 Å of distance between the two exposed surfaces and considering a

sufficiently large number of empty bands (1216 empty bands), we increase the vacuum space

up to 26 Å where we estimated that convergence was reasonably reached for both the QP

energies and QP gap (see Figures S5-S7 in Supporting Information). Then, for definitive GW
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calculations, we converged the number of empty bands following the procedure described in

Section 2.1.

Finally, particular attention has to be devoted to the choice of the GW cutoff, which deter-

mines the number of G vectors used to build the polarizability matrix and represents the mem-

ory bottleneck for GW calculations. The calculations performed for the NiO slab, the isolated

C343, the C343@NiO interfaces, which will be reported in the next sections, have been carried

out with a different GW cutoff (smaller) compared to the one used for the NiO bulk system,

as discussed in Section 2. However, as shown in Table A in the Supporting Information, the

use of the same cutoff as the one used for the such systems is giving only negligible difference

in the calculated direct and indirect energy gap for the NiO bulk system, hence confirming the

accuracy of our set up.

The converged PBE+U and GW gaps are reported in Table 2, where one can notice that for

the slab these values are lower than the ones obtained for the bulk in Table 1. In fact, even

though the PDOS of the NiO slab has a nature similar to the one of the bulk (Figure S8b in

Supporting Information), in the slab the band edges, due to the under-coordination of the atoms

on the two surface layers,100–102 are dominated by surface states as shown in Figure 2, where

the isodensity plots of the VBM (a) and CBM (b) are displayed.

Method Eg IP EA
NiO(100)

PBE+U 2.57 5.49 2.92
G0W0@PBE+U 3.55 5.66 2.11
Exp. 4.0,89 4.393 ∼ 5103 ∼ 1.8103

C343
PBE 2.23 5.27 3.04
G0W0@PBE 5.66 6.82 1.16
evGW@LDA62 6.61 7.21 0.60

Table 2: Energy gap, ionization potential (IP) and electron affinity (EA) in eV for the NiO (100)
slab and the C343 dye computed using PBE+U and G0W0@PBE+U

We also computed the ionization potential (IP) and the electron affinity (EA), see Table 2,

of the slab as the negative of the VBM and CBM KS eigenvalues and QP energies relative to

vacuum level (r.t.v.).104 The experimental value of the VBM usually reported is −5 eV103 r.t.v.,
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although, as for the band gap, it depends on the adopted measurement technique. Indeed, this

varies from the −4.8 eV (PES)105 to −5.0 eV (electrochemical measurement)103, 106 to −5.8

eV (thermionic emission).107 Measured EAs are not available for NiO, so the experimental

EA values are obtained by subtracting the experimental band gap from the experimental IP. For

the sake of simplicity, we refer to the value of −1.8 eV,103 since it is the one reported most

frequently in the literature.

The GW corrections (Table 2) improve the overall agreement with experiments, delivering

an Eg of 3.55 eV and IP and EA values of 5.66 and 2.11 eV, respectively. In particular, as

reported for a large set of semiconductors,108 GW reduces the over-stabilization of the EA

obtained at DFT level. On the other hand, the experimental IP is slightly better reproduced from

DFT calculations, being 0.17 eV smaller than that predicted from GW calculations. However,

we should emphasize that the spread in the measurements reported for both band gap and IP

as well as the possible difference between our slab model and NiO systems considered in refs.

89,93,103 makes an unbiased comparison rather difficult.

Then, for the C343 molecule, from the PBE and the G0W0@PBE calculations we computed

the values for IP, EA and Eg by considering the HOMO and LUMO values with respect to the

electrostatic potential along the b direction (Figure S2), where the dipole moment has negligible

magnitude. As far as we are aware, there are no reported experimental IP and EA for C343 in gas

phase, so here we compare our results with those reported by Blase and co-workers62 obtained

by partially self consistent GW (evGW) on the top of LDA calculation. Values in Table 2 show

an overall good agreement between our G0W0 IP and EA values and the more accurate evGW

ones. However, the two approaches predict band gaps that differ by about 1 eV, highlighting the

high contribution from iterating G and W in GW calculations on isolated molecules. In both

cases the energy gap is sizeably larger than the C343 optical absorption, that, in apolar solvent

(ciclohexane) shows an absorption maxima at ca. 3 eV,109 thus evidencing a huge electron-hole

binding energy, as it has been already reported for isolate conjugated molecules in gas phase.110

In this section we validated our methodology considering the standalone elements of the

C343@NiO interface, finding an overall good agreement with the available experimental data

and with other theoretical investigations. In the next section we will address the study of the
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C343@NiO interface.

3.2 C343@NiO Interface in vacuo

Following previous findings,38 we considered the C343 dye anchored in a bidentate fashion

(Figure 3a) to the (100) NiO surface slab. In order to minimize spurious interactions between

periodic images, we imposed a vacuum space of 26 Å between the two surfaces of NiO.

a) b)

c)

Figure 3: Optimized C343@NiO system in gas phase a) and isodensity plots of the dye
HOMO (b) and NiO VBM (c) Kohn-Sham orbitals.

As shown by the isodensity plots in panels b and c of Figure 3, dye HOMO and the NiO

VBM present a negligible electronic coupling,36 since the orbitals are strongly localized on the

molecule and on the slab, respectively. Thus, once identified the C343 HOMO/LUMO and the

VBM/CBM bands by means of the PDOS (Figure S9), the energy alignment between the fron-

tier KS orbitals, the energy gaps and driving forces for hole injection can be straightforwardly

obtained (Figure 4) and compared with the ones given by the calculations on the isolated dye

and semiconductor slab (Table 2).
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Let us first discuss the results obtained at PBE+U level of theory (grey lines in Figure 4).

The NiO gap calculated when the dye is grafted on the surface turns out to be ∼ 0.1eV smaller

than the one obtained for the isolated slab, due to a larger up-shift of the VBM with respect to

the CBM, possibly caused by structural modifications and charge transfer/electrostatic effects

following the deprotonated dye anchoring. On the other hand, the calculated HOMO/LUMO

gap of the dye increases (by ∼ 0.2 eV) when it is anchored on the slab, due to a sizeable

destabilization (by ∼ 1 eV) of the LUMO.

a) b)

C343NiO NiO@C343

VBM

CBM

HOMO

LUMO

VBM-HOMO =  -0.3 eV

VBM-HOMO = 0.35 eV

Figure 4: PBE+U (grey lines) and G0W0@PBE+U (green lines) energy levels with respect to the vacuum of
the C343 HOMO/LUMO and NiO VBM/CBM as computed for the isolated systems (data in Table 2) and for the
C343@NiO interface model. The driving forces for the hole injection from the dye to the semiconductor (VBM-
HOMO) are reported. The dashed arrows are a guide for the eye to indicate the passage from isolated systems
(left: NiO, right: C343) to the C343@NiO interface (center).

This effect is due to geometrical distortion of the C343 structure driven by the deprotonation

and bonds with the Ni atoms of the NiO surface and by the interactions between periodic images

along the a and b directions.56 However, these interactions are not to be regarded as spurious

because the surface dye concentration adopted in our model of the interface (∼ 1 molecule/ 0.70

nm2) is in line with the typical experimental surface coverage employed in DSSCs.111, 112
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As far as the VBM-HOMO difference is concerned, a negative driving force of -0.3 eV is

predicted for the interface in gas phase. By taking the HOMO and VBM values calculated

for the isolated systems, this difference is mitigated and amounts to -0.22 eV, though it is still

unfavourable for holes transfer.

The G0W0 correction (green lines in Figure 4), as already discussed for the standalone

components, brings about a sizeable increase in the energy gaps and relevant differences in the

electronic structure (Figure S9, bottom panel). The NiO gap (that now turns out to be the gap

of the interface system) results to be, again, close to the gap calculated on the isolated slab and

the small decrease (∼ 0.15 eV) is mainly due to the stabilization of the CBM. On the other

hand, the QP dye gap is significantly reduced (by∼ 1.6 eV) compared to the one obtained from

the isolated molecule and this effect is almost entirely ascribable to the up-shift of the HOMO.

This marked gap reduction predicted from the GW calculation has already been reported for

comparable interface systems56, 113 and depends on image charge effects that are not correctly

described at the bare DFT level, where the gap is usually unchanged when going from the

isolated molecule to the molecule at the interface.113–115 Moreover, these effects reduce also

the exciton binding energy, as shown by Garcia-Lastra et. al. for molecule physisorbed on

metallic surfaces,113, 115 and produce a QP gap much more similar to the experimental optical

gap reported in Section 3.1.

The most striking result coming from the G0W0 correction, however, concerns the relative

alignment between the C343 HOMO and the VBM of the adsorbed system. At the GW level

the sign of the driving force is inverted with respect to the DFT results, giving a slightly positive

value of 0.35 eV. This is the result of a differential perturbative correction on the dye and NiO

states, coming from the different nature of the QPs. This difference can be quantified by the Z

renormalization factor, which is in the order of 0.8 for the C343 states, while it ranges between

0.6-0.7 for the surface slab states.116, 117

It is worth stressing that this change in the dye and semiconductor relative energy levels

alignment cannot be attained using hybrid functionals, since they only produce an opening of

the energy gap of the interface system, without altering the alignment between the molecule and

semiconductor KS eigenvalues, thus delivering very similar driving forces.36
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To sum up, in this section we have shown that GW calculations on the model dye/semiconductor

system in gas phase can recover the correct interfacial energetics (a positive driving force),

which is missed at DFT+U level. As we shall discuss in the next section, inclusion of the ex-

plicit solvation effects will further refine our picture, allowing for a quantitative comparison

with experimental estimations.

3.3 C343@NiO interface in water

Dye sensitizers bearing carboxylic anchoring groups are often prone to undergo desorption

from metal oxides surfaces in water environment118, 119 and the use of phosphonic acid group

is, usually, recommended to guarantee a better long-term stability of the cell. Water chemisorp-

tion on NiO and on other oxide SCs is indeed a well-known phenomenon, reported by both

experimental and theoretical investigations120–122 and the competitive adsorption between wa-

ter molecules and carboxylates at the metal oxide interface is the reason for the observed dye

desorption.118, 123

The first point to assess is, therefore, the stability of C343 on the NiO surface. Along the 30

ps trajectory the dye did not desorb, although we observe after around 7 ps a dynamic intercon-

version between the bidentate and monodentate anchoring, driven by thermal fluctuations and

by the interaction with the surrounding water molecules, as shown by the distance fluctuations

of one of the two Ni-O bonds (green line) in the top panel of Figure 5.

Along the MD run we observed the dissociative adsorption (H+ and OH−) of two wa-

ter molecules, one on each face of the NiO slab. As evidenced by the interatomic pair dis-

tribution function (gαβ (r)) between the hydrogen atoms of the water molecules and the NiO

oxygen atoms (Figure S11), within the first ∼ 3 ps one of the two water molecules is already

chemisorbed, giving rise to the peak at 1 Å; the second water molecule, the one at the C343/NiO

interface, is adsorbed after 6-7 ps, as attested by the increase in the intensity of the peak of the

gαβ (r) in the time interval 3-7 ps. The intense narrow peak at 1 Å presents in the gαβ (r)

computed over the last part of the dynamics (7 ps < t ≤ 30 ps) indicates that the two water

molecules remain stably chemisorbed on the NiO surfaces and thus the adsorbed oxydril close

to the molecule can interact with the anchoring unit of C343 (bottom panel of Figure 5), induc-
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Figure 5: Top: Ni-O(C343) bond distances computed along the 30 ps trajectory; bottom: two
snapshots extracted at 0.5 ps (left) and 7 ps (right) showing the water chemisorption at the
C343@NiO interface and the interaction between the adsorbed OH− and the C343 anchoring
group.

ing the elongation of the O-Ni bond discussed above (top panel of Figure 5).

In order to analyze in detail the role of the solvent on the electronic properties of C343@NiO,

we considered the interface structure after the 3 ps of equilibration, that is the first frame of the

MD production trajectory. By focusing on one snapshot, we can, indeed, try to disentangle the
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Method EDY E
g ENiO

g VBM−HOMO
solvated

PBE+U 2.10 2.39 0.37
G0W0@PBE+U 3.38 3.46 0.70

Experiment
Exp. ∼ 3.044 0.643-1.045

“vacuum”
PBE+U 2.32 1.76 0.27
G0W0@PBE+U 3.77 2.89 0.48

Table 3: Calculated PBE+U and G0W0@PBE+U dye gap (LUMO-HOMO), NiO gap (CBM-
VBM) and driving force (VBM-HOMO) for the initial snapshot of the MD production run (after
3 ps of equilibration). The values computed on the explicitly solvated NiO/C343 interface (sol-
vated) are compared with the ones calculated by removing all the water molecules (“vacuum”).
Experimental available data are also reported. All values are in eV.

mechanical embedding effects from the electrostatic and polarization ones, by comparing the

energy levels alignment of the full solvated dye/NiO interface extracted from the MD snapshot

and the one obtained on the same snapshot by removing the water molecules (hereafter referred

as “vacuum”). The PBE+U and G0W0@PBE+U energy gaps and driving forces are listed in

Table 3.

Also in water, the dye levels and the NiO bands are essentially electronically decoupled (see the

isodensity plots in Figure S12 in Supporting Information), thus the energy gaps and the driving

force can be straightforwardly obtained by the dye HOMO/LUMO and NiO VBM/CBM peaks

in the PDOSs. As expected on the basis of our previous findings,36 explicit solvation has a

major effect on the interfacial energetics (Table 3), by relatively shifting the levels of the dye

and of the NiO slab in the direction of increasing the driving force for the hole injection. As is

apparent in Table 3, indeed, already at PBE+U level, the driving force is positive, passing from

-0.3 eV, for the optimized interface in vacuo (top panel of Figure 4), to +0.37 eV. A larger driv-

ing force with respect to the one calculated in vacuo (bottom panel of Figure 4) is also obtained

at GW level of theory, where the calculated VBM-HOMO difference is 0.7 eV, quantitatively

agreeing with the experimental estimation of the driving force.44, 45

We can quantify the effect of the geometrical distortions induced by the presence of the sol-

vent, by looking at the data obtained for the “vacuum” calculation on the same frame (bottom
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of Table 3) after removing all water molecules and applying the dipole corrections in the middle

of the vacuum space to determine the reference vacuum level. The resulting driving forces and

energy gaps are rather different from the ones calculated from the optimized structure in vacuo

(Figure 4), with an overall reduction of the gaps, and a driving force going from -0.3 and 0.35

eV to 0.27 and 0.48 eV at PBE+U and G0W0@PBE+U level, respectively. If we compare these

driving forces with those discussed above and calculated on the explicitly solvated interface,

interestingly we disclose that the mechanical effect dominates over the electrostatic and polar-

ization effects, already accounting for about 73% and 69% of the total driving force calculated

by DFT+U and GW, respectively.

By looking at the absolute values of the calculated KS and QP energies (Table B in Sup-

porting Information) and comparing them with those reported in Figure 4, we can trace back

the changes of the NiO gap mainly to the down-shift of the CBM (about 0.4 eV), that, being

localized on the surface (see Figure 3c) are strongly affected by the distortion of the first layer

of the slab caused by the interaction with the adsorbed water molecules. The root mean square

deviations (RMSD) for the atoms belonging to the first layer, calculated with respect to the

optimized interface in vacuo, is indeed higher (0.16 Å) compared to the one computed for the

second (0.11 Å) and the third layer (0.10 Å). The larger fluctuations of the first surface layer

with respect to inner layers is displayed in Figure S13, where the RMSDs of the three uppermost

layers calculated along the MD run are plotted.

Having rationalized the effect of the solvent at the dye/NiO interface on the initial configura-

tion (i.e., the snapshot extracted after 3 ps), we can now discuss the energy level alignment along

the whole trajectory. To do so we considered 20 snapshots, equally spaced in time, extracted

from the MD production run, and we performed PBE+U and G0W0@PBE+U calculations on

the full solvated interface model. The time evolution of the calculated driving force and en-

ergy gaps are plotted in Figure 6, while the values with the corresponding standard deviation

and standard error are listed in Table C in Supporting Information along with those obtained

considering only 10 snapshots. The small differences found between the two samplings reveal

that the convergence of the calculated properties has been already reasonably achieved with 20

snapshots. It is meaningful to compare the thermal-averaged gaps and driving forces with those
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Figure 6: Calculated NiO gap (a), Dye gap (b) and difference between the VBM of the NiO and the HOMO of
the Dye (c) along the MD production run in eV considering both the PBE+U and the G0W0@PBE+U methods.

of the static picture at the beginning of the MD simulations. Along the dynamics, we observe

an overall band gap shrinkage for both dye and NiO, with larger fluctuations at GW level of

theory. Interestingly, as shown by panels a) and b) in Figure 6, while for the NiO slab the gap
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evolution at GW level approximately follows the PBE+U one, the correlation between the DFT

and the GW corrected values appears less evident for the dye, where the GW results are more

scattered.

The QP NiO band gap calculated over the MD trajectory is 3.52 ± 0.24 eV, in better agree-

ment with the experiments.45, 124 The same applies for the dye: the QP gap is slightly smaller

compared to the static picture discussed above (3.28 ± 0.15), therefore it remains smaller than

the gap calculated in the gas phase, evidencing a bathochromic shift in agreement with exper-

imental evidence.109 The most interesting result, however, concerns the VBM-HOMO differ-

ences (Figure 6c). We find that the driving force for hole injection is always significantly larger

at GW level (average value of 0.69 ± 0.27 eV) compared to the values obtained with PBE+U

(average value of 0.36 ± 0.32 eV), and in quantitative agreement with the experimental esti-

mation in the range 0.6-1.0 eV. More in detail, the GW driving force is always positive, i.e.

favourable for hole injection, and oscillates between ' 1 eV and ' 0.1 eV. The GW correction

is also very different from one snapshot to the other, going from 0.1 to 0.6 eV. It is worth noting

that in Ref.36 the driving forces obtained by using the hybrid HSE06 functional were in the

same range of the PBE+U ones, differing by less than 0.1 eV, due to a similar effect on both

the VB of NiO and on the HOMO of the dye.49 It is important to stress here that accessing the

energetics of dye/solvent/SC interfaces in water solution by XPS measurements is extremely

challenging,125, 126 as attested by the fact that no photoelectron spectroscopy measurements on

in situ or ex situ the dye-sensitized NiO interface are available and that the experimental driving

force is estimated using the red-ox potentials of isolated C343 and NiO. One should, however,

keep in mind that this can be a rather crude approximation, justifying the rather large range

of the experimental driving force. Looking at the more extensively investigated dye/TiO2 in-

terface, indeed, large differences on the energy levels of the molecules when anchored on the

substrate were reported127 and, moreover, the relative alignment between the dye HOMO and

the semiconductor VBM may change significantly in the presence of the solvent.126 In this

context, having a computational protocol, benchmarked against the data available for the iso-

lated dye and semiconductor and capable to deliver an accurate estimation of the structure and

energetics of the interface, may represent an effective tool to get precise information on the
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thermodynamics of the hole injection process and consequently to tune the chemical structure

and the optoelectronic properties of the dye sensitizer.

4 Conclusions

By considering a simplified, albeit realistic, model of a dye-sensitized NiO interface

(C343@NiO(100)), we have shown that GW calculations, coupled to AIMD simulations in ex-

plicit solvent, are capable to deliver, in quantitative agreement with experiments, the interfacial

energy-level alignment required for the functioning of p-type photocathodes.

GW method accounts for the anisotropic nature of the screening in interfacial systems and

hence, in the case of C343 sensitized NiO interface, we observe a different perturbative cor-

rection for the dye and the substrate states. As a result, the energy-level alignment is different

compared to the DFT one, as evidenced by the calculations on the C343@NiO interface in

vacuo, wherein the driving force changes sign upon GW corrections, thus favouring a beneficial

VBM-HOMO alignment for hole transfer. This result cannot be achieved using standard hybrid

functionals, as they act similarly on both dye levels and NiO levels and therefore they do not

significantly alter the energy level alignment. It is worth stressing that the alignment is largely

affected by electrostatic and mechanical effects induced by the dye anchoring and by the sol-

vent (water) layer adsorbed to the surface, however, the accuracy of the employed electronic

structure method is, on the other hand, crucial to get a quantitative estimation of the energy dif-

ference between the NiO VBM and the dye HOMO (i.e. the driving force for the hole injection

process).

Dynamical effects, image charge effects and solvent polarization effects plays a key role

in dictating the properties of the C343@NiO interface, by strongly affecting the dye and NiO

energy gaps, and cannot be neglected when estimating from first principles the optoelectronic

properties of these photoactive hybrid interfaces. This contribution represents the first example

of the feasibility of accurate large scale GW calculations on realistic models of dye-sensitized

metal oxide interfaces, including solvent molecules and finite temperature effects.
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Supporting Information

Optimized structures of C343, NiO, and the C343@NiO interface both in vacuo and in water.

First Brillouin zone and band structure of NiO. DOS and PDOS for the NiO bulk, NiO slab

and the C343@NiO interface. Convergence tests on GW calculations on the NiO bulk and

the NiO slab. Details on the band edge alignement. Analysis of the MD trajectories: atomic

pair correlation functions calculated between the oxygen atoms of the NiO surfaces and the

hydrogen atoms belonging to the water molecules; RMSD of the first three uppermost layers

of the NiO. Isosurfaces of the HOMO, LUMO, VBM, and CBM Kohn-Sham orbitals of the

Interface system in water solution. GW Energy gaps and VBM-HOMO difference calculated

along the MD run of the C343@NiO in explicit water.
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[28] Preat, J.; Jacquemin, D.; Perpéte, E. A. Towards new efficient dye-sensitised solar cells

Energy Environ. Sci. 2010, 3, 891–904.

[29] Martsinovich, N.; Troisi, A. Theoretical studies of dye-sensitised solar cells: from elec-

tronic structure to elementary processes Energy Environ. Sci. 2011, 4, 4473–4495.

[30] Powar, S.; Xiong, D.; Daeneke, T.; Ma, M. T.; Gupta, A.; Lee, G.; Makuta, S.; Tachibana,

Y.; Chen, W.; Spiccia, L.; Cheng, Y.-B.; Götz, G.; Bäuerle, P.; Bach, U. Improved Pho-
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[65] Liu, P.; Kaltak, M.; Klimeš, J. c. v.; Kresse, G. Cubic scaling GW : Towards fast quasi-

particle calculations Phys. Rev. B 2016, 94, 165109.

[66] Wilhelm, J.; Golze, D.; Talirz, L.; Hutter, J.; Pignedoli, C. A. Toward GW Calculations

on Thousands of Atoms J. Phys. Chem. Lett. 2018, 9, 306–312.

[67] Gao, W.; Xia, W.; Gao, X.; Zhang, P. Speeding up GW Calculations to Meet the Chal-

lenge of Large Scale Quasiparticle Predictions Sci. Rep. 2016, 6, 36849.

[68] Haastrup, S.; Strange, M.; Pandey, M.; Deilmann, T.; Schmidt, P. S.; Hinsche, N. F.;

Gjerding, M. N.; Torelli, D.; Larsen, P. M.; Riis-Jensen, A. C.; Gath, J.; Jacobsen, K. W.;

Mortensen, J. J.; Olsen, T.; Thygesen, K. S. The Computational 2D Materials Database:

high-throughput modeling and discovery of atomically thin crystals 2D Mater. 2018, 5,

042002.
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