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A remark on weak-strong uniqueness for
suitable weak solutions of the Navier—Stokes
equations

Pierre Gilles Lemarié—Rieusset™®

Abstract

We extend Barker’s weak-strong uniqueness results for the Navier—
Stokes equations and consider a criterion involving Besov spaces and
weighted Lebesgue spaces.

Keywords : Navier—Stokes equations, weak-strong uniqueness, Besov
spaces, uniformly locally square integrable functions, weighted Lebesgue spaces

AMS classification : 35K55, 35Q30, 76D05.

1 The Prodi—Serrin criterion for weak-strong
uniqueness

In this paper, we are interested in extensions of the Prodi-Serrin weak-strong

uniqueness for (suitable) weak Leray solutions of the Navier-Stokes equa-
tions. We consider solutions of the Navier—Stokes equations

Oyt + @ - Vi = At — Vp

where i, is a square-integrable divergence-free vector field on the space R3.
Looking for weak solutions, where the derivatives are taken in the sense
of distributions, it is better to write the first line of the system as

Oyl + div (@ ® @) = A — Vp.

*LaMME, Univ Evry, CNRS, Université Paris-Saclay, 91025, Evry, France; e-mail :
pierregilles.lemarierieusset Quniv-evry.fr




If i is a solution on (0, T') x R? such that @ € L>((0,T), L?), then the pressure
p can be eliminated through the formula

div (i ® i) + Vp = P(div (il ® i)

where P is the Leray projection operator on solenoidal vector fields:
— 1 — —
Pf = _ZV AN (VA L)

Moreover, @ can be represented as a distribution which depends continuously
on the time ¢ [LR 5] as

t
7= *0+/ AT — P(div (7 ® @)) ds.
0

Leray [LER] proved existence of solutions @ on (0, 400) x R?® such that :
o i€ LXL2NLIH!
o 1imt_)0+ ||7j(t, ) - ﬁo”g =0

e we have the Leray energy inequality
t —
= 2 112 =2
|M@J%+2/HV®MB%SHWM (1)
0

Such solutions are called Leray solutions'. His proof is based on a compact-
ness criterion, it does not provide any clue on the uniqueness of the solution
to the Cauchy initial value problem.

A classical case of uniqueness of Leray weak solutions is the weak-strong
uniqueness criterion described by Prodi and Serrin [PRO, SERR]: if @, € L?
and if the Navier-Stokes equations have a solution @ on (0,7") such that

ﬁeLngwithg+§§1and2§P§+oo
p g
then, if ¥ is a Leray solution with the same initial value wy, we have @ = v
on (0,7). Let us remark that the existence of such a solution @ restricts
the range of the initial value uy: as a matter of fact, when 2 < p < 400,
existence of a time 7" > 0 and of a solution @ € LY L4 is equivalent to the fact

_2
that iy belongs to the Besov space By, (see Theorem 6 below).

'Remark that the continuity at ¢t = 0 of ¢ — @(¢,.) in L? norm is a consequence of the
Leray inequality (1)



We will see that a corollary of Barker’s theorem [BAR] shows the following
extension of the criterion: if i, € L? and if the Navier-Stokes equations have
a solution « on (0,7) such that

1, .2 3
sup t7||d]l, < +oo with —+ - < 1land 2 <p < +o0
0<t<T 2
and with 9 3
1

limtr||d)l,=0if —+-<1

t—0 p q
then, if ¥/ is a Leray solution with the same initial value iy, we have @ = v

n (0,7). Let us remark again that the existence of such a time 7" and such
a solution u is equivalent to the fact that u, belongs to the Besov space

2
By & Nbmoy ! (see Definition 1 and Theorem 7 below).

The space bmo ™! was introduced in 2001 by Koch and Tataru [KOT] for
the study of mild solutions to the Navier-Stokes problem. Let us recall the
characterization of bmo™' through the heat kernel [KOT, LR 1]:

Proposition 1.
For 0 <T < o0, define

t
e = sup VA Jot swp @[] s Pdyds)
0<t<T z0,Vt)

0<t<T,xoER3

Then iy € bmo ™" if and only if (e™tp)octer € Xr (with equivalence of the
norms ||t pme-1 and || || x.. -

Recall that the differential Cauchy problem for Navier—Stokes equations
reads as

=

Oy + @.Ni = At — Vp
divu =
u(0,.) =
Under reasonable assumptions, the problem is equivalent to the following
integro-differential problem :

il = iy — B(id, @)(t, x)

where .
B(u,v) = / eU=AP div(d @ 7) ds (2)
0

and P is the Leray projection operator. (See [LR 1, LR 5] for details).
Koch and Tataru’s theorem is then the following one:

3



Theorem 1.
There exists Cy (which does not depend on T') such that, if @ and U are defined
on (0,T) x R3, then

| B (1, V)| xp < Collt]] xp[|V]| x1-

Corollary 1.
Let iy € bmo ' with diviy = 0. If ||e®iy]x, < ﬁ, then the inte-
gral Navier—Stokes equations have a solution on (0,T) such that ||U]|x, <
2[|e* o | x,

This is the unique solution such that ||i||x, < ﬁ

The solution « can be computed through Picard iteration as the limit of
U, where Uy = 'y and U,,; = 2 — B(U}L, (jn) In particular, we have,
by induction,

1T1 = Unllxey < (4Colle™ o )" [l | x-

Thus, Corollary 1 grants local existence of a solution for the Navier—Stokes
equations when the initial value belongs to the space bmog 1.

Definition 1.
ily € bmoy ' if @ € bmo ™" and limy_ ||y || x, = 0.

We may now recall Barker’s theorem [BAR]:

Theorem 2.
Let iy be a divergence-free vector field with iy € L?. Assume moreover

2
ﬂ’oebmoalﬂB;go with 3 < g < 400 cmds<1—5

and let u be the mild solution of the Navier—Stokes equations with initial value

ty such that ||| x, < ﬁ If U is a weak Leray solution of the Navier—Stokes
equations with the same initial value iy, then @ = U on (0,T).

Again, we remark that, if 0 < s < 1 — % and if @y € bmoy ", if @ is the
1

mild solution with ||| x, < 20

then 1y € B, 3, is equivalent to

sup t*/2||d(t, )|, < +oo.
0<t<T

In the following theorems, we shall state the assumptions in terms of the mild
solution @ instead of the initial value @y. In Theorem 5, we shall give the



equivalence between the assumption on the solution « and the assumption
on the initial value .

We aim to generalize Barker’s result to a larger class of mild solutions.
Barker’s result is based on an interpolation lemma which states that, if uy €
bmoy * ﬂL2ﬂB;§o with 3 < ¢ < +o0 and —s > —1+§, then wy €
[L?, B3’ o, for some 6 € (0,1) and some ¢ € (0,1). (Those conditions are
in a way equivalent, as we shall see in Corollary 2.) Then the comparison
between the Leray solution ¢ and the mild solution # is performed through
an estimation of both ||@—,||; and || —,||2, where 0, is the solution of the
Navier—Stokes problem with initial value . such that ||y, — @]z < C1e€?
and ||l g-s_ < C1e’~1 (with C; depending on i but not on ).

Our idea is to replace the space L? by the larger space L2 = L?(wdx)
with w(z) = w, and use the interpolation space [L2, B’ ]p,0 for some
6 € (0,1) and some § € (0,1). As we shall no longer deal with the L? norm,
the Leray inequality on ||0]|2 will not be sufficient. Instead, we shall consider
a stricter class of weak solutions, namely the suitable weak Leray solutions
[CKN]:

Definition 2.

A Leray solution is suitable on (0,T) if it fulfills the local energy inequality:
there exists a mon-negative locally finite measure 1 on (0,T) x R® such that
we have

on([i@?) + 21V @l = A(i?) — div((2p + |al*)@) — p. (3)

We may now state our main results. The first one (stated in [LR 6])
weakens the integrability requirement on the solution « from the Lebesgue
space L9 to the Morrey space MP4. Recall that the Morrey space MP9,
1 <p<qg<+o00, is defined by

3_3

Ifllsme = sup sup ri5( / PP dz)b < +oo.
B(zo,r)

woeR3 0<r<1

p
loc

For p = 1, one replaces the requirement f € L; by the assumption that f

is a locally finite Borel measure p with

33
1|1 = sup sup re dlp|(z) < +oo.
B(zo,r)

0 €R3 0<r<1

For 1 < p < +00, we have the continuous embeddings

LY C M? C MP? C Ml,q_



The idea of considering Morrey spaces instead of Lebesgue spaces is quite
natural. Indeed, in the direct proof of the Prodi-Serrin criterion, a key
estimate is the inequality

/!uvHVw\ dz < Cllullo[loll " [Voll2l Vel

for 0 < 6 <1 and % = g. This inequality still holds when the LY norm is

replaced by the norm in the homogeneous Morrey space M?1 with 0 < 0 < 1
and é =% [LR 2.

Theorem 3.
Let iy be a divergence-free vector field with iy € L?> Nbmo,'. Assume more-
over that the mild solution i of the Navier—Stokes equations with initial value
Uy such that ||U]| x, < ﬁ is such that

2
sup /2| d@(t, ) || yppe < F00 with2 <p < q < +oo and 0 < s <1— =
0<t<T p

If U is a suitable weak Leray solution of the Navier—Stokes equations with the
same initial value Uy, then @ =¥ on (0,T).

Let us remark that the statement and proof of Theorem 3 we gave in
[LR 6] was false (we assumed only that s < 1 — %)2.

The second one weakens the integrability requirement on the solution o
from the Lebesgue space L? to the weighted Lebesgue space LQ(W dx)
for some N > 0.

Theorem 4.
Let iy be a divergence-free vector field with iy € L?> Nbmoy . Assume more-
over that the mild solution U of the Navier—Stokes equations with initial value
Uy such that ||t x, < ﬁ is such that

2

sup ts/QHﬁH a1 < 400 with N > 0,2 < g< 400 and 0 < s < 1—-.
La( ~ dx)

o<t<T (1+]=0) q

If ¥ is a suitable weak Leray solution of the Navier—Stokes equations with the
same initial value Uy, then © = v on (0,7T).

Of course, Theorem 3 is a corollary of Theorem 4, as MP? C Lp(mdx)
for N >3 — %.

The paper is then organized in the following manner:

2The mistake was due to an incorrect equality p = 1y while it should have been v = np;
as n < 1, the equality turned to be incorrect.



e In Section 2, we define stable spaces and collect some technical results
on generalized Besov spaces based on stable spaces.

e In Section 3, we define potential spaces based on stable spaces and
prove some interpolation estimates.

e In section 4, we give some remarks on the Koch and Tataru solutions
for the Navier—Stokes problem.

e In section 5, we study stability estimates for suitable weak Leray solu-
tions with initial data in L? N [L%W, B o0 (see Theorem 8).

e In section 6, we prove the uniqueness theorem (Theorem 4).

e In section 7, we pay some further comments on Barker’s conjecture on
the uniqueness problem.

2 Stable spaces and Besov spaces.

We define the convolutor space K by the following convention:

e a suitable kernel is a function K € L'(R?) such that K is radial and
radially non-increasing (in particular, K is nonnegative); this is noted
as K € K,

e fisaconvolutor if f € L! and if there exists K € K, such that |f| < K
almost everywhere

e the norm of f in K is defined as

1l = inf{||K|, / K € Ko and |f] < K a.e.}.

One easily checks that || ||x is a norm and that (K| ||x) is a Banach
space.

Definition 3.
A stable space of measurable functions on R?® is a Banach space E such
that

o EC L. (R

loc

e iffeEandge L*, fgeE and | fglle < Clfllellgllec (where C
does not depend on f nor g)



e iffeFEandg€eK, fxge E and ||f xglle < C|fllelgllk (where C
does not depend on f nor g).

Examples of stable spaces
a) E=1F 1<p<+oc.

b) E = LP(w dx) where w belongs to the Muckenhoupt class A, for some
1 <p<+oo:if g € Ky, then

|[f* g(2)] < [lgliM(2)

where M is the Hardy-Littlewood maximal function of f; recall that
the Hardy-Littlewood maximal function is a bounded sublinear oper-
ator on LP(wdx) when w € A, [STE 2].

c) E=1IF

oc for some 1 < p < +o00, where

(A%

uloc

_ .
sup ( / @

$0€R3

By Minkowski’s inequality, we have

IS *glle S/Ig(y)lllf(~ = yller, dy =gl llf ]Iz

uloc uloc

d) This example can be generalized to other shift-invariant spaces (for
which the norms ||f||g and ||f(. — y)||g are equal). For instance, we
may take E as the Morrey space MP9, 1 < p < g < +o0.

Our next step is to introduce Besov-like Banach spaces based on stable
spaces and to describe the regularity of Koch—Tataru solutions when the
initial value belongs moreover to the Besov space.

Definition 4.

Let T € (0,4+00). Let E be a stable space of measurable functions on R3.
For s >0 and 1 < ¢ < +o0, we define the Besov-like Banach space B, as
the space of tempered distributions such that

dt

t e flle € L7((0,7), ).

The norms HtéHetAfHEHLq((O’T)’g) are all equivalent, so that Bg* does not
depend on T.



Proof. Assume that ¢2|[|e'® f||p € L9((0,T), %) for some T > 0 and consider
t > T. We have

2 T

etAf —— / e(t—e)AeeAf o
T Jrys

so that

2 T
e fll & <Cr 1”2 f |l d6

T/2

<Cx ||98/2||69Af||E||Lq ((0,1),% ||]1T/2<99

Lﬁ((O,T),%G)'
Equivalence of the norms is proved. O

Remark: this proofs shows as well that, if 1 < ¢ < r < 400, then
By, C Bg'.. Another obvious property of Besov spaces is that, if 0 < s < o,

then Bp* CB

The main result in this section is the following theorem:

Theorem 5.
Let E be a stable space of measurable functions on R?. Let 0 < T < 400, and
let iy € bmo ™" with div iy = 0 and ||e"“ || x, < ﬁ. Let @ be the solution of

the integral Navier—Stokes equations on (0,T) such that ||u||x, < Then

1
the following assertions are equivalent for 0 <o <1 and 2 < q < —1—(%0:
(A) iy € By,

(B) t%||dl|z € L((0,T), §).

Proof. Let us remark that the operator e*~=*)2Pdiv is a matrix of convolution
operators whose kernels are bounded by C' m, hence are controlled

in the convolutor norm || ||x by C' \/% We thus have the inequality

t
1
1B Dlle <C | ——lae

<’ .
s VA e [ ot

(and a similar estimate interchanging @ and ¢ in the last line). We thus want

to estimate J(t) = tTats fot \/%\/LES%%L(S) ds with L € L1((0,7), dt).

e if ¢ = +00, we easily check that || /|| < Cy||L|le (since o < 1).

(s, )|z ds




Q|

1_o
olfagg,wehavesq 2 < ¢t

-Z t_1 1

2, so that J(t) < [) 7=zL(s)ds. If
2 < q < 400, as LS belongs to the Lorentz space L**, we use the
product laws and convolution laws in Lorentz spaces to get that, if
Le Lt oL € L™ with ; = + 5 and o=+ (JzL) € L7 = L. Thus,

\/g
[ 71lq < ClILg-
o if 0 > %, we write

1
1 AR

o) R i3 t St
J(t) < C’(/O ﬁﬁs L(s) ds—l—/o N sa 2 L(s)ds)

and we use again the product laws and convolution laws in Lorentz

spaces to get that, if L € LY, ———L € L™ with % = HT" and
s 2 a
L — % (=—L) € L9 = L1. We find again ||J||, < C||L]|,.
2 T q

1—0c 1
52+‘1 S

We may now easily check that (B) == (A) : we just write e/®

@ + B(u, 1) and

1_[0 -

518 Dl o1, < € 50 VAo 15 0l 0,

In order to prove (4) = (B), we write @ as the limit of U,, where
Uy = e'®iiy and U,y = e'®iiy — B(U,,U,). By induction, U, satisfies

t%HﬁnHEH <400
La((0,T),%)

and

#1001 = Tale]

La((0,T), %)

< C sup Vi|U, — U, Oo‘t% U, H +)t% U, ‘ .
< C sup Vi e ([[E2NOnlE ], ) a 1Onillz] o o)
If
N—-1
A :‘t%ﬁ (t% U1 — Un
N 100l Lq((ovT)v?)Jr; 1Un 11 52 La(o.T, &)

and € = 4Cy||Uy | x,., we have

|10l <A
La((0,1), %
and
N+1
AN+1 S AN(l -+ 206N+1) S AO H (1 + 2C€j).
j=1
This proves that HﬁHEHEHLq((o,T),%) < +00. O

10



Let us remark that the assumption %, € bmo™ ' can be dropped in some
cases, as for example the solutions @ in the Serrin class L?((0,7), L") with
%—i— % <1land 3 <r < +oo. In analogy with L", we define r-stable spaces in
the following way:

Definition 5.
For?2 < r < +00, a r-stable space of measurable functions on R? is a stable
space E such that

3
e F is contained in Bx's and, for f € E, HfHB_g <C|flle-

, OO

e E is contained in L2

_3
e If f,g € E then fg € By, and HngB,

E

< Cllflellglle-

3
T
,00

The Morrey space M?" is a r-stable space; it is more precisely the largest
r-stable space:

Lemma 1.

Let E be a r-stable space of measurable functions on R3, where r € (2, +00).
Then E C M?*" and || fla2r < C|fll&-

Proof. Let p < 1 and x5 € R®. We have

ep2A2x>/ 2))dy  inf W2 (29— :—/ 2(1)d
(@) 2 B(xo,p)f ) Y yeBlao o 7 (0=y) (47 p?)3/2 B(mo,ﬂ)f )ty

z2
e~ 1. On the other hand, we have

where Wy(z) =

1

(4rt)3/2
2 3, 2 3, P2 6

e” 2 (f*)(xo) < Cprlle” A(fQ)IIBg <Cp e ()l < Co I

This gives

/ Ply)dy < Co* L If1%
B(zo,p)

and thus f € M>". m

Theorem 6.
Let B be a r-stable space of measurable functions on R3. Let iy € E with
divig=0. Let 0 <o <1 and 2 < q < +o0, with

2 3
Z<o<1 -2
q r

11



and g < +oco if o =1 — % Then the following assertions are equivalent:

(A) U € BE’Z
(B) There exists T > 0 and a solution @ of the integral Navier—Stokes equa-
tions on (0,T) with initial value Uy such that t2|d|| g € LI((0,T), %).

(This theorem thus holds for solutions @ € L9((0,7'), E') under the Serrin
condition % +3<1)

Proof. (A) = (B) is a direct consequence of Theorem 5 and of the em-
bedding B},  C bmoy ' for 0 <1—2 and (0,¢) # (1 — 2,00). Indeed, we
have, for 0 < ¢ < 1,

t
e e < [ 12 et

t
gC-tfr/ €52 fllypo
t t/2
-3 o
<C't™ || /2||60Af||M2”||L‘Y((07t)1d9)|’9 2||Lq TT((t/2,t),d6)

sc"t—l-%t%||eo/2||e%f||wr||m oy, )t

"y - do
<m0 e )

and

t t
L] tessands <c [ et e
0 J B(zo,V1)

<O 3/r|’32HesAfHM2THLq (0), 25 ]]IHLq 2 (0.4).45)
<O 0% g D
: d
SO//t?)/Qtl—a—z(/ (Sg/2|’65AfHM2, ) S)Q/q
0 S

We now prove (B) = (A). We use again the identity
2 t
etAl_I:() _ _/ e(t_S)AGSAﬁO ds
L Ji2
and get

2 [ 2 [!
220y = - / e (s, ) ds + - / ePIAB(T @) ds = U(t,.) + Wt ).
t/2



We want to estimate ||t7/2||e22 12l zag (0.1),2t) = = ||t/ V)| 22y || || Lo 0.7) 1) -
We have

e it <ce el [l eds
t/2

2 t
<c? / 577217 | ds
U Ji2
§4CMSO'/271/QI|72‘”E (t)

and thus t°/2719)|4(¢, )|z € LY((0,T), dt).
On the other hand, we have

|w(t, )||g < sup H/ ’T)A]P’dive%A(U@)ﬁ)dTHE

t/2<s<t

t tg_a"l‘% .
SC"/O WH 1tA|u| |edT
-7

t
1
<ot / ———||a]}3dr
0 (t—T) 77y

and thus

M

—rlldlEdr
.

1121191, Y| <CTH—5—% /
0

l
q

1
)
o 1
—orE / = Uy*”*%(r"”*%||a||E>2dr
— T q

If J(r ) =4 ||| g, we have J(r ) L%((0,T),dr), hence J2 € Lq/2((0 T),dr),
Tt e Lpo’q/Q((O,T), dt) with - = -+a—§ =0 and 1 «(177FaJ?) €
Lrea2((0,7), dt) with o= = - + 1 —ot.-1=

Thus t°/%~ 1/‘1H62m_’ ( )||E € Lq((O T) dt) and iy € B, O

The case (0,¢q) = (1 — 2, +00) can be treated in a similar way:

Theorem 7.
Let E be a r-stable space of measurable functions on R3 with 3 < r < +oo.
Let tg € E with divig = 0. Then the following assertions are equivalent:

13



143
(A) T € Bpo™ and limy o 1375 ||| 5 = 0.
(B) There exists T > 0 and a solution @ of the integral Navier—Stokes equa-
tions on (0, T) with initial value @y such that sup,_,_pt2~ 2 ||i]| 5 < +00 and
limy o t2 2 ||dl]| g = 0.

143
Remark: We have the embedding B EI;Z’“ C bmo ™!, but this does not grant
existence of a solution. The extra condition lim,_,o 2~ 2" |2, 5 = 0 is used

to get iy € bmoy ', and thus to have existence of a local solution.

3 Potential spaces and interpolation

If £/ is a stable space, we define, for s € R, the potential space Hj, as
Hj = (Id—A)~*/?E, normed with || f||ms = [|(Id =A)¥2f||g. For positive s,
we have an obvious comparison of the potential space H;*® with the Besov
spaces:

Lemma 2. Let E be a stable space, and s > 0. Then,
By C Hg® C Bg',..

Proof. Indeed, we have

1 too dt
Id —=A)%/2 — / —t tiys/200
(1d=4) rs/2) )y ©° "

If f belongs to By, then 2! fllz € L*(0,1),%) while [leAf[; <
||f||BEfoo < C’|\f||,3];s1 so that

(T ———, / e it / ety < ooy
HES <~ F(S/Z) ; E t E ; t ~ BE,SI'

Conversely, if f € Hp*, f = (Id—A)*2?g and if 0 < § < 1, then we pick
N € N with N > s/2 and write

2 f =" (1d —A)N(Id —A)* Ny

+oo
_ “Id =A N (t+6)A " )
F(N—s/?)/o e ) ey ¢

For o € N3, with 0 < |a| < 2N, we have
o _lal _
10" D2 g||p < Calt +0)" = [lgllz < Ca(1 + (t+6)")llgll

14



so that

- L dt
el <Cllgle | "1+ (¢ +0)) 55

0 400
_sdt dt
<ClalleC(v = s/2)+ [ =35+ [ 22
<C'|lgllzo~>".
The lemma is proved. 0

Let us recall the definition of Calderén’s interpolation spaces [Ag, A1ls
and [Ag, A;]° [CAL]. We assume that Ay and A; are subspaces of &', so that
AgN A and Ay + A, are well-defined.

We begin with the definition of the first interpolate [Ag, A1]s. Let Q be
the open complex strip @ = {z € C / 0 < Rz < 1}. F(Ap, A;) is the space
of functions F' defined on the closed complex strip  such that :

1. F is continuous and bounded from Q to Ag + A,
2. F is analytic from  to Ag + A
3. t — F(it) is continuous from R to Ao, and limy 4 || F(it)| 4, = 0

4. t — F(14it) is continuous from R to Ay, and limy oo || F/(1+it) || 4, =
0

Then
f S [Ao,Al]g & dF e f(A(],Al),f = F(G)

and
||f||[A07A1]0 = inf max(sup HF(it)HAm sup HF(l + it)”x‘h)'
[=F(0) teR teR

Now, let us recall the definition of the second interpolate [Ay, él]e. G(Ap, Ay)
is the space of functions GG defined on the closed complex strip €2 such that :

1. ﬁG is continuous and bounded from Q to Ay + A4,
2. @ is analytic from Q to Ag + A
3. t— G(it) — G(0) is Lipschitz from R to Ay

4. t — G(1 +it) — G(1) is Lipschitz from R to A,
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Then
f c [Ao,Al]e & dG e Q(AO,Al),f = G/(Q)

and

(ity) — G(itq) las sup | G(1 +ity) — G(1 + ity)

'(6) t1,t2€R to —ty t1,t2€R to — 11

[41)-

Jinf max( sup HG

£l {40,410 = A

Threeimportant properties of those complex interpolation functors are:

e the equivalence theorem: if Ay (or A;) is reflexive, then [Ag, A;]Y =
[Ao,Al]g for 0 < 0 < 1;

e the duality theorem: if AgNA; is dense in Ay and Ay, then ([Ag, A1]p)’ =
[Ay, A]? for 0 < 6 < 1.

e the density theorem: Ay N A; is dense in [Ag, A1]g

An easy classical example of interpolation concerns the Lebesgue spaces
LP on a measured space (X, p): [LP°, LP']y = LP with 1 < py < 400, 1 < p; <
+00, 0 <@ <land ;= (1—0)-+0.- Indeed, if f € L?, we write f = Fj
where F,(z) = |f(a;)|(lfz)%+zﬁ%. If pg < p1, we have |F,(z)| < |f(x)|% if
|f(z)] > 1. and |F,(z)| < ]f(;z:)]% if | f(x)| < 1. By dominated convergence,
this gives the continuity of F' from €2 to L + LP'. For the holomorphy, we
use the equivalence beetween (strong) holomorphy and weak-* holomorphy;
thus, it is enough to check that z € Q +— [ F,(x)g(x)d/mu is holomorph if
g € L% N L%, where % + 1% = 1. Thus, we obtain that LP C [LP°, LP']y. As

[LpO,Lp1]9 — [Lpo’Lm]@ _ ([quchh]e)/

and as L7 is dense in [L%, L%y (where % + i = 1), we obtain from the
embedding L? C [L®, La1], that [L?, L], C LP.
A similar result holds for weighted Lebesgue spaces LP(w du):

127 (wy dp), L7 (wy dp)lo = L (w dp)

with 1 < py < +o00, 1<pl<—i—oo,()<(9<18Lr1d%z(l—@)pio—l—ﬁpi1 and
w = wg wl. If f€ LP(w du), one defines

o (w(x) )(H)plo (M) f@)|0-EE LD

w(® e @)
We have
Rl < max( (0" o, (20 )



The proof then is similar to the case of Lebesgue spaces.
If we want to interpolate Morrey spaces MPo:%(R3) and MP»4(R3) and
obtain a Morrrey space, then it is necessary to assume that ’; 0 — p L [LR 3,

LR 4]. We then obtain:
[MPOJO’MPL(]l]O — MPa

when 1 < py < qo < +00, 1<p1<q1<+oo,’;—°:q,0<0<1
i (1—9)1%0—1—91}1 and 1 =(1—- 9) e L As MPo90 0 MPra s not dense in
MP? and is dense in [M 0.0 , VP ‘“] 9> We can see that we must use the second
interpolation functor. The embedding [MPo%, MPrat]® < MP4 is obvious:
for a ball B with radius » < 1, we have that the map f — f1p is bounded
from MPo% to LP° with norm less or equal to 7"3(%7%) and from MPv% to LPt
3(%_% , hence from [Mpo’qo, Mrra)? o [Lpo, L]
with norm less or equal to r 3G—9) As [Lro, LP1])? = LP, we obtain the desired
estimates. »

If f belongs to MP1, we define F,(x) = | f(x )|(1 TR |f AS|F( )| <

max((\f(a:)|%\f(az)|£), we find that z — F, is bounded from Q to MPo-9o 4
MP+2 and holomorph on the open strip 2 (again by equivalence between
analyticity and weak-* analyticity). But it is no longer continuous, and
we cannot apply the first functor of Calderén. Instead, we follow Cwikel

and Janson [CWJ]| and define G, = flz/Q F,dw. We may then apply the

definition of the second functor and find that f € [MPoe MPra1]? Thus,
[AMPosto, Mp17q1]9 — MPa.

Now, we are going to describe complex interpolation of potential spaces
on weighted Lebesgue spaces when varying both the regularity exponents
and the weights?:

with norm less or equal to r

Proposition 2.

Let® € (0,1), 30, s1 be real numbers, 1 < pog,p1 < 400 and s = (1—0)s¢+0s;
and 11) =(1- 9) + 0 L Then, if wo is a weight in the Muckenhoupt class
A, and wy is a wezght in the Muckenhoupt class A, ,

(Id —=A)*LP (wi™"wf da) = [(Id —A) "% LP° (wq da), (Id —A) ™' LP* (w, dx)]g.

Proof. Let f = (Id —A)~*g where g € LP(w dx) We define

H.(z) = (50(8)(1—2);) (51((2)))351 )R |§Ez;|

3This can be seen as a variation on Stein’s interpolation theorem [STE 1, CWJ].
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and

2—-10 ! (1—2)s0—2s1
Fo() = (2 - ) A(1a-a) .
We first remark that, for ¢ > 0 fixed, the operators e“*(Id —A))~" with
T € [s0, $1] are equicontinuous from LPi(w; dz) to (Id —A)~% LPi(w; dx) (it is
enough to check that the norms of the convolutors e“*(Id —A)*~7 in K are
uniformly bounded.

Moreover, the operators ( ) (Id —A)~" t € R, are uniformly bounded
on LP(w; dx). Let us recall the deﬁnltlon of Calderén—-Zygmund convolutors.
A Calderén—Zygmund convolutor is a distribution K € &'(R3) such that
K € L™ (so that convolution with K is a bounded operator on L?) and
such that, when restricted to R3\ {0}, K is defined by a locally Lipschitz
function such that sup,_ |z[*|K ()| + |z|*|Vz| < 400. The space CZ of
Calderén—Zygmund convolutors is normed by

1Kz = [ Kl + sup 2| K ()] + |=[*|Val.

If 1 <p< +4ooand w € A, and K € CZ, we have ||f * K| r(wdz) <
Cuwpllfllzr(wdz) || K ||cz. Since we have

IKllcz < C ) NIE1108 K

laf<4

it is clear that (2=% ) (Id—A)""f = K; x f with sup,cg || K¢|lcz < +oo.

We may apply the second interpolation functor and find that e®f =
Fye € [(Id —A)7*0LPo(wp dx), (Id —=A) =5 LP (wy dx))g if g € LP(w dz). More-
over its norm is controlled independently from € > 0 as, for a = 0 or a=1,
the functions H,; are bounded in LP*(w, dz), the operators ( ) (Id —A)~*

eA

are equicontinuous on LP*(w, dzx) and the operators are equlcontmuous

on LP(w, dz). One then writes

(1—a)sp—as eA 2—10 !
Fa+it e = (Id A) 0T e ; (Id A) OéJth .

2 — 1t

To conclude, we remark that LPi(w; dx) is the dual of Lqi(wf;% dx) and
that S is dense in this predual. Thus e® f is bounded in

490 _ a1

H* = ([(Id =AY L (w, 7 da), (Id —A)* L9 (w, P dx)]g)’

[HSO LP1 (wy dm)]

LPo (wp dz)?

18



if (Id—A)*f € LP(wdz). As € goes to 0, e“®f is weak-* convergent to f.
Thus,

(Id —A)*LP(wdx) C [(Id —A) 70 LP (wy dz), (Id —A) ™1 L (w; da)]’

and we can switch the second and the first interpolation functors as H}, (wo dz)
is reflexive.

Conversely, assume that f € [(Id —A) %0 LPo (wq dx), (Id —A) =1 LP* (w; dx))?
and pick F € F((Id—A)%0LPo(wgdx), (Id —A)~ ' LP' (w; dx))) such that
f=F(6). Define

2—2z
We easily check that H, . € A(LP (wy dx), LP (w; dx)) with Hp = e>(Id —A)* f.
Thus, we find that e“*(Id —A)*f is bounded in [LP°(wq dx), LP* (w; dx]y =
LP(wdz), and finally f € (Id —A)"*LP(w dx). O
Corollary 2.
Let2 < qg< 400 and s<1— %. Then there exists such that :

a) There exists v > 0 and 2 < r < +oo such that v+ 2 < 1 and 6 € (0,1)
such that

2-0\*
H..= ( ) e (Id —A) Dotz

B 5 CL* H poo C [L*, B3 ]0.00-

q,00 00,00
b) For 0 < N < %, there exists v > 0 and 2 < r < 400 such that7+% <1
and and 6 € (0,1) such that
dz dz

(1+ |])? (1+ )2
Proof. If s < 0 < 1 — %, we have B3, C HpJ and B, v C
HL‘ZU(1+|:C\ Ndz)- Thus, if » > ¢, we have, for § € (0,1), v > o such that
(1-6)5+ 6% :%and Oy = o,

B7# c [L¥(

Li(1+|z|~Ndzx),00

>7H7'_’y]9700 C [LQ( )7Bo_o?oo]9,00'

3
B CL* H g C [La, H " goo C [Lay Boolo" 9,00

qoo

Asy+3 = (1—;)%—1—; = é%—@(%), we have y+2 < 1 for r large enough.

Similarly, if (1 — )M = N and M < 2 (so that in particular (1+|x| e € A2),
we have
1
B ClL*(——dx), H "
L9 apy )00 | ((1+ )M ) I
Cllal o), Hy o © (L oy, B
ra——— I r oo 71 N9 00,00 [o el
S ) R (RN FE "

As M =2 = Nig=a + O(1), we have M < 2 for r large enough. [

2
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4 Mild solutions for the Navier—Stokes equa-
tion.

In this section, we develop some remarks on the solutions provided by Koch
and Tataru’s theorem (Theorem 1 and Corollary 1).

Let iy € bmo,' with div iy = 0. If |||l x, < 4C , then the inte-
gral Navier—Stokes equations have a solution on (0,7) such that U] x, <
2||etAu0|| xp- This solution is computed through Picard iteration as the limit
of U, where Uy = ¢!, and Unﬂ = e iy — B(Un, U ). In particular, we
have, by induction,

[T = Unllxr < (4Co]le" o]0l 0

and
1Unllxr < 2ol x,
It is easy to check that  is smooth: if X, = L* if @« = 0 and Bgooo if
a > 0, we have

[uvllx, < Calllullcollvllxa + [[0llocllullx.)

and [|t]|e < 2||etAﬁ0HXT L for 0 <t < T while

t A t/2 t
it ) = eANi(t/2, ) — /0 e<z—s>APdiv(a(%+s,.)®ﬁ(f+s,.))ds

2

so that

—

v 1t
t,. <C t/2, C|le A, L/i ———||u(=+s, . d
||u( ) )||X(n+l)/2 = 1/4”“( / )||Xn/2+ ||62 UOHXT o (% _ 8)3/4 \/§||u(2+3 )||Xn/2 §

and, by induction on n,
= _1l_n
l(t, x,,, < Cut ™54,

Thus, for 0 < t < T, @ is smooth with respect to the space variable x. So
is Vp, by hypoellipticity of the Laplacian (as Ap = — Zf’zl Z?Zl 0;u;05u;).
Then we have smoothness with respect to the time variable by controlling
the time derivatives through the Navier—Stokes equations.

Proposition 3.

Let 1y € bmoa1 with diviy = 0. Let E C 8 be a stable space. If more-
over iy belongs to E, then the small solution @ to the integral Navier—Stokes
equations with initial value iy, i.e. the solution on (0,T) such that ||U]|x, <
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tA 710

2||e' o x5 satisfies supgior ||, )|l 2 < +00 and lim;_q ||@(t, .)— e =

0. In particular, if S is dense in E, then lim;_ ||@(t,.) — to||g = 0.
Moreover, if E C S8 is the dual of a space Ey where S is dense,

sup V|V ® iz < +ooc.

o<t<T

Proof. We have
1B(@, 0)(, )]|e < CE/ —mm (lallocll7ll e, [l £l|7] o) ds.

By induction we have U, € L=((0,T), E) with, for n > 0 [and U_; = 0]
1Un1a (2, ) —Un ( e

\fHU( ) = Una (8, Mloo(10a(s, Ml + 11 (s, )| ) ds

< [ =i

<C'(4C0 e ol x, )™ > U = Urall (om0
k=0

Thus, we have

—+00 o0
> T = Ukallzqomy.ey < 0ol o.m) [ (1 + C4Co] e o]l x,)™).
k=0 n=0

Thus, supg;<r ||[4(t, .)||Eﬁ< +00.
We have sup,., vt||V ® Up|lr < +0o. We will show by induction that
SUDy~q VIV ® U, |l < +o00. Indeed, for n € (0,1) and 0 < t < T, we have

Upir(t,.) = €™ Uy (1=n)t, ) — /0 " -5p div(U, ((1=n)t+s, )QU,((1—n)t+s,.)) ds

and, since div(Z ® 7) = @ - V7,

8;Unia(t,.) = "™ U, 1 ((1—n)t,.)— /0 : eM=IAPY (U, (1—n)t+s,.)- VU, ((1—n)t+s,.)) ds.

This gives
!IVUn+1< e

C_ U'n, o
< \/ﬁH +1llze(0,1).B)

1 1 - — —
—|—C'/ ds su s||lVeU,(s,. s[|Un (S, )|eo
. Vs —n)i+s 0<SET\/_H (s, M evslUn(s, )l

1 Vvn o1 - o
<C +C — su s[|V & U,(s, .
1\/ﬁ 11—77\/1?0<55T\/_H (s; e
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where (] does not depend on n nor on 7. For n small enough, we have
Cl% < 1 and supy_,.p V/s||V ® Ug(s, .)||p < 26’1 . By induction, we get

SUPg—ger V5|V @ Un (s, )| g < 201 = for every n € N If EC 8 is the dual

of a space £y where S is dense, we conclude that supy_ .7 v/s|V&1i(s, )| <
—+00. o

Proposition 4.
Let uy € bmoa1 with div iy = 0. Let w = (1+| ey where 0 < N < 3. If

moreover iy belongs to L?(wdx)), then the small solution @ to the integral
Navier-Stokes equations with initial value Uy, i.e. the solution on (0,T) such

that @) x, < 2||e"do||x,, satisfies @ € L=((0,T), L2(wdz)) and V @ @ €
L2((0,T), L(w d)

Proof. Let ¢op = 0(% >W where 6 € D is equal to 1 on a neighborhood

of 0. We know that  is smooth, so that, for 0 < tqg <t < T,
(@) + 2|V @ d@l* = A(Ji]*) — div((2p + [i]*)i)

and thus

/¢R($)|ﬁ(t,$)|2dl’+Q/t:/@g(x)\ﬁ®ﬁ(8,x)|2dxds

= [ ont@atro ) e+ / [ Bntoniat, o) asas
; / [ev+ 1Py Vona) deds.

We have, for |a| < 2, |0%(¢r)| < Cw. On the other hand, we know that
i € L=®(L*(wdx)), that vtuu; € L®(L*(w da:)), and thus vt(2p + |i]?) €
L*(L*(wdz)) (as w € Ay and p = — > ;4 Z] L A %95 (usuy,)), thus we get
that

[ ontaiat o o +2 / t [ onte)¥ @ (s, )P avas

<C sup /|ﬁ(s,x) d:l;—l—C'/ /|u (t,x) x)dxds
0<s<T
! Nz 2 ds
+/ / s|2p+ |U |ﬁw(:1:)dx—<+oo.
[ [ s w1 11 wte) o <2

We then let R go to 400 and ¢y go to 0. O
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5 Barker’s stability theorem

In this section, we extend a lemma of Barker on Leray weak solutions with
initial values in L*N[L?, B2X ]pe (for some d < 1 and 6 € (0,1)) to the case
of some solutions with initial values in L*(wdx) N [L*(wdx), H "]g .~ where

w = |Nauad()<N<2 and7+ < 1.

(1+[z

Definition 6.
A weighted Leray weak solution for the Navier— Stokes equations with divergence-
free initial value @y € L*(wdz), where w = (1+\ gy and 0 < N <2, s a

divergence-free vector field i defined on (0,T) x R such that
e e L>((0,T),L2(wdzx)) and V @ @ € L*(0,T), L*(w dz))
o there exists p € D'((0,T) x R? such that

Ol = Ait — it - Vi — Vp

o limy o [|u(t,.) — toll z2war) =0

e U fulfills the weighted Leray inequality: for 0 <t < T,

/ya(t,x)\2w(x) dx+2/t/w®a(s,x>12w(x) d ds
§/|ﬁo(t,x) dx—QZ/ /8wsx ,x) - 0;u(s,x) dr ds
/ / (s, ) > + 2p(s, ))i(s, z) - Vw(z) dz ds

The Navier-Stokes problem in L?(wdx) has recently been studied by
Bradshaw, Kukavica and Tsai [BKT], and Ferndndez-Dalgo and Lemarié-
Rieusset [FLR 1]. As |[Vw| < Nw, we find that \/wi € L*(0,T), H'). In
particular, we have Wity € L*((0,T), L5/%). The pressure p is determined by
the equation Ap = —>"7_, 2321 uu; (see [FLR 2]) and, as w®® € Ag/s, we
have p € L4((0,T), L5/5(wS/5 dz)). As |[Vw| < Nw?/2, we see that the right-
hand side of the weighted Leray inequality is well-defined.As in the case of
Leray solutions, the strong continuity at t = 0 of t € [0,T) — u(t,.) €
L?*(w dz) (which is only weakly continuous for ¢ > 0) is a consequence of the
weighted Leray inequality.
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Theorem 8.

Let ﬁo be a divergence-free vector field such that iy € L*(w dz), where w =
(1+\9:|)N and 0 < N < 2. Let iy, iy be two weighted Leray weak solutions for
the Navier—Stokes equations with initial value ty. If moreover gy belongs to
[L*(wdz), H g0 for some v >0, 2 <1 < 400 withy+ 2 <1 and 0 €

(0,1), then there ezists Ty > 0, C' > 0 and n > 0 such that, for 0 <t < Ty,
@1 (E,.) — tda(t, )l 2(wde) < CT".

Proof. This theorem was proved by Barker [BAR] in the case N = 0. Our
proof will follow the same lines as Barker’s proof.

As 1y € [L*(wdzx), H V)00, for every € € (0,1) we may split @y in
Uy = Vo, + Wo, With ||170,e||H;v < C1é’7 1 and |Wo,e || 2w dzy < C1€?, where
(' depends only on . As iy = Puy and as P is continuous on H, " and on
L*(wdx), we may assume (changing the value of the constant C}) that
and . are divergence free. Let § = ’y—l—% < 1. Since H” € B’ , we have

00,007

for 0 <t <1, ||l < Cot ™21 1f 0 < T} < 1, we have

1-6
sup \/E|]em17075||0O < OQEa_lTl 2
o<t<Ty

1 [t ~ 1-5
sup 3—/2/ / et A5y |2 do < Cae® T2
0<t<Ty,z€R3 t 0 JB(z,V%)

so that [0 c||x,, < (C2+ 03)69_1T1176 < ﬁ if 77 < min(1, 046%(170)).

By (the proof of) Theorem 5, we know that the Navier—Stokes equations
with initial value vjy . will have a solution @ on (0,77) such that ||t;(Z,.)]| <
Cst=9/2¢9=1 Moreover, by Proposition 3, ¥. is a weighted Leray weak solu-
tion.

Let @ be a weighted Leray solution on (0,7") for the Navier—Stokes equa-
tions with initial value @y,. We are going to compare @ and v.. We know
that ¥, is smooth, so that 0,(@ - v.) = @ - 04U, + U - Oyui. If p. is the pressure
associated to ¥, we have on (0,7Ts) where Ty = min(7T,T})

and

Oy(@ - T.) =i - AT, + 0. - Al — div(pedt + pt.) — @ - (0, - V) — ¥, - (@ - Vi)

=1 - AU, + U - At — div(ped + po.

e) —
)

—(@—7.) - (0.-V8,) — .- (@ V(i-
=0-AG.+T.-AT—7.-(@—7.) V(i—7.))

|0

2

- diV(pﬁz_[ + pﬁe (ﬁ_’_ 175) + (176 ' (ﬁ - Ue))ﬁe)
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As ¥, € L?((0,Ty), L), this can be integrated on (0,¢) x R? against the
measure w(z) dx ds and gives

/ﬁ-ﬁew(x) dx—/ﬁo-ﬁoyew(x) dx

3

— —/0 /Z&'w(x)(ﬁ(s ) - 0s.(s,x) + Tos,x) - Oyii(s, x)) da ds

=1

—I—/O / ]176(52,95)| (@(s, ) — T.(s,2)) - Vw(z) + (0.(s,z) - @(s, z))T.(s, z) - Vw(z) dz ds.

Together with

/lﬁ(t,x)\z dyc—l—Z/ /\V@us T z)drds
§/|ﬁ0(t,x dx—QZ/ /aws 2)ii(s,z) - (s, x) d ds
//|usx|2+2p3x)( ) - Vw(z) dz ds

/\v6 (t,x) da:+2/ /|V®UE((S z)[?w(z) dv ds

/wo (t,z)] dx—QZ//awsx 0. ((s, ) dz ds
+/0 / 1T.((s, ) + 2pe(s, 2))0.((s, 2) - Vw(z) dz ds,
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this gives
/]ve(t:ﬂ)—u(tm da:+2//\V® i) w(x) de ds

/\UOE—W :C—QZ//aw @) 0T, — i) d ds

+2/0 /(pe— 5 — ) dexds—?// ) V(i — 0.)) wdz ds

+/ /|17E — @*0. - Vw + (|@]? — |5.]*) (@ — 7.) - Vw da ds.
0

Thus, we have

/y@(t,x)—w,x)\?w(x) d.ﬂ:—l—Q/Ot/W@(ﬁe—ﬁ)Fw(x) dz ds
< [0 ot wia) o+ Cy [t = TV~ 7 s
+Co [ 1= 9wl |V~ Dl
#Co [ 1l = Tl © (@ - 1) ds
+ 0y [ IVt — TRl + V) ds
We have

lw(p=polless < Crllw(@Ri—T@Tcllo/s < Crllv/w(i—e) oIV widlls+[1vwiels)
IVw(i = v)|l5 < IvVw(@ — 0|2l vVaw(d — 5 ls

and

IV =il < Cs (V@ = 6)lla + VoV @ (i@ - 5)]2)
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so that
IVartate,) - )+ 2 [1veee @ - ol
< V(o = @)l3 + Co [ V@ = D) LVa¥ (@ - ) ds
+0y [ (W= 7)1 + IV @ (= BV~ TVl + |V o) ds
0o [ NV - DIV ® - 7l ds
< IVt —awlli+ [ V9o @ - ol ds
- Cuo [ IV = I+ I+ VIS + 712 ds
By Gonwall’s lemma, we find that, for 0 < ¢t < T5, we have

T ) — =
IVaw(i(t, ) = Bt DI < V(T — o)|[jele oIV VI TR &,

We know that T, < T, f0T2 |Vwidl|]2ds < ff”ﬁﬁ”%ds < +o00, and, by

Propositions 3 and 4, [[* |vwi.|3ds < [ [lVwi.||3ds < Cu i
Finally, we have

wdz)”

—6
Boo,oo

To Ty
/ 17]12) ds < Cia / 0t ]|% s dt < CisTi 2071 < Oy,
0 0

Thus, we have
IVw(a(t,.) = (¢, )3 < Crse™.
C'15 depends only on « and .
We may now estimate || (t,.) — wa(Z,.)| 12(wde) for two weighted Leray
weak solutions defined on (0,7). If t € (0,7), we define ¢ = (C%t)ﬁ
and T3 = 5046%(1_6) = 2t. If ¢ is small enough, we have 0 < € < 1 and

T3 < min(1,T). Thus, we know that, for a constant C' that depends only on
ﬁl, ﬁQ and ﬁ(),

Hﬁl(ta ) - ﬁQ(t7 ~)HL2(wdx) §Hﬁ1<t; ) - ,176(t7 -)HLQ(wdx) + Hﬁe(tv ) - Eg(t, -)HLQ(wdx)

4 1-5
<Cé = C(=t)"z=9
<Ce (04 )

The theorem is proved. 0
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6 Weak-strong uniqueness

We may now prove Theorem 4.

Proof. Recall that we consider two solutions u, ¥ of the Navier—-Stokes equa-
tions on (0,7") with the same initial value iy such that:

e iy be a divergence-free vector field with @, € L? N bmo, L

o [ledollx, < 55

e ¢ is the mild solution of the Navier—Stokes equations with initial value
tly such that ||u]|x, < ﬁ
e for some N >0,2 < ¢g< +oo and 0§s<1—§,

52| @ <
OiltlfT HuHLq((lH.lr\)N dr) < 9

e U is a suitable weak Leray solution of the Navier—Stokes equations.

We know, by Propositions 3 and 4, that the mild solution « is a suitable
weak Leray solution. In particular, we have supy_,. |[@(,.)|2 < +oo, while
supg<ser /2]t )l < ||]lx, < +o0. Thus,

sup 24|, < +oc.
0<s<T

If 0 <a <1, we find that

—a)(1-2)+as| »
sup (\/E)(1 (1=2)+ HuHLq( L gg) < Fo00.
0<t<T 1tz

By Theorem 5, we find that

2
Uy € B, with s = (1 —a)(1 — =) + as.

L‘I(W dz,00 q
For 0 < o < min(1, Niq), 0<s8qa<1— % and aN < ‘é, so that we may apply
Corollary 2.

The next step is to check that « and ¢, that are suitable Leray weak
solutions, are weighted Leray weak solutions, for the weight w(z) = m
It means that we must check that ¢ (and ) fulfills the weighted Leray energy
inequality. We consider a non-negative function 6 € D(R?) equal to 1 on a
neighborhood of 0 and 0 for |z| > 1 and a function a smooth on R, such

that 0 < a < 1, with «a(t) equal to 0 on (c0,0) and 1 on (1,400). For
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0<ty<t;<T,R>0and 0 < e <min(t; —ty,T — t1), we define the test
function

t—to t—t 1

Pro.tr,er( ) = af )(1—a( )
R € € (1+ /#_‘_ZEQ)Q

which is non-negative and supported in [to, 1 + €] x B(0, R). We have, by
suitability of v, if ¢ is the pressure associated to the solution v,

(%) = agu.c(t)0r(x)

==

[ ernnen (05 + 209 @ 5 = AGTP) + div((2q -+ 57)9)) dodt < 0.

As  for R > 1, |0g| < Cw and |VOz| < Cw??, dominated convergence when
R goes to 400 gives us

//(la’(m)—%a’(t 0|2 w( d:cdt+2//at0tle\V®v|2 (x) da dt

€ €
3

<-2 Z // Qg 1, OW(T - 0;0) dx dt + // gy 1,.c(|01? + 29)7 - Vw da dt
i=1

If € goes to 0, we get

1 —1 —t
limsup/(—a'(:) — = S SR /|v s, )| w(z) dx) ds

e—0 € €

t1 .
+2/ /]V®27|2w(x)dacds
_—22/ /811) U) dxds. +/ /|v|2—|—2q)v Vuwdz ds

For almost every ty, t;, we have that ty and ¢; are Lebesgue points of the
map s — [ |0(s,z)|* w(x)) dx, so that

1 S—tl

gr% (- o/( ) — /|vsx x)dx)ds

/]v t, @) w(x) d:r;—/]ﬁ(to,xﬂ w(z) dz.

If ¢y goes to 0 and t; goes to t, we have ||U(to,.) — Ul L2wdar) < ||U(t0,.) —
Upll2 — 0, so that

thm/\v to, 2)[2 w(x) d$:/|ﬁo(x) 2
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while ¥(t1,.) is weakly convergent to #(t,.) so that

/|vtx dx<11m1nf/|v t1,x (x) dz.
t1—t

Thus, we get the weighted Leray energy inequality.
By Theorem 8, we then know that there exists Ty > 0, C' >0 and n > 0
such that, for 0 <t < Ty,

Hﬁ(t7 ) - 17<t7 )HLQ(wdm) < Ct.

Moreover, we can do the same computations as in the proof of Theorem 8 in
order to estimate 0;(4.V) (since i is smooth) and write, if p is the pressure
associated to @ and ¢ the pressure associated to v,

(@ 0) =i - NG+ T-Ai—@- ((@—7) V(i —7))

2
— div(qu + pv + %(ﬁ—i— 0) + (4 - (U —u))u).

As i € L*((e,T), L>™) for every € > 0, this can be integrated on (¢, t) x R3
against the measure w(z) dx ds and gives

/ﬁ(t,x)-ﬁ(t,a:)w(x) dx — /ﬁ(e,x) (e, x)) w(x) de

t
:—/ /Z@iw(vjﬁﬂﬁrﬁ-@iﬁ)d:ﬁds

=1

/ / (@ —7) - V(@ — 7)) w(z) dz ds

+/ /pﬁ-ﬁw%—qﬁ-ﬁwd:vds
2
//l il ) - Vw + (7 @) - Vw(z) dz ds.
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As (e, .) and (e, .) are strongly convergent to ty in L?(w dz), we find
/ﬁ(t, x)-0(t, x) w(z)dr — /ﬁo g w(z) dx
t 3
—/ /Z@iw(ﬁ- 0 + ¥ - Oyil) da dis
0 -

t
+//pz7-ﬁw+qﬁﬁwda:ds
0
Ll - -
+/ /T(U_ﬁ)'Vw—l-(ﬁ-ﬁ)ﬁ-dexds.
0
We have

lin%// ((@—0)-V (i—7) wdxds-//s”us ((@—7)-V (i—7)) w da ds
€E—

as s"i € L2L>™, s (i —0) € L®(L2(wdz)) and V @ (i — ) € L*(L2(w dx)).
Using now the welghted Leray inequalities on ¢ and on u, we get

/w(t,x)—ﬁ(t,xﬂ?w(:@)dﬁz/t/ﬁ@(ﬁ—ﬁ)ﬁwdxds

_-22//% 9;(0 — @) dx ds

+2/ /(q p) (U — 1) - dea:ds—2// (@ —¥) - V(i — 7)) wdz ds

+/ /|5—a|2ﬁ-Vw+(|ﬁ|2—|z7|2)(ﬁ—ﬁ)ﬁwdxds,
0

31



and thus
t
/|17(t,:v)—ﬁ(t,x)|2w(x)da:+2/ /|§®(U—ﬁ)|2wdxds
0
t
<C [ W@ - 9)LlvVev(a - o) ds
0
t
0 [ 10— 0wl VT - Do ds
0
t
+C [ eVl - ) ello @ (i - D)ads
0
t
+c [ Wata - DIVl + |V ds
0
At this point, we get
t —
W(ﬁ(t,.)—ﬁ(t,.)n@m/o [Iva¥e@-al3ds
t
s/ Vo e @ - @)3ds
0
t
e / IVt — DB+ |Vl + | Va3 + ]2 ds.

Let
A(t) = t72"|Vaw(a(t, ) — (¢, )l
and
B(t) =1+ [[Vwidl3 + |Vwdl3.
We have

t t
At) < C/ A(s)B(s)ds + C’t_2’7/ A(s)s*|id]|2, ds.
0 0
Thus, for 0 <t <7 <T,
T 1
A(t) < C sup A(s)(/ B(s)ds + — sup sl|u(s,.)|%).
0<s<T 0 277 0<s<T
For 7 small enough, we have
T 1
0(/ Bls)ds + — sup sii(s,)|2) < 1
0 21 o<s<r

and thus supy.,., A(t) = 0. We conclude that @ = ¥ on [0,7]. Since 4 is
bounded on [7,T], then uniqueness is easily extended to the whole interval

[0,77. 0
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7 Further comments on Barker’s conjecture

In his paper [BAR), Barker raised the following question :

Question 1. If @iy belongs to L* ﬂbmoal, does there exists a positive time T
such that every weak Leray solution of the Cauchy problem for the Navier—
Stokes equations with uy as initial value coincide with the mild solution in
Xr ?

This can be seen as the endpoint case of the Prodi-Serrin weak-strong
uniqueness criterion, as the assumption of Prodi—Serrin’s criterion, i.e. exis-
tence of a solution @ such that

2 3
u e LYLE with — + — <1and 2 <p < +o0,
p q

+
is equivalent, if 2 < p < 400, to the fact that u, belongs to Byp * C bmoyt.

Existence of a mild solution when w, belongs to By, p+ goes back to the
paper of Fabes, Jones and Riviere [FJR]. Existence of mild solutions has

143
been extended by Cannone [CAN] to the case of Bq,ij “ N bmo, !, and Koch
and Tataru’s theorem [KOT] can be seen as the endpoint case of the theory

for existence of mild solutions. ,

—1+

Barker [BAR] extended weak-strong uniqueness to the case Bgoo * N
bmo,, ! and could even relax the regularity exponent and consider the case
B, N bmoa with s < 1 — 2. We have shown that the integrability could

3

+
even be relaxed into B N
L (<1+\ DR

under the sole assumption @y € L* Nbmog ! weak-strong uniqueness remains
an open question.

An alternative way to study the problem is to impose restrictions on
the class of solutions, beyond the Leray energy inequality or the local Leray
energy inequality. One may for instance consider an approximation process
that provides weak Leray solutions when i, € L? and consider whether
the solutions provided by this process coincide with the mild solution when
moreover iy € bmo, !, There are many processes that pave the way to Leray
solutions (and in most cases to suitable weak Leray solutions); in [LR 5], we
described fourteen different processes (including a-models, frequency cut-off,
damping, artificial viscosity, hyperviscosity,. . . ).

The scheme is always the same. One approximates the Navier—Stokes
equations (NS) by equations (NS,) depending on a small parameter o €
(0,1). Equations (NS,) with initial value @, € L? have a unique solution

brno0 with N > 0 and s < 1—5. But

dz),00
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Uly. One then establishes an energy (in)equality that allows to control i,
uniformly on L*((0,7),L?) N L*((0,T), H'). Moreover, one proves that
Oyl is controlled uniformly in L%5((0,T), H=3). By the Aubin-Lions the-
orem, there exists a sequence o — 0 such that ,, is weakly convergent
in L*((0,T), H') and strongly convergent in (L*((0,T) X R?))joc to a limit
v. One then checks that ¢ is a weak Leray solution of the Navier—Stokes
equations with initial value .

Some of those processes behave well for initial values @, € bmog L oth-
ers don’t seem to be well adapted to such initial values. More precisely,
if one can prove that, when i belongs to L? N bmoy', there exists a time
Ty such that the solutions @, remain small in Xy, (|le"*dollx,, < 7 < t
and sup,e (1) l|allx,, < 27 < ﬁ), then the weak limit ¢ will still remain
controlled in X7;,. But there is only one weak solution @ in Xy such that
[l 7, < ﬁ Thus, the process cannot create a Leray solution that would
escape the weak—strong uniqueness.

Such processes can be found in processes that mimick Leray’s mollifi-
cation. Mollicication has been introduced by Leray [LER] in his seminal
paper on weak solutions for the Navier—Stokes equations. The approximated

problem he considered is the following one: solve
Oyl + (P * Ua).Viiy = Aily — Vpa

with div @, = 0 and @,(0,.) = 4. Here, p € D, ¢ > 0, [dx =1
and o (z) = Z5¢(£). Solving the mollified problem amounts to solve the
following integro-differential problem :

7 = ey — B(py * U,7)(t, z)

where

B(3,

g

t
) = / e AP div(7 ® @) ds.
0

Since ||a * U(t, .)|loo < [|U(t,.)|loc and

¢
[ ] fear s @) dy i
0 J B(zo,V/1)
¢
:(/ / |/gpa(z)17(s,y—z) dz|2dyds)1/2
0 J B(xg,V1t)
¢
S(/ / /goa(z)|17(s,y—z)|2 dzdyds)1/2
0 J B(x0,V1)

~(fea ([ [ iRy is) =),
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we find that [|¢, * U]|x, < ||¥]|x,. Thus, the theorem of Koch and Tataru
(Theorem 1 and Corollary 1) still applies :

e for every a > 0 and every T" > 0, we have

1B(#a®, @)l xr < CollVl|xr 1] x-
o If ||| x, < ﬁ, then the mollified Navier—Stokes equations have a
solution on (0, T') such that ||| x, < 2|0l x,.-

Now, we may consider various other approximations of the Navier—Stokes
equations of the form

U= €tAﬁ0 — Z Pi,a * Bi<wi,a * 77, Xi,a * 17) (t, l‘) (4)

where

e ©;, 15, Y; are either the Dirac mass or functions in L!
b fa(x) = %f(g) for f € {szawawZ = 17N}

e B;(U,4) = fot e=920,(D)(7®W) ds where o; is given convolutions with

smooth Fourier multipliers homogeneous of degree 1: if 7= 0;(D)(7 ®
W), 25 =D 13 Kikpg * (vpwy) where the Fourier transform of K,
is and homogenous of degree 1 and is smooth on R3.

The proof of the Koch and Tataru theorem asserts that operators of the form
B(v,w) = fg e=92¢ (D) (¥ ® W) ds are bounded on Xr-.
Writing ||0|]; = 1, we have

N
“ Z Pia * B(¢i,a * 777 Xi,a * 17)(t7 CC)HXT
i=1

N
< (O IBillopll@illa sl il ) 17 e 1
i=1

= Cull9llxr 0] x

If [Pt || x, < ﬁ, then the modified equations (4) have a solution on (0,7)

such that ||@. x, < 2|0l x,.-
Remark that the equations (4) can be written as well

N
00 = AT = @0 % 0i(D) (V0 % V) @ (Xia % 7))

i=1
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with initial value ¥/(0,.) = @y. Among example of such approximations, we
have the various a-models studied by Holm and Titi:

e The Leray-a model.
The Leray—a model has been discussed in 2005 by Cheskidov, Holm,
Olson and Titi [CHOT]. The approximated problem is the following
one: solve

Oyl 4 (Id —02A) " Yiiy) . Vilg = Aty — Vpa
with div 4, = 0 and u,(0,.) = @. This is equivalent to write

Oyt = Adiy — Pdiv(((Id —a?A)"'a,) @ @)

e The Navier—Stokes-a model.
The mathematical study of the Navier-Stokes-a model has been done
by Foias, Holm and Titi in 2002[FHT]. The approximated problem is
the following one: solve

-

3
Oyt +((1d —0*A) iy ). Viig = Aiig— Y 116V (Id —a?A) g 4 — Vpa
k=1

with div 4, = 0 and ,(0,.) = @. We can rewrite the equation as
3
Ol + ((Id —a®A)tid,) . Vily =Atiy — Z(a%(ld —a?A) Mg 1) V(Id —a?A) g g,
k=1
. Id —a2A) 177, |2
(1 —a28)q,

5 )

This is equivalent to write

Oyl = Aily, — Pdiv(((Id —a?A)1i,) ® @)

- Z > P, (0 (1d —0*A) Mg ) (aV (Id —0?A) g ).

e The Clark-a model.
The Clark-a model has been discussed in 2005 by Cao, Holm and Titi
[CHT]. The approximated problem is the following one: solve

Oyt + (Id —a2A) 'V Ty =AU, + ((Id —a?A)"'T, — @) - V(Id —a?A) ',
3
+0? Y (Ok(Id —aA)1idy) - V(O (Id —a’A) i) — Vpa

k=1
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with div 4, = 0 and @,(0,.) = @,. We can rewrite the equation as

Oyiiy + ((Id —a?A) 14, Vi,
3
=AG, + Y %0, ((ak(ld —a?A) M, - V(1d —a2A)’1ﬁa> — YV Pa
k=1
This is equivalent to write

Oyt = Aiip — Pdiv(((Id —a?A) "', @ @)
3
— Y "Po;((adp(Id —a?A)li,) - (aV(Id —aA)1iy)).

k=1

e The simplified Bardinal model.
The simplified Bardina model is another a-model studied by Cao, Lu-
nasin and Titi in 2006 [CLT]. This model is given by

Oty + (Id —aPA) " 1iZy) - V ((Id —a?A) i) = Aty — Vpa
where we have again div @, = 0 and 1,(0,.) = .
By = Aily — Pdiv(((Id —aA)i,) @ ((Id —a?A)~'d,)).

Thus, when @, € bmo;?, all those a-models give back the mild solution
u € X7 when « goes to 0.
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