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Abstract: The current-voltage characteristics (I-V curves) of photovoltaic (PV) modules contain a lot of 10 

information about their health. In the literature, only partial information from the I-V curves is used for 11 

diagnosis. In this study, a methodology is developed to make full use of I-V curves for PV fault diagnosis. In 12 

the pre-processing step, the I-V curve is first corrected and resampled. Then fault features are extracted based 13 

on the direct use of the resampled vector of current or the transformation by Gramian angular difference field 14 

or recurrence plot. Six machine learning techniques, i.e., artificial neural network, support vector machine, 15 

decision tree, random forest, k-nearest neighbors, and naive Bayesian classifier are evaluated for the 16 

classification of the eight conditions (healthy and seven faulty conditions) of PV array. Special effort is paid 17 

to find out the best performance (accuracy and processing time) when using different input features combined 18 

with each of the classifier. Besides, the robustness to environmental noise and measurement errors is also 19 

addressed. It is found out that the best classifier achieves 100% classification accuracy with both simulation 20 

and field data. The dimension reduction of features, the robustness of classifiers to disturbance, and the impact 21 

of transformation are also analyzed.  22 

 23 
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Nomenclature  
Terminology Symbols 

1D, 2D 1 Dimension, 2 Dimension 

ANN Artificial Neural Network 

CNN Convolutional Neural Network 

DT Decision Tree 

FDD Fault Detection and Diagnosis 

FF Fill Factor 

GADF Gramian Angular Difference Field 

I-V curve Current-voltage Characteristic 

kNN k-Nearest Neighbors 

MLT Machine Learning Technique 

MPP Maximum Power Point 

NBC Naive Bayesian Classifier 

OC Open circuit 

PCA Principal Component Analysis 

PS Partial Shading 

PV Photovoltaic 

RF Random Forest 

RMSE Root Mean Squared Error 

RP Recurrence Plot 

SC Short Circuit 

STC Standard Test Condition 

SVM Support Vector Machine 

TC Temperature Coefficient 

t-SNE 
t-Distributed Stochastic Neighbour 

Embedding 
 

a Irradiance correction factor 

𝛼𝑟𝑒𝑙 Relative temperature coefficient of 𝐼𝑆𝐶 (%/°C) 

𝛽𝑟𝑒𝑙  Relative temperature coefficient of 𝑉𝑂𝐶 (%/°C) 

τ Shift of phase space 

𝐸𝑎𝑟𝑒𝑎 Error of area (%) 

Dmatrix Number of features of matrix 

Dvector Number of features of vector 

G Global in-plane irradiance (W/m2) 

I Current (A) 

𝐼𝑀𝑃𝑃 Current at MPP (A) 

𝐼𝑆𝐶 Short-circuit current (A) 

𝜅 Curve correction factor 

N Number of resampling points 

𝑉 Voltage (V) 

𝑉𝑀𝑃𝑃 Voltage at MPP (V) 

𝑉𝑂𝐶 Open-circuit voltage (V) 

𝑃𝑚 Maximum Power (W) 

𝑅𝑂𝐶 Resistance used in simulation for OC (Ω) 

𝑅𝑠 Series resistance (Ω) 

𝑅𝑠_𝑑𝑒𝑔𝑟𝑎 Resistance used in simulation for Rs  

degradation (Ω) 

𝑅𝑆𝐶 Resistance used in simulation for SC (Ω) 

𝑅𝑠ℎ Shunt resistance (Ω) 

𝑅𝑠ℎ_𝑑𝑒𝑔𝑟𝑎 Resistance used in simulation for Rsh  

degradation (Ω) 
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𝑆𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 Area size enclosed by the original I-V curve 

𝑆𝐴𝑟𝑒𝑎 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟 Area size enclosed by the difference between the 

original and the resampled I-V curve 

Tm Module temperature (°C) 
 

 28 

 29 

1 Introduction 30 

The solar photovoltaic (PV) installed capacity has experienced rapid growth among all the main energy types 31 

in recent years [1]. However, due to the environmental threats and the potential damages in the manufacturing, 32 

transportation, installation, or other procedures, various PV faults may arise up [2,3]. These faults could not 33 

only affect the power generation but also could cause severe safety hazards [4], e.g., fire risk, electrical shock, 34 

physical danger. Therefore, it is necessary to perform effective detection and diagnosis of PV faults. 35 

Common PV electrical data used for diagnosis include different types: output power, output voltage or current 36 

at DC or AC side, and current-voltage characteristic (I-V curve) [5]. Since an I-V curve generally embeds rich 37 

information about the health status of PV modules, I-V curve-based diagnosis is a popular topic [6]. As for 38 

acquiring I-V curves, common I-V tracers already support the measurement for a single module or small-scale 39 

string or array. In recent years, the hardware solutions (integrated at inverter level) have become commercially 40 

available to measure I-V curves periodically at the power plant level [7,8]. In this sense, diagnosis approaches 41 

based on the I-V curves could be applied to all common PV facilities.   42 

In the literature, there are different methods of using I-V curves to extract information. The most common can 43 

be grouped into three categories: (1) Extract key features from the curve (like VOC, ISC, VMPP, IMPP, FF, Rs, and 44 

Rsh) and then use these features for diagnosis (by threshold analysis, statistical approaches, or machine learning 45 

techniques (MLT), etc.). For example, Chine et al. [9] use VOC, ISC, VMPP, and IMPP features to detect partial 46 

shading (PS), SC, open-circuit (OC), and bypass diode failures. Both threshold method and Artificial Neural 47 

Network (ANN) are applied to classify the faults. Huang et al. [10] extract VOC, VMPP, IMPP and Rs from I-V 48 

curves to classify short-circuit (SC) fault, PS and degradation. CART decision tree is used as the diagnosis 49 

tool. Fadhel et al. [11] adopt VMPP, IMPP and PMPP as features to detect PS. Dhimish et al. [12] use thresholds to 50 

analyze VMPP and the voltage drop on the I-V curves to identify PS. Similar approaches can also be found in 51 

[13–16]. It should be noted that these studies use only partial information from the I-V curves. (2) Calculate 52 

the first or second-order derivative of the curve or identify steps on the I-V curves. For example, Ma et al. [17] 53 

analyze the negative peaks on the derivative of the I-V curve to extract the steps. Then, a threshold is set to 54 

classify PS and crack faults. Zhang et al [18] break down the I-V curves into low and high voltage domains. 55 

With a statistical method, a detection line is used to identify hot spot, PS, and crack. Similar studies can also 56 

be found in [19,20]. (3) Comparison of full I-V curves with simulated ones to generate residuals for analysis. 57 

Mohamed et al. [21] compare the measured I-V curves with the simulated ones obtained from the double diode 58 

model. They use threshold analysis to classify several types of PS and degradation. Bonsignore et al. [22] 59 

generate residuals from I-V curve features to detect PS, SC and ground fault. The pros and cons of the three 60 

categories are summarized in Table 1. 61 

 62 

Table 1 Comparison of common methods using I-V curves 63 

Ref. Methods Pros Cons 

[9–16] Use extracted key curve 

features 
• Simple feature extraction 

• Suitable for multiple faults 

diagnosis 

• Partial information 

• Sensible to noise and outliers 

• Hard to extract Rs, Rsh from curves with 

irregular shape 
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[17–20] Calculate the 1st or 2nd 

derivative of the curve to 

identify steps on the curve 

• Able to identify the number of 

reflection points 

• Sensible to noise and outliers 

• Only applied to detect mismatch faults (PS, 

crack, hot spot) 

[21,22] Generate residual between 

measured I-V curves and 

simulated ones 

• Full information 

• Suitable for multiple faults 

diagnosis 

• Poor generalization capability 

• Slow decision making 

 64 

Additionally, with the popularity of deep learning in PV diagnosis, in [23], I-V curves are integrated with 65 

irradiance (G) and module temperature (Tm) into 4-column matrices. These feature matrices are then processed 66 

by an improved ResNet model (one type of deep neural network) to classify 8 PV array fault conditions. The 67 

classification accuracy reaches 98.8%, but the duplication of information is introduced in the input features. 68 

Besides, the diagnosis model exhibits a high complexity of 18 layers compared with common shallow neural 69 

networks adopted in PV diagnosis (1 to 3 hidden layers).  70 

Based on the literature review several gaps have been identified; there is no effective use of all the information 71 

contained in the I-V curves [9–16]; the detectable faults using the proposed methods are quite limited, like 72 

only the mismatch faults in [17–20]; practical applicability is limited due to low generalizability or redundancy 73 

of information. The methodology proposed below therefore aims to fill these gaps. 74 

The proposed PV diagnosis methodology uses three different methods to integrate the full I-V curves into the 75 

input features for diagnosis. Then, the performance of six classifiers based on MLT techniques [18] when using 76 

different input features will be evaluated and compared for the fault classification. 77 

The contribution of this work lies in the following points: 78 

• A new methodology for photovoltaic panel fault diagnosis, based on the full use of I-V curves, is 79 

proposed. It outperforms methodologies based on partial use of I-V curves; 80 

• Based on the correction procedures of IEC 60891, a new procedure is proposed and applied to the I-V 81 

curves of faulty photovoltaic panels, measured under different environmental conditions; 82 

• In order to make the method independent of the number of points measured to obtain the I-V, a 83 

resampling method is proposed. The number of resampling points is determined based on resampling 84 

performance and computational cost; 85 

• Two feature transformation techniques are applied and adapted to I-V curves for the first time to 86 

improve defect discrimination. 87 

 88 

The paper is organized as follows: Section 2 introduces the configuration of the simulated dataset of I-V curves; 89 

Section 3 presents the procedures of pre-processing, including the correction and resampling of I-V curves; 90 

Section 4 puts forwards the feature extraction methods; Section 5 performs the feature analysis using different 91 

MLT classifiers for PV FDD, presents the diagnosis results using simulated and experimental data, and a 92 

comparative study with methods from the literature. Section 6 concludes the paper. 93 

2 Configuration of the simulated dataset 94 

2.1 PV array model 95 

A small-scale PV array model, which corresponds to the setup of the field test (presented in Section 5), is 96 

constructed under Matlab Simulink®. The array consists of 6 Wiltec 62391-50W sc-Si modules, with two 97 

strings in parallel and each string of three modules in series, as shown in Fig.1. Each module has 36 cells and 98 

two bypass diodes. Detailed module and array parameters are listed in Table 2 and Table 3, respectively.  99 
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 100 

Fig.  1. Simulation model of the PV array 101 

Table 2 Parameters of Wiltec 62391-50W PV module 102 

Variable Value Variable Value 

𝐼𝑆𝐶 3.24 A 𝑉𝑀𝑃𝑃 17.55 V 

𝑉𝑂𝐶 21.58 V 𝛼𝑟𝑒𝑙 0.05 %/˚C 

𝐼𝑀𝑃𝑃 2.85 A 𝛽𝑟𝑒𝑙  -0.3 %/˚C 

 103 

Table 3 Parameters of PV array 104 

Variable Value Variable Value 

𝐼𝑆𝐶 6.48 A 𝑉𝑀𝑃𝑃 52.65 V 

𝑉𝑂𝐶 64.74 V 𝐼𝑀𝑃𝑃 5.70 A 

 105 

Where, VOC is the open-circuit voltage, VMPP and IMPP refer to the voltage and current at maximum power point 106 

(MPP), rel and rel are the temperature coefficients (TC) of short-circuit current (ISC), and the open-circuit 107 

voltage (VOC), respectively.  108 

In total, eight configurations (i.e., healthy and seven faulty conditions) are studied: 109 

1) Two types of Partial Shading (PS): 1 (or 2) module(s) in one string is (are) shaded (abbreviated as PS1 110 

and PS2, respectively) by adjusting the block gain value that controls the irradiance;  111 

2) Two types of Short-Circuit (SC):  1 (or 2) module(s) in one string is (are) short-circuited (abbreviated as 112 

SC1 and SC2, respectively) by connecting a resistance 𝑅𝑆𝐶 in parallel; 113 

3) Open-Circuit (OC): 1 string is open-circuited by connecting a resistance 𝑅𝑂𝐶 in series; 114 

4) Rs degradation (Rs degra): increase of array equivalent series resistance, controlled by a resistance 115 

𝑅𝑠_𝑑𝑒𝑔𝑟𝑎 added in series;  116 

5) Rsh degradation (Rsh degra): decrease of array equivalent shunt resistance, controlled by a resistance 117 

𝑅𝑠ℎ_𝑑𝑒𝑔𝑟𝑎 added in parallel; 118 

These faults are chosen mainly because of their significant impact on the PV power output and their high 119 
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frequency of occurrence [24]. Besides, the reproducibility in simulation and in real conditions is also 120 

considered.  121 

Some examples of the I-V curves under these configurations are shown in Fig.  2. Typical I-V curves also 122 

simulated under Matlab Simulink® reported in the literature [10, 23] are presented in Fig.  3. It can be noted 123 

the similarity with those in Fig. 2.  124 

For PS1 and PS2, reflection points appear due to the activation of bypass diodes that bypass the shaded module. 125 

For SC1 and SC2 corresponding to one or two short-circuited modules out of three in one 126 

string, VOC  decreases by 1/3 or 2/3 compared to the healthy condition. For OC, the ISC decreases by 1/2 127 

because one out of two strings is OC. For the degradation faults, the slope near the voltage or the current axis 128 

region changes for Rs and Rsh degra, respectively. 129 

 130 

Fig.  2. Examples of simulated I-V curves under eight PV array conditions  131 

 

 

 

(a)  (b) 

Fig.  3 Simulated I-V curves reported in literature, (a): [23], (b): [10] 132 

 133 

in Fig. 4 that  the short -circuitcurrent  and open-circuitvoltage keep

unchanged in the cases of degradat ion, but  the MPP point  is lower than

the normal one. In addit ion, power reduct ion of the PVA degradat ion is

much more severe than the PVS degradat ion.The open-circuitfault

denoted as “ Open Circuit ”  is emulated by configuring the R_oc to be

100000.In case of the open-circuit  fault ,the open-circuit  voltage re-

mains unchanged, while the output  current  will significant ly decrease.

Accordingly, the maximum power point  Pmcan be obviously reduced.

Therefore,as demonst rated in Fig.4, diff erent faults obviously have

diff erent  impact  on the output  I-V curves, which can imply the potent ial

feasibility of fault detect ion and classificat ion direct ly based on I-V

characterist ic curves and ambient  condit ions.

3. Deep residual network based fault  detect ion and diagnosis for

photovoltaic arrays

In view of the high performance and automat ic feature ext ract ion

capability of the deep learning techniques, the emerging powerful deep

residual network (ResNet) is proposed for fault  detect ion and diagnosis

(FDD) of PV arrays direct ly using the output  I-V characterist ic curves

and corresponding ambient  condit ions.First ly, a large number of I-V

curves of the PV array are acquired by I-V testers under various ambient

condit ions for each case of operat ing status (including the normal status

and fault statuses),which contain much more informat ion than the

elect ricaldata of dynam ic operat ing points.Then, the raw I-V curves

and ambient  irradiance and temperature are preprocessed to build the

dataset .Next , a new ResNet  st ructure is proposed as the FDD model.

Finally, the ResNet  based FDD model is t rained and tested based on the

established dataset .

3.1. Data preprocessing

The preprocessing ofraw I-V curves and corresponding ambient

condit ions is to provide high quality data for t raining and running the

FDD modeleffi cient ly and eff ect ively,which includes two steps.The

fi rst  step is to down-sample the raw I-V curves.The second step is to

combine the voltage and curve vectors of each I-V curve with its am-

bient  condit ion to form  a two-dimensional data sample as the input  of

the FDD model.

Original I-V curves obtained by most  I-V testers consist  of a large

number of data points with non-uniform  dist ribut ion. Especially, most

data points remain in the range between the short -circuit  point  and the

MPP, while there are much less data points between the MPP and open

circuit  point .To improve the quality and reduce the data size of the

dataset  for t raining the FDD model,the raw I-V curves are  fi rst ly re-

sampled and down-sampled to provide new I-V curves with uniform

dist ribut ion and smaller data size. Specifically, a current–voltage based

bilinear interpolat ion methodsis proposed to down-sample raw IV

curves by Eq. (4) and Eq. (5), reducing the original 200 data points to

40 points for every I-V curve. The specific fl owchartof the down-

sampling is illust rated in Fig. 5. First ly, 20 new data points are
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2.2 Generation of dataset 134 

Based on the array model, two datasets are generated, one for training and one for testing. For each I-V curve 135 

in the data set, G varies between 400 and 1200 W/m2 and Tm between 10 and 80°C. The corresponding 136 

parameters for the two datasets are identical and presented in Table 4. Compared to previous studies in 137 

literature [23], for PS, Rs, and Rsh degradation, the fault severity is not simply set as constant. Instead, the 138 

fault severity is also varied with the corresponding parameters covering uniformly relatively wide ranges listed 139 

in Table 4, which are also the effective range for FDD in this study. Examples of curves under several faulty 140 

conditions are presented in Fig.  4. For better illustration of the impact of fault severity, the given curves are 141 

generated under identical Standard Test Condition (STC, G =1000 W/m2, Tm =25°C).  142 

For PS, the PS degree is set from 10% (low shaded) to 100% (total shaded). The lower limit of 10% is set to 143 

avoid the confusion between incipient PS (such as 1% PS degree) and the healthy condition [25]. For SC, the 144 

𝑅𝑆𝐶  is set to 10-5 Ω to emulate a full SC, similar for OC with 𝑅𝑂𝐶 equal to105 Ω. For Rs and Rsh degradation, 145 

the fault severity is tuned to introduce a wide range of shape distortion on the I-V curves, as shown from the 146 

slope change in Fig.  4. 147 

Table 4 Parameter setting for the array under healthy and faulty conditions 148 

Condition PS degree (%) 𝑅𝑆𝐶 (Ω) 𝑅𝑂𝐶  (Ω) 𝑅𝑠_𝑑𝑒𝑔𝑟𝑎 (Ω) 𝑅𝑠ℎ_𝑑𝑒𝑔𝑟𝑎 (Ω) 

Healthy 100 -* 10-5 10-5 - 

PS (1 or 2 modules) 10 - 100 - 10-5 10-5 - 

SC (1 or 2 modules) 100 10-5 10-5 10-5 - 

OC (1 string) 100 - 105 10-5 - 

Rs degradation 100 - 10-5 0.5 - 5 - 

Rsh degradation 100 - 10-5 10-5 20 - 200 

* ‘-’ means that the related resistance is disconnected in the simulation model. 149 

 150 

Fig.  4. I-V curves (STC) under PS1, PS2, Rs, and Rsh degradation (For PS2, the shading level for the two modules 151 

could be the same or different as shown in Fig.  2. For Rsh degradation, the shape of the curves does not vary linearly 152 

with the additional resistance in parallel to the array) 153 

The simulation curves are obtained under ideal conditions, i.e. without any measurement errors or fluctuations. 154 

Therefore, in order to train the classifiers with data more representative of those measured in real conditions, 155 

environmental noise and random measurement errors are introduced. The environmental noise follows a 156 

normal distribution with a SNR of 35dB, and the random error is set at 0.5% of the variance of V and I. These 157 

values are determined by combing the datasheets of the measurement devices used in field tests to the 158 

uncertainties given in the literature and technical reports [26,27].  159 

Finally, in total, the training dataset contains 12000 simulated I-V curves for the eight conditions (each 160 

condition corresponding to 1500 curves). The test dataset contains 2400 curves (300 curves for each condition). 161 

Both datasets will be subjected to the following pre-processing operations. 162 

3 Pre-processing of I-V curves 163 

The pre-processing of I-V curves consists of two main operations: correction and resampling. Irradiance or/and 164 

temperature variations can introduce differences among into I-V curves. These differences could be mis-165 
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interpreted as fault signatures. Therefore, before exploiting I-V curves obtained by measurement or simulation 166 

under different environmental conditions, they must be corrected to an identical condition, usually the STC. 167 

The IEC 60891 standard is intended for this correction. However, the methods it proposes are not suitable for 168 

curves taken from defective photovoltaic panels. A new correction method is presented and applied in this 169 

study. Another difficulty is related to the difference in the number of points that may exist between two I-V 170 

curves. This may be due to the quantization step or to the measuring equipment. After the correction step, a 171 

resampling step is needed to ensure that all curves have the same number of points before being analyzed. 172 

 173 

Different from the double-resampling method adopted in [23], a single resampling method is proposed and 174 

employed in this study. A special procedure to determine the number of resampling points is also designed 175 

considering resampling performance and computational cost. These steps are now detailed in the following.  176 

3.1 Correction of I-V curves 177 

Under various environmental conditions (different G and Tm), measured or simulated I-V curves could have 178 

distinct shapes. Thus, to avoid any misinterpretation, the I-V curves are corrected to the same environmental 179 

condition. Here, STC is used as the target condition.  180 

In [28,29], it is found that the usual I-V curve correction methods are the procedure 1 and procedure 2 from 181 

the IEC 60891 standard [30]. However, these methods have limited performance in the presence of faults. 182 

Therefore, an improved correction method has been proposed and proved able to achieve better overall 183 

correction performance under all the tested faulty conditions (same fault types studied in this paper). 184 

Accordingly, this proposed method, detailed as follows, will be applied to correct the collected I-V curves. 185 

𝐼2 = 𝐼1(1 + 𝛼𝑟𝑒𝑙(𝑇𝑚2 − 𝑇𝑚1))𝐺2/𝐺1  (1) 186 

𝑉2 = 𝑉1 + 𝑐[𝛽𝑟𝑒𝑙(𝑇𝑚2 − 𝑇𝑚1) + 𝑎 ⋅ 𝑙𝑛(𝐺2/𝐺1)]

−𝑅𝑠(𝐼2 − 𝐼1) − 𝜅 ⋅ 𝐼2(𝑇𝑚2 − 𝑇𝑚1)  (2)
 187 

𝑐 = 𝑉𝑜𝑐1[1 + 𝛽𝑟𝑒𝑙(25 − 𝑇1)]  (3) 188 

where, 𝐼1  and 𝐼2 , 𝑉1  and 𝑉2 , 𝑇𝑚1 and 𝑇𝑚2 , 𝐺1 and 𝐺2  are the current, voltage, 𝑇𝑚 , and 𝐺  before and after 189 

correction, respectively; 𝑅𝑠 is the internal series resistance; 𝑎 and 𝜅 are the curve correction factors; 𝑅𝑠, 𝑎, and 190 

𝜅 are determined from the simulations. 191 

3.2 Resampling of I-V curves 192 

After the correction, the I-V curves are resampled. This is particularly necessary when dealing with new I-V 193 

curves with different number of points or distribution. This is the case, for example, for I-V curves measured 194 

by different tracers.  This treatment not only ensures that each I-V curve has the same number of points, but 195 

also, and more importantly, that the points on the curve are uniformly distributed. The resampling to make the 196 

FDD methodology interoperable is described below in several steps:  197 

- Construct a voltage vector with N points linearly distributed in the range [0, Vmax] with a constant step 198 

(Vmax is a constant for all the conditions, which could be set a little higher than the array VOC at STC in 199 

healthy condition to avoid the voltage of improperly-corrected curves to exceed this limit); 200 

- For each voltage value, find the nearest point on the original curve and record the corresponding PV current 201 

value; 202 

- Finally, construct a new current vector with the N values. 203 

To determine N, the quality of the resampling must be quantified. Here, the area error (𝐸𝑎𝑟𝑒𝑎) [31] is adopted 204 

as the metric, as defined in (4). 205 
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 𝐸𝑎𝑟𝑒𝑎 =
𝑆𝐴𝑟𝑒𝑎 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟

𝑆𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙
× 100%  (4) 

Where, 𝑆𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙  is the area enclosed by the original I-V curve, 𝑆𝐴𝑟𝑒𝑎 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟  is the area enclosed by the 206 

difference between the original and the resampled I-V curve. Considering the I-V curves for the eight cases 207 

studied (the original number of points varies between 298 and 363 due the variable simulation time step), the 208 

mean and standard deviation of 𝐸𝑎𝑟𝑒𝑎 with varying N are presented in Fig.  5.  209 

 210 

Fig.  5 𝐸𝑎𝑟𝑒𝑎 of resampling of I-V curves as a function of N (the dots represent the mean value, while the band 211 

represents the standard deviation) 212 

It is observed that, when N > 40, 𝐸𝑎𝑟𝑒𝑎 becomes relatively small (~0.75%) and stable. However, it should be 213 

noted that, beside the quality of the resampling, the complexity of the model (the computational burden of the 214 

classifiers increases with the number of points) also needs to be considered. Therefore, in this study, N is set 215 

to 50 to ensure good resampling performance and reduce computational cost. Thus, after resampling, each I-216 

V curve will consist of 50 points. 217 

4  Feature extraction 218 

After the correction and the resampling of the I-V curves, three types of features are proposed: raw I-V data 219 

or transformed into 1D or 2D vectors to increase the discriminability of features. The transformations are based 220 

on two techniques that have not been so far, to the best of our  knowledge, applied to  I-V curves. A dimension 221 

reduction is also evaluated to reduce information redundancy and computational cost. These steps are now 222 

presented. 223 

4.1 Feature transformation 224 

After the resampling, there are two means to extract features from the resampled current vectors. The first one 225 

is to use these vectors directly as input to classifiers (this method is named ‘direct I-V’ hereafter), while the 226 

second transforms the 1-dimensional (1D) vector to a 2-dimensional (2D) matrix. Specifically, two 227 

transformation techniques, commonly practiced in the transformation of time-series signal will be used in this 228 

research:  229 

1) Gramian Angular Difference Field (GADF) [32]: It calculates the inner product of the input vector via 230 

the characterization of angular difference and preserves the temporal dependency. The size of the 231 

generated matrix (Dmatrix) =Dvector
2, where Dvector is the number of features of the original vector. In this 232 

sense, when Dvector =50, each current vector is transformed to one matrix with Dmatrix = 2500. 233 

2) Recurrence Plot (RP) [33]: It also reveals all the time dependency of vectors and constructs a square 234 

matrix by calculating the inner distance among all the states in the phase space. The phase space is 235 
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generated by embedding a shift (τ) in the input vector, where τ is determined by optimization. The Dmatrix 236 

of RP equals (Dvector− τ)2. In this study, τ=1, thus, Dmatrix=2401. 237 

Some examples of GADF and RP transformation are illustrated in Fig.  6. The reason for performing these 238 

operations will be explained in Section 5.1.4.  239 

 240 

Fig.  6. Examples of matrices transformed by GADF and RP: (a) Healthy, (b) PS, (c) PS2, (d) Rs degradation, 241 

(e) Rsh degradation (the value of each component on the matrix is marked by colormap) 242 

From the examples of transformation, it is observed that the values in both RP and GADF matrix stretches 243 

symmetrically around the main diagonal. When the value of the current vector exhibits a decline, a ‘square’ 244 

will correspondingly appear, as seen from the PS and PS2 cases. When the slope near the 𝑉𝑂𝐶 or 𝐼𝑆𝐶 part of 245 

the I-V curve changes, the diagonal area in the matrix will also shrink along with different directions. In this 246 

way, all the changes in an I-V curve could be reflected in the transformed matrix. 247 

All the three feature extraction methods (direct I-V, RP, and GADF) capture complete information from the 248 

vector of current resampled from original I-V curves. Their performance will be compared to the method that 249 

only uses partial information of the I-V curves. 250 

4.2 Dimension reduction of features  251 

When there is a slight variation in one I-V curve, the resampled current vector used in direct I-V may contain 252 

redundant points and the transformed features could also have information duplication. To reduce the 253 

complexity of the classifiers, and improve the efficiency of the training process, a reduction of the number of 254 

features is performed, using Principal Component Analysis (PCA). The number of principal components 255 

finally retained is a trade-off between the dimension reduction and the loss of information due to the eliminated 256 

components. The usual rule is to keep the minimum number of components that represent a certain amount of 257 

the original information (cumulated variance); 95% is usually adopted. The diagnosis performance without 258 

PCA will also be discussed in in Section 5.1.3. 259 

5 Feature analysis for PV FDD 260 

For the feature extraction methods, except the ones which capture complete I-V curve information (direct I-V, 261 

RP, GADF), one traditional method which uses partial I-V curve information will also be tested for comparison. 262 

This method extracts the eight key features (named ‘8paras’ hereafter) from the original I-V curve and 263 
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environmental parameters, i.e., G, Tm, 𝑉𝑀𝑃𝑃 , 𝐼𝑀𝑃𝑃 , 𝑉𝑂𝐶 , 𝐼𝑆𝐶 , 𝑅𝑠  and 𝑅𝑠ℎ . The parameters 𝑅𝑠  and 𝑅𝑠ℎ  are 264 

calculated by the reciprocal of the slopes of one I-V curve near the 𝑉𝑂𝐶 and 𝐼𝑆𝐶, respectively. In the section 265 

devoted to the diagnosis, several MLT classifiers will be evaluated for the fault classification to find which 266 

one performs better when using the four different input features. 267 

In total, six common MLT classifiers are studied: Artificial Neural Network (ANN), Support Vector Machine 268 

(SVM), k-Nearest Neighbors (kNN), Decision Tree (DT), Random Forest (RF), and Naive Bayesian Classifier 269 

(NBC). These classifiers all tuned and evaluated under Matlab® for the classification of the eight conditions 270 

of PV array. The configuration of these classifiers is listed in Table 5.  271 

Table 5 Configuration of MLT classifiers 272 

MLT Configuration 

All 
types 

Common setting 

• Normalization: true (to [-1,1]) 

• K-fold validation: 5 

• Hyperparameter optimization method: grid search or 
Bayesian method 

ANN • Structure: 1 or 2 hidden layers (5-35 neurons) 

• Loss function: Cross entropy 

• Train algorithm: Scaled conjugate gradient  

• Function: tansig (hidden layer), softmax (output layer) 

SVM • Multiclass method: one-vs-one 

• Kernel scale: optimized 

• Penalty: optimized 

• Kernel function: Linear, Quadratic, Cubic, Gaussian, or 

RBF 

kNN • Number of neighbors: optimized 

• Distance metric: Euclidean, City block, or Chebyshev 

DT • Max number of splits: optimized 

• Split criterion: Gini's diversity index 

• Minimum number of leaf nodes: optimized 

RF • Max number of splits: optimized 

• Minimum number of leaf nodes: optimized 

• Number of predictors selected for each split: optimized 

NBC • Distribution type: Gaussian, or Kernel 

• Kernel Type: Gaussian, Box, Epanechnikov, or Triangle 

• Kernel smoothing window width: optimized 

 273 

5.1 Diagnosis results using simulated data  274 

5.1.1 Performance of fault classification 275 

The training database (presented in Section 2.2) is divided into 70% for training and 30% for validation. This 276 

partitioning ratio (2/3 for learning and 1/3 for testing) is a commonly adopted rule of thumb [34]. With a dataset 277 

of 12,000 samples (I-V curves), this partitioning ratio allows efficient learning and stable validation [35].  278 

Thanks to this validation the hyperparameters of the six MLT classifiers can be determined. The trained model 279 

will be evaluated with the test database (also presented in Section 2.2). 280 

The test accuracy of the six classifiers using the four different input features is presented in Fig.  7. The details 281 

(including the macro precision, recall, F1 score, accuracy, hyperparameters) of the best classifier are listed in 282 

Table 6, and the corresponding confusion matrices are illustrated in Fig.  8. 283 
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 284 

 285 

Fig.  7. Test accuracy of all classifiers (the best accuracy is marked in red bold) 286 

Table 6 Details of the best classifiers 287 

Type of input 

features 

Best 

classifier 
Precision Recall 

F1 

score 
Test accuracy Classifier hyperparameters 

8paras SVM 0.9520 0.9483 0.9479 94.83% Kernel: Polynomial 2, BoxConstraint=29.3 

direct I-V ANN 0.9992 0.9992 0.9992 99.92% #Neurons in hidden layer =15 

RP ANN 0.9996 0.9996 0.9996 99.96% #Neurons in hidden layer =10 

GADF ANN 1 1 1 100% #Neurons in hidden layer =32 

 288 

 289 

Fig.  8. Confusion matrix of the best classifier when using four types of input features 290 

From an input perspective, it can be seen that using features based on the full I-V curve (i.e. direct I-V, RP and 291 

GADF) leads to higher classification accuracy and F1 score than using partial I-V curve information (i.e. 292 

8paras). For the 8paras type, the highest accuracy is only 94.83%.  293 

Large misclassification occurs for PS1, PS2, and Rs degradation. This was predictable because under these 294 



 12 

conditions, the MPPs of some of the curves could have similar or even identical positions, especially in the 295 

presence of measurement noise. In conclusion, if only 𝑉𝑀𝑃𝑃, 𝐼𝑀𝑃𝑃, 𝑉𝑂𝐶, 𝐼𝑆𝐶, 𝑅𝑠 and 𝑅𝑠ℎ are adopted as curve 296 

features, poor performance will be obtained.  297 

Comparatively, for the full I-V curve-based methods (direct I-V, RP, and GADF), almost all the curve 298 

information is embedded in the input features. Thus, the classifiers can learn the variation trend of the curves 299 

and achieve high classification results, all of them higher than 99.9%. For GADF, using ANN as the classifier 300 

achieves 100% classification. For direct I-V and RP, there are one or two I-V curves wrongly classified.   301 

In terms of average accuracy, RP and GADF perform better than direct I-V, with the six MLT classifiers. This 302 

proves that the transformation of features is relevant as it improves the classification performance. This could 303 

also be seen from the 2D t-SNE [36] graphs shown in Fig.  9, where the discriminability of the different features 304 

can be observed. 305 

 306 

Fig.  9.  t-SNE graphs of 4 types of input features extracted from identical test database: (a) 8paras, (b) direct I-V, (c) 307 

RP, (d) GADF 308 

From the t-SNE graphs, it can be observed that the clusters of features- 8paras are nearly all mixed up, which 309 

shows up its low capability of discriminating the different cases.  For RP and GADF, the clusters are relatively 310 

more separated than that of direct I-V, like among PS1, PS2, and Rsh degradation. This is clearer for GADF. 311 

This means, using RP or GADF, the discriminability of input features is enforced, which therefore allows all 312 

the MLT classifiers to achieve better classification, as presented in Fig.  7.  313 

5.1.2 Robustness to additional disturbance 314 

In this part, the best MLT classifiers for the four types of input features (presented in Table 6) will be tested 315 

with new test data sets to assess their robustness to random measurement errors and environmental noise. In 316 

the following, the range of variation is larger than in the previous test data set. The corresponding best 317 

classification results when using the four types of input features are presented in Fig.  10. 318 
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 319 
Fig.  10. Best classification accuracy using test dataset with varying level of added disturbance ((a): varying 320 

measurement random error of V and I; (b): varying environmental noise of V and I. The disturbance level adopted in the 321 

training dataset is marked in ‘diamond’) 322 

 323 

It is observed that, overall, the best accuracy, when using all four types of features, decreases with increasing 324 

disturbance level. However, the use of features based on full I-V curves (direct I-V, RP and GADF) is more 325 

robust than the partial use of curves (8paras).  326 

As for direct I-V, RP, and GADF, the best accuracy has a similar trend for low disturbance level. However, 327 

GADF experiences a slighter decrease of performance with increasing disturbance in V and I. Nevertheless, 328 

GADF clearly outperforms direct I-V and RP, with fewer I-V curves under heathy and Rsh degradation 329 

misclassified in other conditions. It can be concluded that the classifier using GADF to extract features has a 330 

better overall robustness to additional disturbance than other types of feature extraction methods. 331 

5.1.3 Impact of PCA operation 332 

As presented in Section 4.2, for direct I-V, RP, or GADF, the dimension of extracted features has been reduced 333 

with PCA before fed to the MLT classifiers. In the following, the impact of this operation on the diagnosis 334 

performance will be discussed. Specifically, the processing time, and the test accuracy with and without PCA 335 

are compared as shown in Table 7. In this study, the platform is Matlab® R2020b with CPU of Intel(R) Xeon(R) 336 

E-2174G CPU @ 3.80GHz and RAM of 32G. 337 

Table 7 Influence of PCA on time and accuracy 338 

Input 

feature type 
PCA 

Pre-processing time 

(PCA included) (s) 

Training  

time (s) 

Preprocess+ 

train time (s) 

Testing  

time (s) 

Test 

accuracy 

direct I-V 
Y 0.39 41.57 41.96 0.01 99.92% 

N 0.37 58.65 59.02 0.01 99.88% 

RP 
Y 97.72 48.31 146.03 0.01 99.96% 

N 89.33 1209.23 1298.56 0.13 99.92% 

GADF 
Y 48.88 31.75 80.63 0.01 100% 

N 46.90 670.89 717.79 0.11 100% 

 339 

From these results, the following conclusions can be drawn about the effects of PCA :  340 

▪ Significant reduction of the total training time (pre-processing + training), especially for RP and GADF 341 

for which there is a decrease of almost 90% when PCA is used, 342 

▪ The accuracy of the classification is hardly affected.  343 

Thus, it is favorable to conduct the dimension reduction with PCA, especially for high-dimensional features 344 

(a) (b)
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extraction, as for RP and GADF. 345 

 346 

5.1.4 Impact of transformation 347 

In Section 4.1, in addition to direct I-V, two feature transformation methods (RP and GADF) have been 348 

introduced. Clearly, the feature dimension after transformation greatly increases as the current vector is 349 

transformed into a square matrix. On one side, this could increase the complexity of FDD methodology, like 350 

the longer processing time needed to perform dimension reduction and training, as it can be observed in Table 351 

7. 352 

On the other side, it should be noted that the transformation is able to increase the discriminability of features, 353 

as presented in the t-SNE graph in Fig.  9. This can also be noted from the observation of the outputs of the 354 

neurons. From the test results given in Fig.  8, for the I-V curves of the array under healthy condition, direct I-355 

V, RP and GADF could all achieve 100% classification. However, from the detailed results of the output of 356 

the best classifier, a difference in the confidence of the classification could be observed, for healthy conditions, 357 

as shown in Fig.  11.  358 

 359 

Fig.  11 Neuron output of the best classifier under healthy condition using direct I-V, RP, and GADF: (a) direct I-V, (b) 360 

RP, (c) GADF 361 

For these three types of features, ANN is the best classifier. The output values of the eight neurons in the output 362 

layer (corresponding to the eight cases) are presented. For each prediction of class, the sum of all the outputs 363 

equals to one.  The predicted class is the one whose neuron has the highest output. In this sense, the greater 364 

the difference between the neurons' outputs, the more reliable the prediction. To quantify the output difference, 365 

∆𝑜𝑢𝑡𝑝𝑢𝑡 is defined as the difference between the largest neuron output minus the second largest output. The 366 

larger ∆𝑜𝑢𝑡𝑝𝑢𝑡 , the more confidence can be placed in the classifier.  In Fig.  12, the mean of the ∆𝑜𝑢𝑡𝑝𝑢𝑡 367 

(∆𝑜𝑢𝑡𝑝𝑢𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) for the 300 test I-V curves under healthy condition is displayed. It can be observed that direct I-V 368 

and RP have almost the same performance, while GADF reaches the highest value with 0.996. This means, 369 

when using GADF for feature extraction, the decision made by the best classifier is more reliable, which once 370 

more confirms the merit of performing feature transformation. 371 

In addition, the t-SNE figure of features (already presented in Fig. 8) also proves that the robustness to the 372 

additional disturbance when using RP and GADF is enforced to that using direct I-V, especially for GADF. 373 

To investigate why the transformation could increase the discriminability of features, the difference between 374 

features under different conditions after transformation is analyzed. In fact, the I-V curves of an array under 375 

incipient fault conditions (like low PS degree, low additional 𝑅𝑠, large additional 𝑅𝑠ℎ) are prone to be confused 376 

(a) (b) (c)
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with those under healthy conditions. Therefore, taking the features of I-V curves under healthy condition as a 377 

reference, the difference between the reference and the features from I-V curves under PS, Rs, or Rsh 378 

degradation with different fault severities can be quantified. Here, the Root Mean Squared Error (RMSE) is 379 

used as the metric, defined as: 380 

 
𝑅𝑀𝑆𝐸 =

√∑ (𝑋𝑖 − 𝑋𝑖𝑟𝑒𝑓
)

2
𝑛
1

𝑛
 

(5) 

where, 𝑋𝑖 is the 𝑖𝑡ℎ element in the transformed feature 𝑋, 𝑛 is the number of elements in the feature. 𝑋 could 381 

be the current vector built by direct I-V method or the matrix built by RP or GADF method.  382 

 383 

Fig.  12 Normalized RMSE of features between healthy and (a) PS, (b) Rs degradation, (c) Rsh degradation   384 

From Fig.  12, it is observed that the normalized RSME of direct I-V and RP have almost a similar evolution 385 

under the three conditions, while that of GADF increases clearly faster, especially under PS and Rsh 386 

degradation. This means, with increasing fault severity, GADF features will be more sensitive. It can also be 387 

pointed out that incipient fault (variation lower than 10%) diagnosis is an opened challenge as the deviation is 388 

very low for all the transformations. However, the discriminability of features under the different cases is 389 

enforced with the feature transformation, especially with GADF. 390 

5.2 Diagnosis results using experimental data 391 

5.2.1 Field test setup 392 

To evaluate the trained classifiers under real case, an experimental PV array of 6 sc-Si modules (Wiltec 62391-393 

50W) is constructed, as shown in Fig.  13. The parameters of the PV modules in the simulation and field tests 394 

are identical. A reference cell (RG100) is used to measure G, and a Pt100 probe (class A) to measure the back-395 

sheet Tm of one module. Two multimeters (Keithley 2440 and 175) record the measurements G and Tm. The I-396 

V tracer (Chauvin-Arnoux FTV200) records the array’s I-V curves. 397 

(a) (b) (c)
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 398 

Fig.  13 Field test setup 399 

All the eight PV array cases are reproduced, and the corresponding I-V curves are recorded. Some fault setups 400 

are shown in  Fig.  14. Table 8 shows the severities of the faults, which are consistent with those used for 401 

training and presented in Table 4. Fifteen curves are recorded for each of the eight cases. Therefore, there are 402 

120 I-V curves, some of which after correction and extrapolation are shown in Fig.  15. 403 

 404 

Fig.  14. Examples of fault setup  405 

 406 

Fig.  15. Examples of measured I-V curves under 8 PV array conditions  407 

Table 8 Setting of fault severity 408 

Condition Varying fault severity 
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Healthy, SC, SC2, OC None 

PS, PS2 
PS degree controlled by 3 different distances 

between the shelter and the panels 

Rs degradation Additional resistance in series: 1Ω, 2Ω, 4Ω 

Rsh degradation 
Additional resistance in parallel: 30Ω, 50Ω, 

150Ω 

 409 

5.2.2 Classification results 410 

After the pre-processing (correction, resampling) and feature extraction (with four feature extraction methods, 411 

namely, 8paras, direct I-V, RP, or GADF), the processed samples are then fed into the best tuned classifiers 412 

(trained with simulated data presented in Table 6) for classification. The results are presented in Fig.  16. 413 

 414 

Fig.  16. Testing results using field-measured data 415 

According to Fig. 15, similar to the previous observations for simulation results, the classifiers using the 416 

features based on full I-V curve information (direct I-V, RP, and GADF) outperform the one using partial 417 

information (8paras). For 8paras, the main misclassification occurs between PS and PS2, between PS/PS2 and 418 

Rs/Rsh degradation, which corresponds to Fig.  8. For the three types of features based on the full I-V curves, 419 

the classification performance reaches 100% with GADF and RP. There is one I-V curve wrongly classified 420 

when using direct I-V. This experimental test not only validates the effectiveness of the tuned classifiers using 421 

simulated data but also shows the benefit of using features based on full I-V curves for PV FDD. 422 
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5.3 Comparative study 423 

There are several other methods in the literature to extract features from I-V curves for FDD. In the following, 424 

a comparative study will be conducted with the simulated and experimental database presented in Section 2.2. 425 

The extracted features will be processed by the MLTs presented in Section 错误!未找到引用源。. For each 426 

type of new feature, the MLT classifiers will be re-tuned. Then, the best classifier will be validated with the 427 

same field-measured dataset. The accuracies and processing times are summarized in Table 9. 428 

Table 9 Comparison of PV FDD results of different methods 429 

Use of  

I-V curves 
Method 

Accuracy Time 

Train  Test Field test  Pre-process +train  Test  Field test* 

Partial 

6paras [37] 95.41% 94.04% 90.83% 3.59s 0.05s 0.05s 

8paras 96.21% 94.83% 91.67% 3.08s 0.05s 0.09s 

Complete 

 

IVGT [23] 99.75% 98.83% 97.5% 38.62s 0.01s 2.13s 

IV image [38] 100% 99.58% 95.00% 20min 13.9s 29.4s 

direct I-V 100% 99.92% 99.17% 41.96s 0.01s 0.17s 

RP 100% 99.96% 100% 146.03s 0.01s 0.29s 

GADF 100% 100% 100% 80.63s 0.01s 0.21s 

* Field test time includes the time of pre-processing and classification of 120 curves 430 

The method based on partial use of an I-V curve requires less time for the pre-processing and the training than 431 

the others to the detriment of a limited accuracy. For the methods based on complete use of one I-V curve, the 432 

three proposed methods (i.e., direct I-V, RP, and GADF) show better classification accuracy than the other 433 

ones. Additionally, the decision-making time in field tests is also rapid, less than 0.3s. The IVGT method is 434 

also based on resampling but performs worse than the proposed three methods. This is supposedly due to a 435 

lack of efficient integration of G and Tm information into the features. As for the IV image method, its 436 

performance is similar to the IVGT method. However, due to the complexity of image data, the training and 437 

field test times are significantly longer than the other methods, making it less competitive for rapid deployment 438 

in PV FDD applications. 439 

Compared with other I-V curve-based feature extraction methods, the three proposed methods (direct I-V, RP 440 

and GADF) has the following advantages: 441 

▪ the classification performance is very good both with simulation and field data, 442 

▪ the processing time is reasonable with low complexity in the pre-processing and learning stages, so as 443 

to ensure rapid decision making in field trials. 444 

Therefore, the whole FDD methodology based on full I-V curves and these feature extraction methods is very 445 

promising for health monitoring of PV modules. 446 

5.4 Discussion  447 

From the diagnosis results, it is found that the performance of the classifier depends on the input features, i.e., 448 

support vector machine when using 8paras, artificial neural network when using other features. This is why it 449 

is essential to tune several classifiers to find out which one will have the best performance depending on which 450 

features are being used as inputs. Besides, it is also noteworthy that the type of input features has a more 451 

significant impact on the classification performance (accuracy and robustness to disturbance) than the type of 452 
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classifiers. These results prove the utmost importance of the pre-processing stage in which the original samples 453 

are transformed to extract efficient features for higher discriminability. In essence, the objective of the pre-454 

processing process is to improve the quality of the input features. This, if achieved, could not only ease the 455 

subsequent tuning process of classifiers but also improve the diagnosis performance.  456 

6 Conclusion 457 

In this paper, a methodology using full I-V curves and machine learning techniques for the fault diagnosis of 458 

PV array under eight conditions has been introduced. It has been shown that the three feature extraction 459 

methods that employ full I-V curve information perform better than the one using partial information of one I-460 

V curve. Among the three complete information-based methods, through 1-dimension or 2-dimension 461 

transformation, Gramian angular difference field has the highest capability of discriminating the eight 462 

conditions and exhibits highest robustness to measurement errors and environmental disturbance. The 463 

classifiers tuned with simulated samples have been validated with field-measured I-V curves. The best 464 

classifier (artificial neural network) achieves 100% classification accuracy for both simulation and field tests. 465 

The methodology and the results may constitute a valuable experience for future researchers on how to take 466 

benefit from the complete information embedded in I-V curves, to perform efficient PV fault diagnosis. 467 

There are still some challenges to be addressed in future works: (1) incipient fault (at their earliest stage) should 468 

be detected. I-V curves should be simulated and measured under these conditions to evaluate the proposed PV 469 

fault detection and diagnosis methodology; (2) other transformation and dimension reduction techniques could 470 

be evaluated to enhance discriminability and reduce computational cost and complexity; (3) for very large PV 471 

plants, measurement of I-V curves at string or module level should be addressed; (4) the fault detection and 472 

diagnosis methods should address different simultaneous faults that may affect the same module or string; (5) 473 

the performance of FDD methods should be analyzed for PV plants in which only inverter-level measurements 474 

are available. 475 
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