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Abstract

In this paper we propose a new positive finite volume scheme for degenerate parabolic equations
with strongly anisotropic diffusion tensors. The key idea is to approximate the fluxes thanks to a
weighted-centered scheme depending on the sign of the stiffness coefficients. More specifically, we em-
ploy a centered discretization for the mobility-like function when the transmissibilities are positive and
a weighted harmonic scheme in regions where the negative transmissibilities occurs. This technique
prevents the formation of undershoots which entails the positivity-preserving of the approach. Also,
the scheme construction retains the main elements, namely the coercivity and compactness estimates,
allowing the existence and the convergence of the nonlinear finite volume scheme under general assump-
tions on the physical inputs, the nonlinearities and the mesh. The numerical implementation of the
methodology shows that the lower bound on the discrete solution is respected and optimal convergence
rates are recovered on strongly anisotropic various test-cases.

Keywords: degenerate diffusion equations, anisotropy, positivity, weighted-centered scheme, coercivity.

1 Introduction

Unsteady degenerate diffusion equations with highly anisotropic tensors arise naturally in many models
of porous media flows [12, 35], heat transfer [26] and chemotaxis [24]. Obtaining accurate schemes
which preserve the positivity of the scheme can be done on regular grids using methods based on finite
difference schemes (see [13]). The establishment of an accurate finite volume approximation to their
positive solutions on generic meshes and highly anisotropic diffusion tensors is a challenging topic.

In the case of linear diffusion equations, the literature on positivity preserving schemes is large
(see for example [20, 34] among many others). For the nonlinear degenerate case, one can find in [27] a
numerical method preserving positivity, using a repair method in the one-dimensional case. Some positive
approaches have been already proposed in the literature for degenerate parabolic equations. We first
mention the work of Cancès et al. [8] where a Godunov scheme was constructed and studied in the case
of a nonlinear diffusion model. The main idea is to correct the oscillatory term using a first order upwind
scheme with respect to the sign of transmissibilities. As a result, the method ensures the positivity of
the approximated solution. It has been extended to a chemotaxis system [25] and to a compressible
two-phase flows problem [21]. A slightly improvement was proposed in [22] where the upwinding is
taken place only if necessary. However, under some circumstances, both methodologies lack robustness
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since they induce an important numerical diffusion as the anisotropic ratio becomes important. An
alternative formulation was conceived in [30] to limit the impact of the artificial diffusion, but the
accuracy remains of first order. Alternatively, accurate schemes based on logarithmic formulations of
the potential function were suggested in [9, 32]. The advantage is to tackle quite general meshes and
fully tensors. They reinforce the positivity of the solution by construction, but the numerical solver may
encounter convergence problems for highly anisotropic diffusion matrices. Furthermore, their extension
to complex problems such as porous media flows is not clear. A similar remark was underlined in the
recent contribution [31].

The first objective of this work is to devise and investigate an improved positive finite volume
discretization for diffusion equations by extending the ideas of [8, 22]. In the present paper, the employed
technique is generic on finite volume schemes that could be written using the two points like structure
[11, 17, 33]. Here, it is applied in the context of the control volume finite element approximation [1, 18].
The method gives stiffness coefficients with a possible negative sign when the mesh presents some obtuse
angles or when the tensor is not scalar. This may yield nonphysical oscillations on the numerical solution.
To circumvent this problem, the main contribution is to combine a centered scheme to an upwind one
through a weighted harmonic mean. The key idea is to take advantage of the high accuracy offered by
the centered scheme while keeping the stability provided by the upstream scheme. The second aim is to
examine the robustness of the developed scheme from a practical perspective and compare its behavior
to some versions of the literature. It is shown that the novel scheme provides competitive results in
terms of stability and accuracy.

This paper follows the subsequent outline. In Section 2, we state the mathematical problem we are
interested in and set up the main hypotheses on the physical parameters and on the nonlinearities. We
also define the concept of the weak solution to which the numerical scheme must converge. Section 3
specifies the discrete setting consisting of the primal and dual meshes together with basic notations.
In Section 4 we introduce a generic nonlinear finite volume discretization encompassing many schemes
stemming from the approximation of the nonlinear diffusion function. Several propositions are suggested
based on two essential elements, notably accuracy and positivity. A weighted scheme with a better
compromise between these two properties is derived. In Section 5, it is established that this novel
scheme enables the positivity of the solution and the derivation of the energy estimates. The existence
of discrete solutions is also studied. The convergence of the proposed finite volume scheme requires
compactness in time and in space together with the passage to the limit. Details on such a procedure
are omitted since they greatly resemble to what is already done in the literature. Finally, In Section 6
we perform various numerical experiments putting in practice our approach. Compared to some other
schemes, they highlight the ability of the weighted scheme to simultaneously guarantee the solution
positivity and retain optimal convergence rates.

2 Model problem

The focus of this work consists in developing and analyzing an accurate positive finite volume method
for solving the nonlinear parabolic equation

ut − divα(u)A∇β(u) = q(u), in Ωtf , (2.1)

where Ωtf = Ω×(0, tf ), Ω is a bounded connected open subset of Rd (d > 2) and tf > 0 is the final time.
The main unknown is u(x, t) which refers to the diffusion of a given quantity (e.g. density, saturation,
concentration, etc) or the propagation of heat within Ω. The function α measures the diffusion behavior
of the quantity of interest and β is the potential function. The matrix A accounts for anisotropy. Sources
and sinks are represented by q. Set ∂Ω = ∂ΩN ∪ ∂ΩD. We also consider the mixed boundary conditions

α(u)A∇β(u) · n = 0 on ∂ΩN × (0, tf ), u = 0 on ∂ΩD × (0, tf ), (2.2)

where n denotes the outward unit normal to ∂ΩN , as well as the initial condition

u|t=0 = u0 in Ω. (2.3)

The main assumptions are given below.
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(H1) The mobility function α : [0,+∞) → R+ is continuous, nondecreasing and degenerate at 0
i.e. α(0) = 0. It is extended by 0 on (−∞, 0). The potential β is continuous and (strictly)
increasing on R+. Assume that z →

√
α(z)β′(z) is locally integrable on R+. Define Kirchhoff’s

transform ξ(s) =
∫ s

0

√
α(z)β′(z) dz. We assume that ξ satisfies the inequality ξ(s) > Cξβ(s)−

C ′ξ, for all s > 0. It is also supposed to verify

∃ε > 0, s1+ε ≤ C ′′ξ
(

1 + ξ(s)2
)
, ∀s ≥ 0, (2.4)

where Cξ, C
′
ξ, C

′′
ξ are some positive constants.

(H2) We suppose that u0 > 0 and u0,Υ(u0) are belonging to L1(Ω) where Υ is a positive primitive
to the function β.

(H3) The diffusion tensor A(·) is a symmetric matrix belonging to L∞(Ω)d×d and obeys the ellip-
ticity condition :

A0 |v|2 6 A(·)v · v 6 A1 |v|2 , ∀v ∈ Rd,

where A0,A1 are given positive constants.

(H4) The right hand side term q is a bounded continuous function from [0,+∞) into R+. There
exists Cq > 0 such that q(s) 6 Cq,∀s > 0.

Remark 2.1. The framework of Assumption (H1) includes general nonlinearities of β and α. The main
aim of the inequality (2.4) is to handle the convergence analysis of the accumulation term following the
guidelines of [9, 30]. The examples taken in the numerical section meet the underlined requirements (e.g.
α(u) = β(u) =

√
2u).

It is now possible to properly define the kind of the solution we are going to approximate. First,
consider

H1
D(Ω) =

{
u ∈ H1(Ω) / u = 0 on ∂ΩD

}
.

Definition 2.1. Under Assumptions (H1)-(H4), a weak solution to the mathematical problem (2.1)-
(2.3) is a measurable function u : Ωtf → R such that the following requirements are fulfilled:

(i) u > 0, ξ(u) ∈ L2
(
0, tf ;H1

D(Ω)
)
,

(ii) the weak formulation

−
∫

Ωtf

uψt dx dt−
∫

Ω

u0ψ(·, 0) dx+

∫
Ωtf

√
α(u)A∇ξ(u) · ∇ψ dxdt =

∫
Ωtf

q(u)ψ dxdt,

holds true for all ψ ∈ C∞c
(
Ω× [0, tf )

)
with ψ = 0 on ∂ΩD × (0, tf ).

It was already established that the problem (2.1)-(2.3) has a unique weak solution in the sense of
Definition 2.1. The proof of the existence result can be documented in [2]. The uniqueness question was
treated in [29].

3 Mesh in space and in time

This section is devoted to the discretization of Ωtf and to the description of discrete unknowns and
functions.

Two meshes are built, a primal conforming finite element mesh and a dual mesh. This primal mesh
denoted byM is a partition of Ω with nonempty convex disjoint simplices (triangles if d = 2, tetrahedra
if d = 3) such that ∪T∈MT = Ω. The vertices set of the collectionM is denoted by V. Let us consider V∗
as the set of the degrees of freedom located at the domain interior and on the Neumann boundary ∂ΩN .
They are ordered from 1 to NV∗ = #V∗. The Dirichlet boundary vertices are labeled with numbers from
NV∗ + 1 to NV = #V.

The dual mesh denoted by D is made of the control volumes that are constructed and centered
around the vertices. We detail the construction in the case d = 2, similar steps are used for d > 2.
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Let us denote by Mi the set of triangles sharing the vertex indexed by i, for all i = 1 · · ·NV . To each
vertex identified by i we link a unique cell Ki defined by connecting the barycenter of every T ∈Mi to
the edges of the same T intersecting in i. We designate by FT the set containing dual edges included
in the triangle T . We set FTi = {ν ∈ FT | ν ⊂ ∂Ki} whenever T ∈ Mi. Each interface νij ∈ FTi is
characterized by its length |νij | and the unit normal nij oriented from Ki to Kj . The notation |Ki|
defines the volume of cell Ki. The center of Ki is denoted by xi. Fig. 1 illustrates the example of primal
mesh together with its corresponding dual mesh.

Figure 1: A primal triangulation with the associated dual mesh.

Let us denote by hT the diameter of the triangle T . The size of the mesh is given by hM =
maxT∈M hT . Let ρT be the radius of the biggest ball included in T . The mesh regularity θM is defined
as

θM = max
T∈M

hT
ρT
.

If (M`)`∈N is a sequence of triangular meshes such that hM`
→ 0 as ` → +∞, we assume that θM`

is
dominated by some θ0 i.e. θM`

6 θ0 for all ` ∈ N.
Set Ja, bK = [a, b] ∩ N. Let us fix IV∗ = J1, NV∗K and ID = JNV∗ + 1, NVK. Consider the following

space of P1 finite elements on the mesh M

XM =
{
vh ∈ C0(Ω) | vh|T is affine , ∀T ∈M, vh(xi) = 0, ∀i ∈ ID

}
⊂ H1

0 (Ω).

This space admits a basis of shape functions denoted by (φi)i∈IV∗ where φi(xj) equates 1 if i = j and
0 otherwise. Given (vi)i∈IV∗ , we construct the function vh as the element of XM and its corresponding
discrete gradient defined as follows

vh =

NV∗∑
i=1

viφi, ∇vh =

NV∗∑
i=1

vi∇φi.

If g is a nonlinear function from R→ R we make the convention g((vi)i∈IV∗ ) = (g(vi))i∈IV∗ . Then g(vh)
is defined in the same way as vh, it suffices to replace vi by g(vi) in the above definition. It is similar
for ∇hg(vh). We underline that XM can be equipped by the energy norm ‖∇hvh‖L2(Ω)d .

It is also possible to define a piecewise constant (finite volume) function using the dual mesh such

that vD =
∑NV∗
i=1 vi1Ki , where 1Ki is the indicator function on Ki.

The transmissibility coefficients are defined by

λTij = −
∫
T

A∇φi · ∇φj dx.

The sign of λTij is of crucial importance in the stability analysis of the numerical scheme. Let us underline

that the physical transmissibility occurs when λTij ≥ 0. For instance, this situation holds true if A is scalar
and all the triangle angles of the triangulation satisfy Delaunay’s condition [14]. On the other hand,
when some λTij are negative, the maximum principle for parabolic equations, stating the positivity of
the solution, is destroyed at the discrete level. Recovering this primordial property without diminishing
accuracy is indeed a challenging task.
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Using the properties of the shape functions [1, 8], it can be checked that∫
Ω

A∇uh · ∇vh dx =
∑
T∈M

∑
νij∈FT

λTij(ui − uj)(vi − vj).

Finally, the temporal mesh can be spanned by an increasing sequence (tτ )τ∈J0,nf K such that

t0 = 0 < t1 < · · · < tnf = tf .

This subdivision is supposed to be uniform i.e. the points tτ with τ ∈ J0, nf K are equidistant. We will
denote by δτ = tτ − tτ−1 the time step. The developed scheme and its analysis remain valid in the case
of adaptive time steps. We do not handle the variable time stepping to alleviate the notations.

Given now the time-dependent vector (vτi )i∈IV∗ ,τ∈J0,nf K, we define

vh,δτ (·, t) = vτh(·), ∇hvh,δτ (·, t) = ∇hvτh(·), vD,δτ (·, t) = vτD(·), ∀t ∈ (tτ , tτ+1].

4 Generic nonlinear finite volume scheme

The principle of the finite volume methodology is to discretize the integral formulation of (2.1) over the
control volumes Ki. Using Green’s formula, the task reduces to design appropriate flux approximation
across interfaces of every adjacent cells. This strategy allows to propose the subsequent generic numerical
scheme.

Firstly, the discrete initial condition is given by the integral mean

u0
i =

1

|Ki|

∫
Ki

u0(x) dx, ∀i ∈ IV∗ , u0
i = 0, ∀i ∈ ID. (4.1)

Secondly, we consider an implicit Euler scheme in time to preserve the unconditional stability of the
proposed finite volume method in time. Then, our approach consists in computing {uτi } by solving the
following discrete nonlinear equations at each time level τ ∈ J1, nf K:

uτi − uτ−1
i +

δτ

|Ki|
∑
T∈Mi

∑
νij∈FTi

λTijα
τ
ij

(
β(uτi )− β(uτj )

)
= δτq(uτi ), ∀i ∈ IV∗ . (4.2)

The Dirichlet boundary condition imposes

uτi = 0, ∀i ∈ ID. (4.3)

The formula of ατij involves only the unknowns located at the vertices of the element T . This dependency
is not highlighted for legibility. We are subsequently discussing some expressions of ατij based on two
crucial quests, namely : positivity and accuracy. The pros and cons of each choice are also addressed.

4.1 Centered scheme

There are many ways to define a centered approximation for ατij . A standard possibility is to consider
the arithmetic scheme written as

ατ,Cij =
α(uτi ) + α(uτj )

2
. (4.4)

The centered choice is highly recommended when all the coefficients λTij are nonnegative since the
numerical accuracy is optimal, meaning that, quadratic (numerical) rate is generally achieved for the
diffusion when the solution is smooth enough. It has been applied to many industrial and practical
problems [1, 3, 17, 16, 5]. On the other hand, it is well established that the centered approximation in
finite volumes violates the discrete maximum principle on coarse meshes as long as some λTij become
negative. We will also see in th numerical section that this centered scheme lead to a divergent behavior
of the nonlinear solver in the case of strong anisotropic ratios. This has led to the development of the
following alternative.
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4.2 Godunov scheme

The Godunov scheme, for nonlinear elliptic terms [8], consists in upwinding the diffusion coefficient ατij
with respect to the sign of the transmissibility λTij as follows

ατ,Gij =


max
s∈Iτij

α(s) if λTij > 0

min
s∈Iτij

α(s) otherwise

, (4.5)

where Iτij = [min(uτi , u
τ
j ),max(uτi , u

τ
j )]. It induces the numerical diffusion allowing to prevent the for-

mation of possible nonphysical oscillations and then turns the scheme to be positivity-preserving. The
expected accuracy is of first order because of the upstreaming. For this reason, it has been applied to
advanced models like Keller-Segel system in [10] and to compressible two-phase flow problem in [21].
In case of strong anisotropy, the produced numerical viscosity becomes important and slows drastically
the convergence rate. To tackle this issue, a complete modification of the scheme has been proposed
in [30]. An extension of the latter method to the context of the VAG (Vertex Approximate Gradient)
discretization has been successfully used in [7]. The key idea is to introduce an upwinding with respect
to flux-like function. On the other hand, there is still an increasing need to improve the accuracy of the
corrected scheme in order to the recover the optimal accuracy offered by the centered approach. Before
elaborating our new approach to achieve this goal, we would like to indicate the first core hint towards
our strategy in the following subsection.

4.3 Sub-upwinding scheme

The main idea of the sub-upwinding approach, already proposed in [22], is to apply the upwind scheme
only when it is necessary. In other words, the centered scheme is maintained for λTij > 0 whereas it

switches into the Godunov one when λTij < 0. Then, the chosen diffusion coefficient reads

ατ,Sij =


ατ,Cij if λTij > 0

ατ,Gij if λTij < 0

. (4.6)

Also, this strategy yields solutions honoring their physical bounds with an accuracy of first order. Even
if the idea seems relevant, the scheme suffers from the numerical diffusion for highly anisotropic ratios.
To overcome this challenge, it is mandatory to work on and develop another substitute for ατ,Sij . This is
the object of the following discussion.

4.4 Weighted centered-upwinding scheme

In this paper, the main idea to is combine the formal second order accuracy of the centered scheme and
the strength of the upwind discretization allowing to preserve positivity. More importantly, the chosen
value of the diffusion coefficient should stay closer to a centered approximation when no undershoots
occur and eliminate the problematic terms otherwise. A better compromise can be achieved using the
following weighted harmonic average

ατ,Wij =


ατ,Tij if λTij > 0

(1 + γ)ατ,min
ij ατ,Tij

γατ,Tij + ατ,min
ij

if λTij < 0

, (4.7)

where

ατ,Tij =
1

#VT

#VT∑
κ=1

α(uτκ), and ατ,min
ij = min

κ∈VT
α(uτκ).
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In the case where ατ,Tij = 0, we simply consider ατ,Wij = 0. The parameter γ serves to reduce the influence

of the numerical diffusion. It must be small enough so that ατ,Wij ≈ ατ,Tij holds in the favorable situation

(ατ,min
ij 6= 0). Numerically, we can take γ = 10−6 for instance. Notice that, if ατ,min

ij 6= 0, one has

lim
γ→0

ατ,Wij (γ) = ατ,Tij .

In the numerical section we will provide a full comparison of the aforementioned schemes. We also
investigate the impact of the parameter γ, especially when the anisotropic contrast is large. Notice that
γ must be (0, 1] so that one has

ατ,min
ij 6 ατ,Wij 6 ατ,Tij .

This is an important inequality for the convergence analysis following the arguments of [8].

Remark 4.1. The function α is assumed to be nondecreasing to simplify the presentation of the scheme
and its analysis. This might not cover a wide range of nonlinearities encountered in complex problems
such as the capillary terms arising in multi-phase porous media flows [6, 7, 12]. To overcome this issue,
it is possible to design an adequate finite volume scheme for general nonlinearities α. Indeed, this requires
the introduction of the full Kirchhoff transform which is formally defined as

ζ(s) =

∫ s

0

α(z)β′(z) dz.

Then, the equation (2.1) is rewritten as follows [32]

ut − div %(u)A∇%(u) = q(u),

where %(u) =
√

2ζ(u) which is increasing. Hence, the corresponding finite volume scheme becomes

uτi − uτ−1
i +

δτ

|Ki|
∑
T∈Mi

∑
νij∈FTi

λTij%
τ
ij

(
%(uτi )− %(uτj )

)
= δτq(uτi ), ∀i ∈ IV∗ .

Up to a slight modification of Assumptions (H1)-(H2), the analysis of the next section remains similar
and valid except for the energy estimates. More specifically, one needs to select the test function as ζ(u)
in order to derive uniform estimation on the discrete gradient of ζ(u).

In practice, it is not clear how to explicitly compute ζ and therefore %. A possible way is to use an
accurate quadrature rule which does not increase the computational cost. For instance, one can make
use of Simpson’s rule to evaluate ζ.

5 Analysis of the positive finite volume scheme

In this section, we are only concerned with the novel case ατij := ατ,Wij . The objective is to show that it
still yields a stable, coercive and convergent scheme.

In the rest of the paper, C denotes generic various constants which depend only on the prescribed
physical data on possibly and on the mesh regularity, but not on the time and space steps.

5.1 Positivity and energy estimates

To begin with, we prove that the solution remains in its physical interval by construction.

Proposition 5.1. The nonlinear numerical scheme (4.2)-(4.3) preserves the positivity. In other words,
there holds

uτi > 0, ∀i ∈ IV∗ , ∀τ ∈ J0, nf K. (5.1)
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Proof. An inductive argument on τ is used. Take τ such that 1 6 τ 6 nf and assume that the
property (5.1) holds for τ − 1. On the other hand, we proceed by contradiction in space. For this, select
i0 ∈ J1, NV∗K and set uτi0 = min16i6NV∗ u

τ
i . Assume that uτi0 < 0. Next, multiply the numerical scheme

line associated to the index i0 by uτi0 to obtain(
uτi0 − u

τ−1
i0

)
uτi0+

δτ

|Ki0 |
∑

T∈Mi0

∑
νi0j∈F

T
i0

λTi0jα
τ
i0j

(
β(uτi0)− β(uτj )

)
uτi0 − δτq(u

τ
i0)uτi0 = 0.

Observe that ατi0j = 0 for λTi0j < 0 since uτi0 < 0. This is due to the crucial choice (4.7) and the fact
that α is extended by 0 on (−∞, 0). Recall that the source function being nonnegative implies that the
last term in the previous identity is also nonnegative. Accordingly, one gets(

uτi0
)2 − uτ−1

i0
uτi0+

δτ

|Ki0 |
∑

T∈Mi0

∑
νi0j∈F

T
i0

(
λTi0j

)+
ατi0j

(
β(uτi0)− β(uτj )

)
uτi0 − δτq(u

τ
i0)uτi0 = 0.

All the terms of the above equality are therefore nonnegative. This forces uτi0 = 0, which is in contra-
diction with the hypothesis uτi0 < 0. In conclusion, the scheme does not allow any solution to be lower
than 0.

We next require the following result accounting for the equivalence of some important discrete norms.
Its proof can be documented in [6, 8].

Lemma 5.1. There exists Ce depending only on A0, A1 and the mesh regularity such that∑
νij∈FT

∣∣λTij∣∣ (vi − vj)2 6 Ce
∑

νij∈FT
λTij(vi − vj)2, ∀T ∈M. (5.2)

The second theoretical claim states that the proposed positive finite volume methodology maintains
some fundamental a priori estimates referred to as coercivity. We investigate this in the following result.

Proposition 5.2. There exists a positive constant C depending only on the data and on the geometrical
regularity θ0 such that the following energy estimates hold true

nf∑
τ=1

δτ ‖∇hξ(uτh)‖2L2(Ω)d 6 C, (5.3)

nf∑
τ=1

δτ
∑
T∈M

∑
νij∈FT

∣∣λTij∣∣ατij(β(uτi )− β(uτj )
)2

6 C. (5.4)

Proof. Multiplying the discrete equation (4.2) by |Ki|β(uτi ), summing on all i ∈ V∗ and τ gives

S1 + S1 = S3,

where

S1 =

nf∑
τ=1

∑
i∈V∗
|Ki|

(
uτi − uτ−1

i

)
β(uτi ),

S2 =

nf∑
τ=1

δτ
∑
i∈V∗

∑
T∈Mi

∑
νij∈FTi

λTijα
τ
ij

(
β(uτi )− β(uτj )

)
β(uτi ),

S3 =

nf∑
τ=1

δτ
∑
i∈V∗
|Ki| q(uτi )β(uτi ).

By the convexity of Υ, the accumulation term is greater than a telescopic series yielding

S1 >
∑
i∈V∗
|Ki|

(
Υ(u

nf
i )−Υ(u0

i )
)
> −‖Υ(u0)‖L1(Ω),
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thanks to Jensen’s inequality. Owing to the discrete integration-by-parts in space, we can reorder the
summations of S2 by elements and dual edges as follows

S2 =

nf∑
τ=1

δτ
∑
T∈M

∑
νij∈FT

λTijα
τ
ij

(
β(uτi )− β(uτj )

)2

.

As a consequence of the definition of ατij given in (4.7), one has

ατij = ατ,Tij , ∀λTij > 0, and ατij 6 ατ,Tij , ∀λTij < 0. (5.5)

Applying Lemma 5.1 implies

S2 >
nf∑
τ=1

δτ
∑
T∈M

ατ,Tij
∑

νij∈FT
λTij

(
β(uτi )− β(uτj )

)2

>
1

Ce

nf∑
τ=1

δτ
∑
T∈M

ατ,Tij
∑

νij∈FT

∣∣λTij∣∣ (β(uτi )− β(uτj )
)2

.

Let us set

α̃τij =


ξ(uτi )− ξ(uτj )

β(uτi )− β(uτj )
if uτi 6= uτj√

α(uτi ) else

.

Notice that

ατ,Tij >
1

3

(
α̃τij
)2
, ∀νij ∈ FT .

Using this inequality together with the ellipticity of A we find

S2 >
1

3Ce

nf∑
τ=1

δτ
∑
T∈M

∑
νij∈FT

λTij
(
ξ(uτi )− ξ(uτj )

)2
>

A0

3Ce

nf∑
τ=1

δτ ‖∇hξ(uτh)‖2L2(Ω)d .

Bear in mind that ξ(s) > Cξβ(s)− C ′ξ. Next, introduce the fact that q is bounded to deduce

S3 6

( nf∑
τ=1

δτ
∑
i∈V∗
|Ki| q(uτi )2

)1/2( nf∑
τ=1

δτ
∑
i∈V∗
|Ki|β(uτi )2

)1/2

6 C +
A0

6CeCp

nf∑
τ=1

δτ
∑
i∈V∗
|Ki| ξ(uτi )2 6 C +

A0

6Ce

nf∑
τ=1

δτ ‖∇hξ(uτh)‖2L2(Ω)d ,

where we employed the Cauchy-Schwarz, Young and Poincaré inequalities to acquire the last result. In
conclusion, we arrive at the estimate

A0

6Ce

nf∑
τ=1

δτ ‖∇hξ(uτh)‖2L2(Ω)d 6
1

Ce

nf∑
τ=1

δτ
∑
T∈M

∑
νij∈FT

∣∣λTij∣∣ατ,Tij (β(uτi )− β(uτj )
)2

6 S2 6 C + ‖Υ(u0)‖L1(Ω).

This allows to see that (5.3) is satisfied. We also infer from (5.5) that

nf∑
τ=1

δτ
∑
T∈M

∑
νij∈FT

∣∣λTij∣∣ατij(β(uτi )− β(uτj )
)2

6
nf∑
τ=1

δτ
∑
T∈M

∑
νij∈FT

∣∣λTij∣∣ατ,Tij (β(uτi )− β(uτj )
)2

6 C,

which ensures the validity of (5.4). The proof is complete.
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5.2 Existence result

In the following proposition we show that the nonlinear algebraic system resulting from the numerical
scheme is solvable.

Proposition 5.3. The nonlinear finite volume scheme (4.2)-(4.3) has a nonnegative solution.

Proof. The proof is based on an inductive argument together with a fixed point method. Define the
continuous vector field Γ : RNV∗ −→ RNV∗ such that, for all i ∈ J1, NV∗K :(

Γ(uτV∗)
)
i

= uτi − uτ−1
i +

δτ

|Ki|
∑
T∈Mi

∑
νij∈FTi

λTijα
τ
ij

(
β(uτi )− β(uτj )

)
− δτq(uτi ).

The vector uτ−1
V∗ is assumed to be known and we are looking for uτV∗ . If j ∈ JNV∗+1, NVK, the boundary

condition uτj = 0 is imposed. Consider Φ : RNV∗ −→ RNV∗ the homeomorphism mapping uτV∗ to

β−1(uτV∗). It is well defined since β is continuous and strictly increasing. Let us set B = Γ ◦ Φ and
zτV∗ = β(uτV∗).

So, the numerical scheme admits a solution if and only if the equation B(zτV∗) = Γ(uτV∗) = 0 is
solvable. To achieve this aim, we make use of the monotony criterion [15, Lemma of page 493]. In other
words, it is sufficient to establish that

B(zτV∗) · zτV∗ > 0, ∀ ‖zτV∗‖RNV∗ = r, (5.6)

for some r > 0 to be determined. To this end, we reproduce the proof of Proposition 5.2 entailing

B(zτV∗) · zτV∗ = Γ(uτV∗) · β(uτV∗)

>
1

δτ

∑
i∈V∗
|Ki|

(
Υ(uτi )−Υ(uτ−1

i )
)

+ C1 ‖∇hξ(uτh)‖2L2(Ω)d − C2.

Next, introduce Poincaré’s inequality, the fact that ξ(s) > Cξβ(s)− C ′ξ, and the equivalence of discrete

norms on RNV∗ to deduce that

B(zτV∗) · zτV∗ > −
1

δτ

∑
i∈V∗
|Ki|Υ(uτ−1

i ) + CNV∗ ‖z
τ
V∗‖

2
RNV∗ − C3.

Then, in order to meet the requirement (5.6), the sought r = ‖zτV∗‖RNV∗ should satisfy

r2 >
1

CNV∗

(
C3 +

1

δτ

∑
i∈V∗
|Ki|Υ(uτ−1

i )

)
,

which is always possible since C3, CNV∗ , δτ and uτ−1
i are already known. This enables the existence of at

least one solution to the nonlinear finite volume scheme (4.2)-(4.3). Whence, the proof is concluded.

5.3 Convergence

The convergence proof of the proposed numerical scheme is an adaptation of the ones elaborated in
[10, 30, 32]. The following Lemma is essential, it allows to apply the compactness criterion in time [4].

Proposition 5.4. Consider ϕ ∈ C∞c (Ω). Define ϕi =
∫
Ki
ϕ(x) dx/ |Ki|. There exists C depending only

on the data such that
nf∑
τ=1

∑
i∈V∗
|Ki| (uτi − uτ−1

i )ϕi 6 C ‖∇ϕ‖L∞(Ω)d .

The following last result states that the considered scheme is again convergent.
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Proposition 5.5. Let (M`)` be a sequence of the discretizations to Ωtf where their mesh regularity is
bounded. Let uh,δτ be the corresponding sequence of discrete solutions to the finite volume scheme. Up
to a subsequence, there holds

uD`,δτ` , uh`,δτ` −−−−−→ u a.e. in Ωtf and strongly in L1(Ωtf ), (5.7)

∇h`ξ(uh`,δτ`) −−−−−→ ∇ξ(u) weakly L2(Ωtf )d. (5.8)

Furthermore, u is a weak solution to the continuous problem (2.1)-(2.3) in the sense of Definition 2.1.

6 Numerical validation

This section aims to validate the theoretical findings with d = 2, especially the good efficiency and the
robustness of our novel approach using numerical evidences.

The domain of study Ω is the unit square i.e. Ω = (0, 1) × (0, 1). It is discretized using a non-
structured series of refined triangulations of the benchmark FVCA5 [23] on the anisotropic diffusion
problems. The first two grids of this sequence are depicted on Fig. 2.

Figure 2: Illustration of the first two grids of the meshed domain.

We consider a diagonal anisotropic tensor under the form

A =

(
lx 0
0 ly

)
.

This choice is made in order to check analytical solutions in a straightforward way.
At each time step, the finite volume scheme (4.1)-(4.2) is formulated in a nonlinear algebraic set

of equations solved thanks to the Newton-Raphson method. Other iterative nonlinear solvers exist, as
for instance Picard (known also as fixed point) method and L-scheme or combinations of them (see
for instance [28]) but these methods present the drawback of only providing a linear convergence. The
embedded linear system is solved owing to a direct solver. The Newton algorithm is convergent if the `2-
norm on the relative residual is lower than 10−6. To deal with the different issues that can be resulting
from the degeneracy and the strong anisotropy we employ an adaptive time stepping. Indeed, given
initial and thresholding time steps denoted by δτini and δτmax respectively, we compute

δτ τ+1 = max(δτmax, 1.2δτ
τ ), ∀τ > 1,

in case of the Newton algorithm converges with a number of iterations less than 25 iterations. Otherwise,
the time iteration is recalculated by setting δτ τ+1 = δτ τ/2. We denote by “#Dt chop” the number of
time step chops and by “#Newton” the total number of successful Newton iterations. These indicator are
considered to quantity the behavior of the nonlinear solver. Note that a maximum number of “#Dt chop’
is fixed to 100 in case of the scheme diverges. In our numerical tests, we have fixed δτini = δτmax ≈ 0.16h2.

We will evaluate the accuracy of the finite volume scheme. Then, the errors are measured in the
usual discrete norms

errLr = ‖uex − uM,δτ‖Lr(Ωtf ) , r = 1, 2,∞.

All the obtained numerical results are computed using an in-house code developed in Fortran.
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6.1 Heat problem

In this subsection, we show that our framework can provide a good approximation to the well-known heat
equation. In order to solve the standard linear heat equation we perform a nonlinear transformation.
To this purpose, we consider the nonlinearities

α(u) = β(u) =
√

2u, q(u) = 0.

In this case, the equation (2.1) leads to ut − divA∇u = 0. To compute the numerical convergence, we
use, as in [8], the following analytical solution,

ũ((x, y), τ) =
1 + cos(πx) exp(−lxπ2τ)

2
,

for (x, y) ∈ Ω, τ ∈ (0, tf ) where the final time is set to tf = 0.2. Zero-flux boundary conditions are
imposed on ∂Ω× (0, tf ). The tensor A is anisotropic with lx = 1 and ly is to be chosen below.

6.1.1 Influence of the parameter γ

The aim here is to study numerically the influence of γ ∈ {10−2, 10−3, 10−4, 10−5, 10−6} in the new
weighted centered-upwinding scheme (4.7). We impose the anisotropy at ly = 100. The numerical
behavior of the scheme is listed in the Tables 1-5. We can observe that, expect for γ = 10−2, the results
are close and order 2 is found as expected.

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.758E-02 - 0.283E-02 - 0.521E-01 - 0.037 0.999 0 77
0.125 0.00256 0.00256 0.223E-02 1.765 0.767E-03 1.882 0.157E-01 1.728 0.009 1.001 0 252
0.062 0.00064 0.00064 0.673E-03 1.728 0.232E-03 1.722 0.453E-02 1.796 0.002 1.000 0 953
0.031 0.00016 0.00016 0.236E-03 1.513 0.859E-04 1.437 0.162E-02 1.481 0.001 1.000 0 3763
0.016 0.00004 0.00004 0.976E-04 1.273 0.370E-04 1.216 0.612E-03 1.406 0.000 1.000 0 11655

Table 1: Heat problem, ly = 100 - Weighted centered-upwinding scheme (4.7), γ = 10−2

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.729E-02 - 0.273E-02 - 0.534E-01 - 0.033 1.000 0 77
0.125 0.00256 0.00256 0.198E-02 1.882 0.704E-03 1.955 0.158E-01 1.752 0.008 1.001 0 252
0.062 0.00064 0.00064 0.505E-03 1.970 0.178E-03 1.985 0.427E-02 1.893 0.002 1.000 0 952
0.031 0.00016 0.00016 0.129E-03 1.965 0.453E-04 1.974 0.110E-02 1.956 0.000 1.000 0 3762
0.016 0.00004 0.00004 0.342E-04 1.919 0.118E-04 1.941 0.281E-03 1.968 0.000 1.000 0 11657

Table 2: Heat problem, ly = 100 - Weighted centered-upwinding scheme (4.7), γ = 10−3

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.727E-02 - 0.272E-02 - 0.535E-01 - 0.032 1.000 0 75
0.125 0.00256 0.00256 0.196E-02 1.890 0.699E-03 1.961 0.159E-01 1.755 0.008 1.001 0 250
0.062 0.00064 0.00064 0.495E-03 1.985 0.175E-03 1.999 0.427E-02 1.894 0.002 1.000 0 950
0.031 0.00016 0.00016 0.124E-03 1.996 0.437E-04 2.000 0.110E-02 1.956 0.000 1.000 0 3761
0.016 0.00004 0.00004 0.311E-04 1.995 0.110E-04 1.995 0.281E-03 1.968 0.000 1.000 0 11657

Table 3: Heat problem, ly = 100 - Weighted centered-upwinding scheme (4.7), γ = 10−4
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h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.726E-02 - 0.272E-02 - 0.535E-01 - 0.032 1.000 0 73
0.125 0.00256 0.00256 0.196E-02 1.891 0.698E-03 1.962 0.159E-01 1.755 0.008 1.001 0 249
0.062 0.00064 0.00064 0.494E-03 1.986 0.174E-03 2.001 0.427E-02 1.894 0.002 1.000 0 949
0.031 0.00016 0.00016 0.124E-03 1.999 0.435E-04 2.002 0.110E-02 1.956 0.000 1.000 0 3760
0.016 0.00004 0.00004 0.309E-04 2.000 0.109E-04 2.000 0.281E-03 1.968 0.000 1.000 0 11656

Table 4: Heat problem, ly = 100 - Weighted centered-upwinding scheme (4.7), γ = 10−5

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.726E-02 - 0.272E-02 - 0.535E-01 - 0.032 1.000 0 72
0.125 0.00256 0.00256 0.196E-02 1.891 0.698E-03 1.962 0.159E-01 1.755 0.008 1.001 0 248
0.062 0.00064 0.00064 0.494E-03 1.986 0.174E-03 2.001 0.427E-02 1.894 0.002 1.000 0 948
0.031 0.00016 0.00016 0.124E-03 1.999 0.435E-04 2.003 0.110E-02 1.956 0.000 1.000 0 3759
0.016 0.00004 0.00004 0.309E-04 2.000 0.109E-04 2.001 0.281E-03 1.968 0.000 1.000 0 11656

Table 5: Heat problem, ly = 100 - Weighted centered-upwinding scheme (4.7), γ = 10−6

6.1.2 Comparison of the schemes

The aim here is to compare the schemes defined by (4.4), (4.5), (4.6) and (4.7) for γ = 10−6. We impose
the anisotropy as ly = 1000. But the centered scheme (4.4) does not converge (the Newton’s algorithm
diverges) on this case even if we divide by 10 the δτinit. The numerical results are listed in Tables 6-8.
We can underline clearly that the new scheme (4.7) has the smallest errors and the fastest convergence
rates (close to 2). Its number of Newton iterations is slightly bigger but only on the finest mesh. For
all the schemes, no time step chops have been recorded. Furthermore, the positivity of the solution is
fulfilled as already proved in Lemma 5.1. This is no longer the case of the linear schemes for the heat
equation where oscillations can be observed using strongly anisotropic tensors, see for instance [8, 9].

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.104E-01 - 0.387E-02 - 0.751E-01 - 0.027 1.027 0 82
0.125 0.00256 0.00256 0.272E-02 1.932 0.963E-03 2.006 0.204E-01 1.881 0.006 1.008 0 258
0.062 0.00064 0.00064 0.683E-03 1.997 0.239E-03 2.009 0.534E-02 1.933 0.001 1.002 0 957
0.031 0.00016 0.00016 0.170E-03 2.002 0.596E-04 2.005 0.136E-02 1.975 0.000 1.001 0 3767
0.016 0.00004 0.00004 0.426E-04 2.000 0.149E-04 2.001 0.342E-03 1.988 0.000 1.000 0 15015

Table 6: Heat problem, ly = 1000 - Weighted centered-upwinding scheme (4.7), γ = 10−6

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.615E-01 - 0.221E-01 - 0.294E+00 - 0.288 0.736 0 80
0.125 0.00256 0.00256 0.603E-01 0.028 0.221E-01 -0.005 0.293E+00 0.005 0.141 0.925 0 255
0.062 0.00064 0.00064 0.537E-01 0.167 0.200E-01 0.145 0.256E+00 0.194 0.047 0.998 0 953
0.031 0.00016 0.00016 0.442E-01 0.282 0.167E-01 0.261 0.204E+00 0.331 0.013 1.000 0 3763
0.016 0.00004 0.00004 0.334E-01 0.402 0.128E-01 0.383 0.150E+00 0.439 0.003 1.000 0 12044

Table 7: Heat problem, ly = 1000 - Sub-upwinding scheme (4.6)
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h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.643E-01 - 0.229E-01 - 0.317E+00 - 0.319 0.699 0 80
0.125 0.00256 0.00256 0.642E-01 0.002 0.234E-01 -0.031 0.322E+00 -0.023 0.171 0.888 0 255
0.062 0.00064 0.00064 0.590E-01 0.121 0.218E-01 0.100 0.289E+00 0.153 0.061 0.994 0 954
0.031 0.00016 0.00016 0.507E-01 0.220 0.190E-01 0.199 0.239E+00 0.273 0.017 1.000 0 3764
0.016 0.00004 0.00004 0.404E-01 0.326 0.154E-01 0.306 0.185E+00 0.375 0.004 1.000 0 11736

Table 8: Heat problem, ly = 1000 - Godunov scheme (4.5)

6.1.3 Influence of the anisotropy.

To conclude this first test case, we focus here on the influence of the anisotropy on the weighted centered-
upwinding scheme (4.7). We take γ = 10−6 and ly ∈ {0.1, 10, 100, 1000}. The values ly = 100 and
ly = 1000 have been already done, see Tables 5 and 6. See Table 9 for ly = 0.1 and Table 10 for ly = 10.
These Tables exhibit the ability of the new scheme to successfully deal with several ratios of anisotropy
without a huge impact on its numerical behavior (convergence rate and computational cost).

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.334E-02 - 0.125E-02 - 0.165E-01 - 0.001 0.999 6 115
0.125 0.00256 0.00256 0.986E-03 1.762 0.373E-03 1.738 0.474E-02 1.797 0.000 1.000 5 279
0.062 0.00064 0.00064 0.259E-03 1.929 0.986E-04 1.921 0.137E-02 1.794 0.000 1.000 4 774
0.031 0.00016 0.00016 0.656E-04 1.981 0.251E-04 1.976 0.373E-03 1.876 0.000 1.000 3 2604
0.016 0.00004 0.00004 0.165E-04 1.995 0.629E-05 1.994 0.999E-04 1.898 0.000 1.000 2 10076

Table 9: Heat problem, ly = 0.1 - Weighted centered-upwinding scheme (4.7), γ = 10−6

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.300E-02 - 0.941E-03 - 0.237E-01 - 0.039 0.969 0 65
0.125 0.00256 0.00256 0.787E-03 1.931 0.267E-03 1.818 0.650E-02 1.864 0.010 0.992 0 242
0.062 0.00064 0.00064 0.199E-03 1.981 0.685E-04 1.961 0.169E-02 1.948 0.003 0.998 0 942
0.031 0.00016 0.00016 0.500E-04 1.996 0.172E-04 1.990 0.437E-03 1.949 0.001 0.999 0 3056
0.016 0.00004 0.00004 0.125E-04 1.999 0.432E-05 1.998 0.113E-03 1.949 0.000 1.000 0 10377

Table 10: Heat problem, ly = 10 - Weighted centered-upwinding scheme (4.7), γ = 10−6

Remark 6.1 (Positivity and mass conservation). For all the different anisotropy ratio values, we observe
that the value umin (numerical minimal value of the unknown) remains nonnegative along all the Newton
iterations. Moreover the discrete mass conservation is conserved up to a relative factor 10−6 (which is
the chosen criterion for the convergence of the Newton iterations).

6.2 Porous medium equation

In this subsection, as in [9], we consider the case of the anisotropic porous medium equation

ut − divA∇(u2) = 0,

which can be obtained from (2.1) by taking,

α(u) = 2u, β(u) = u, q(u) = 0.

The problem is closed with Dirichlet boundary conditions on ∂Ω× (0, tf ). Two analytical solutions have
been tested. Once again, we stress that the centered scheme (4.4) diverges on the both cases.
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6.2.1 One-dimensional analytical solution

The numerical convergence of the three schemes has first been compared thanks to the following 1D-
analytical solution

û((x, y), τ) = max(2lxτ − x, 0),

for (x, y) ∈ Ω, τ ∈ (0, tf ) where the final time is set to tf = 0.25. The anisotropic tensor is given by
lx = 1 and ly = 100. The results are listed in Tables 11-13. The lack of regularity of the exact solution
impacts clearly the numerical behavior of the solver. By the way, in comparison with the two other
schemes, the main advantages consist in the fact that the new scheme exhibits the smallest errors and
its convergence rates are more than twice bigger. Its drawback is to produce several cuts of the time
step and more Newton iterations, which relatively involves an expensive computational cost.

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.475E-02 - 0.787E-03 - 0.557E-01 - 0.000 0.500 6 186
0.125 0.00256 0.00256 0.202E-02 1.235 0.290E-03 1.443 0.309E-01 0.851 0.000 0.500 16 618
0.062 0.00064 0.00064 0.890E-03 1.180 0.111E-03 1.378 0.162E-01 0.928 0.000 0.500 25 1786
0.031 0.00016 0.00016 0.374E-03 1.252 0.370E-04 1.592 0.916E-02 0.825 0.000 0.500 43 5641
0.016 0.00004 0.00004 0.148E-03 1.337 0.111E-04 1.733 0.470E-02 0.964 0.000 0.500 70 19654

Table 11: PME 1D - Weighted centered-upwinding scheme (4.7), γ = 10−3

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.162E-01 - 0.465E-02 - 0.107E+00 - 0.000 0.500 0 103
0.125 0.00256 0.00256 0.113E-01 0.519 0.312E-02 0.577 0.877E-01 0.287 0.000 0.500 0 359
0.062 0.00064 0.00064 0.798E-02 0.504 0.200E-02 0.643 0.679E-01 0.369 0.000 0.500 0 1206
0.031 0.00016 0.00016 0.557E-02 0.519 0.124E-02 0.690 0.527E-01 0.365 0.000 0.500 0 4704
0.016 0.00004 0.00004 0.382E-02 0.543 0.748E-03 0.726 0.406E-01 0.376 0.000 0.500 0 18762

Table 12: PME 1D - Sub-upwinding scheme (4.6)

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.159E-01 - 0.469E-02 - 0.110E+00 - 0.000 0.500 0 102
0.125 0.00256 0.00256 0.122E-01 0.385 0.350E-02 0.423 0.933E-01 0.243 0.000 0.500 0 350
0.062 0.00064 0.00064 0.918E-02 0.409 0.243E-02 0.527 0.751E-01 0.314 0.000 0.500 0 1186
0.031 0.00016 0.00016 0.672E-02 0.452 0.160E-02 0.604 0.600E-01 0.325 0.000 0.500 0 4694
0.016 0.00004 0.00004 0.477E-02 0.493 0.101E-02 0.664 0.472E-01 0.344 0.000 0.500 0 18750

Table 13: PME 1D - Godunov scheme (4.5)

6.2.2 Two-dimensional analytical solution

The numerical convergence of the three schemes has secondly been compared thanks to the following
2D-analytical solution

û((x, y), τ) =
1

1− τ

(
1

16lx
(x− 0.5)2 +

1

16ly
(y − 0.5)2

)
.

for (x, y) ∈ Ω, τ ∈ (0, tf ) where the final time is set to tf = 0.2. The anisotropic tensor is given by
lx = 0.01 and ly = 10. This solution is more regular than the previous one. The results are gathered in
Tables 14-16. The new scheme is, by far, the more accurate and its convergence rates tend to 2 but it
comes with an additional cost in terms of time, and Newton iterations.
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h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.203E-01 - 0.570E-02 - 0.107E+00 - 0.000 1.955 22 285
0.125 0.00256 0.00256 0.107E-01 0.927 0.379E-02 0.589 0.540E-01 0.979 0.000 1.955 27 523
0.062 0.00064 0.00064 0.399E-02 1.419 0.154E-02 1.302 0.178E-01 1.599 0.000 1.955 49 1281
0.031 0.00016 0.00016 0.117E-02 1.772 0.479E-03 1.684 0.512E-02 1.801 0.000 1.955 70 3178
0.016 0.00004 0.00004 0.312E-03 1.906 0.133E-03 1.852 0.137E-02 1.906 0.000 1.955 52 10480

Table 14: PME 2D - Weighted centered-upwinding scheme (4.7), γ = 10−6

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.110E+00 - 0.398E-01 - 0.423E+00 - 0.002 1.955 0 67
0.125 0.00256 0.00256 0.699E-01 0.652 0.268E-01 0.568 0.284E+00 0.574 0.001 1.955 0 246
0.062 0.00064 0.00064 0.428E-01 0.708 0.165E-01 0.700 0.187E+00 0.600 0.000 1.955 0 790
0.031 0.00016 0.00016 0.249E-01 0.779 0.951E-02 0.796 0.117E+00 0.684 0.000 1.955 0 2989
0.016 0.00004 0.00004 0.139E-01 0.843 0.522E-02 0.866 0.718E-01 0.700 0.000 1.955 0 10096

Table 15: PME 2D - Sub-upwinding scheme (4.6)

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.113E+00 - 0.408E-01 - 0.450E+00 - 0.002 1.955 0 65
0.125 0.00256 0.00256 0.810E-01 0.478 0.310E-01 0.395 0.331E+00 0.445 0.002 1.955 0 245
0.062 0.00064 0.00064 0.544E-01 0.574 0.210E-01 0.561 0.231E+00 0.515 0.000 1.955 0 761
0.031 0.00016 0.00016 0.340E-01 0.680 0.130E-01 0.692 0.151E+00 0.619 0.000 1.955 0 2917
0.016 0.00004 0.00004 0.199E-01 0.771 0.752E-02 0.791 0.960E-01 0.650 0.000 1.955 0 10178

Table 16: PME 2D - Godunov scheme (4.5)

On such degenerate case, the new scheme exhibits several “#Dt chop” (see the corresponding column
in Tables 11 and 14) showing the difficulties of convergence of the Newton’s method for large time steps
(in these cases, the convergence is nevertheless obtained, after reducing the time step value). Figure 3,
which represents the `2-norm on the relative residual with respect to the number of Newton iterations,
illustrates the behavior of Newton’s method in divergence and convergence cases. We consider here the
first time step computed on the coarsest grid, after respectively 17 (left figure) and 18 (right figure)
successive cuts of the time step. On the left figure, oscillations of the residual are still observed, leading
to the divergence of the method. On the right figure obtained after the final time step reduction, the
expected quadratic convergence behavior is observed (using logarithmic scale). Since the convergence
could be obtained by a simple strategy of time step reduction, we did not need to implement a relaxation
strategy.

Figure 3: Illustration of Newton’s method behavior.
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6.3 Case of convection and diffusion

We add a nonlinear convection term to the nonlinear diffusion model problem. In this way, the equation
(2.1) becomes

ut + div c(u)v− divα(u)A∇β(u) = q(u).

We assume that div v = 0. In order to study the numerical convergence behaviors of the studied schemes,
we present an original test case. We consider the following data

α(u) = 2u, β(u) = u, q(u) = 0, A =

(
1 0
0 ly

)
, c(u) = u3/2, v(τ) =

 −1√
9 (1− τ)

0

 .

The value of ly will be specified in the numerical tests. A 1D-analytical solution can be exhibited

u((x, y), τ) =
x2

9 (1− τ)
,

for (x, y) ∈ Ω, τ ∈ (0, tf ) where the final time is set to tf = 0.2. The problem is closed with Dirichlet
boundary conditions. At the discrete level, we approach the convection term thanks to the upwind
scheme or the centered scheme.

6.3.1 Isotropic case

To begin we can notice that, in this isotropic case, the sub-upwinding scheme (4.6) and the Centered
scheme (4.4) are equivalents since the transmissibility coefficients are nonnegative. We compare the
behavior of the several schemes introduced in this work for the diffusion term with, for the convection
term, firstly the upwind scheme (see Tables 17-19), and secondly the centered scheme (see Tables 20-22).
We can notice that, when the upwind scheme is used for the convection, all the schemes are of order 1,
which is consistent with the upwinding. But the Godunov scheme produces significantly larger errors.
On the other hand, when the centered scheme is used for the convection, all the schemes tend to the
order 2, except the Godunov scheme. And we can observe that the new scheme produces the smallest
errors without additional numerical cost.

• Upwinding convection

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.185E-03 - 0.574E-04 - 0.107E-02 - 0.000 0.139 0 60
0.125 0.00256 0.00256 0.833E-04 1.150 0.274E-04 1.064 0.575E-03 0.891 0.000 0.139 0 236
0.062 0.00064 0.00064 0.392E-04 1.088 0.132E-04 1.060 0.261E-03 1.138 0.000 0.139 0 631
0.031 0.00016 0.00016 0.190E-04 1.047 0.639E-05 1.042 0.127E-03 1.038 0.000 0.139 0 2500
0.016 0.00004 0.00004 0.933E-05 1.024 0.314E-05 1.024 0.623E-04 1.031 0.000 0.139 0 10000

Table 17: Isotropic convection diffusion. Upwinding convection - Weighted centered-upwinding scheme
(4.7), γ = 10−6, for diffusion

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.240E-03 - 0.692E-04 - 0.159E-02 - 0.000 0.139 0 60
0.125 0.00256 0.00256 0.104E-03 1.206 0.322E-04 1.103 0.726E-03 1.131 0.000 0.139 0 236
0.062 0.00064 0.00064 0.442E-04 1.236 0.146E-04 1.137 0.311E-03 1.223 0.000 0.139 0 644
0.031 0.00016 0.00016 0.200E-04 1.145 0.678E-05 1.111 0.139E-03 1.166 0.000 0.139 0 2507
0.016 0.00004 0.00004 0.953E-05 1.067 0.324E-05 1.066 0.653E-04 1.088 0.000 0.139 0 10000

Table 18: Isotropic convection diffusion. Upwinding convection - Sub-upwinding scheme (4.6) for diffusion
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h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.570E-03 - 0.178E-03 - 0.348E-02 - 0.000 0.139 0 60
0.125 0.00256 0.00256 0.279E-03 1.028 0.921E-04 0.948 0.192E-02 0.861 0.000 0.139 0 236
0.062 0.00064 0.00064 0.137E-03 1.027 0.461E-04 0.998 0.930E-03 1.044 0.000 0.139 0 644
0.031 0.00016 0.00016 0.679E-04 1.015 0.229E-04 1.009 0.457E-03 1.024 0.000 0.139 0 2507
0.016 0.00004 0.00004 0.338E-04 1.007 0.114E-04 1.008 0.226E-03 1.014 0.000 0.139 0 10000

Table 19: Isotropic convection diffusion. Upwinding convection - Godunov scheme (4.5) for diffusion

• Centered convection

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.425E-04 - 0.129E-04 - 0.261E-03 - 0.000 0.139 0 60
0.125 0.00256 0.00256 0.118E-04 1.852 0.374E-05 1.789 0.832E-04 1.647 0.000 0.139 0 236
0.062 0.00064 0.00064 0.315E-05 1.902 0.106E-05 1.822 0.208E-04 1.999 0.000 0.139 0 629
0.031 0.00016 0.00016 0.815E-06 1.951 0.286E-06 1.886 0.529E-05 1.976 0.000 0.139 0 2500
0.016 0.00004 0.00004 0.207E-06 1.976 0.743E-07 1.942 0.133E-05 1.997 0.000 0.139 0 10000

Table 20: Isotropic convection diffusion. Centered convection - Weighted centered-upwinding scheme (4.7),
γ = 10−6, for diffusion

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.126E-03 - 0.351E-04 - 0.912E-03 - 0.000 0.139 0 60
0.125 0.00256 0.00256 0.531E-04 1.245 0.174E-04 1.013 0.354E-03 1.363 0.000 0.139 0 236
0.062 0.00064 0.00064 0.166E-04 1.679 0.604E-05 1.527 0.101E-03 1.805 0.000 0.139 0 645
0.031 0.00016 0.00016 0.455E-05 1.866 0.175E-05 1.788 0.268E-04 1.920 0.000 0.139 0 2506
0.016 0.00004 0.00004 0.118E-05 1.940 0.468E-06 1.902 0.685E-05 1.969 0.000 0.139 0 10000

Table 21: Isotropic convection diffusion. Centered convection - Sub-upwinding scheme (4.6) for diffusion

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.442E-03 - 0.137E-03 - 0.276E-02 - 0.000 0.139 0 60
0.125 0.00256 0.00256 0.212E-03 1.063 0.694E-04 0.978 0.147E-02 0.909 0.000 0.139 0 236
0.062 0.00064 0.00064 0.102E-03 1.056 0.342E-04 1.019 0.698E-03 1.074 0.000 0.139 0 644
0.031 0.00016 0.00016 0.498E-04 1.031 0.168E-04 1.023 0.337E-03 1.049 0.000 0.139 0 2507
0.016 0.00004 0.00004 0.247E-04 1.014 0.833E-05 1.016 0.166E-03 1.024 0.000 0.139 0 10000

Table 22: Isotropic convection diffusion. Centered convection - Godunov scheme (4.5) for diffusion

6.3.2 Anisotropic case, ly = 1000

We now introduce anisotropy by taking ly = 1000. We still compare the behavior of all the schemes
introduced in this work for the diffusion term with, for the convection term, firstly the upwind scheme
(see Tables 23-26), and secondly the centered scheme (see Tables 27-30). When the upwind scheme
is used for the convection, the new Weighted centered-upwinding scheme manages to capture the well
behavior of the Centered scheme without additional cost in terms of time and Newton iterations. More-
over when the centered scheme is used for the convection, the Weighted centered-upwinding scheme has
succeeded to produce smallest errors than the Centered scheme. On both cases the sub-upwinding and
the Godunov schemes are less efficient.

• Upwinding convection
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h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.938E-03 - 0.327E-03 - 0.386E-02 - 0.000 0.139 0 62
0.125 0.00256 0.00256 0.601E-03 0.642 0.221E-03 0.567 0.313E-02 0.303 0.000 0.139 0 241
0.062 0.00064 0.00064 0.365E-03 0.719 0.133E-03 0.732 0.214E-02 0.548 0.000 0.139 0 939
0.031 0.00016 0.00016 0.213E-03 0.777 0.756E-04 0.815 0.137E-02 0.642 0.000 0.139 0 3750
0.016 0.00004 0.00004 0.121E-03 0.819 0.415E-04 0.867 0.874E-03 0.649 0.000 0.139 0 10034

Table 23: Anisotropic convection diffusion, ly = 1000. Upwinding convection - Weighted centered-
upwinding scheme (4.7), γ = 10−6, for diffusion

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.240E-02 - 0.855E-03 - 0.993E-02 - 0.000 0.139 0 64
0.125 0.00256 0.00256 0.145E-02 0.722 0.549E-03 0.638 0.680E-02 0.545 0.000 0.139 0 242
0.062 0.00064 0.00064 0.844E-03 0.784 0.321E-03 0.777 0.410E-02 0.732 0.000 0.139 0 939
0.031 0.00016 0.00016 0.483E-03 0.806 0.180E-03 0.831 0.259E-02 0.660 0.000 0.139 0 3750
0.016 0.00004 0.00004 0.273E-03 0.820 0.994E-04 0.860 0.163E-02 0.666 0.000 0.139 0 10272

Table 24: Anisotropic convection diffusion, ly = 1000. Upwinding convection - Sub-upwinding scheme (4.6)
for diffusion

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.249E-02 - 0.888E-03 - 0.101E-01 - 0.000 0.139 0 63
0.125 0.00256 0.00256 0.163E-02 0.609 0.618E-03 0.524 0.747E-02 0.431 0.000 0.139 0 241
0.062 0.00064 0.00064 0.100E-02 0.706 0.382E-03 0.693 0.476E-02 0.652 0.000 0.139 0 939
0.031 0.00016 0.00016 0.591E-03 0.758 0.223E-03 0.776 0.306E-02 0.639 0.000 0.139 0 3750
0.016 0.00004 0.00004 0.342E-03 0.791 0.126E-03 0.824 0.193E-02 0.661 0.000 0.139 0 10328

Table 25: Anisotropic convection diffusion, ly = 1000. Upwinding convection - Godunov scheme (4.5) for
diffusion

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.153E-02 - 0.536E-03 - 0.619E-02 - 0.000 0.139 0 64
0.125 0.00256 0.00256 0.795E-03 0.942 0.290E-03 0.884 0.375E-02 0.724 0.000 0.139 0 243
0.062 0.00064 0.00064 0.424E-03 0.906 0.155E-03 0.910 0.239E-02 0.647 0.000 0.139 0 939
0.031 0.00016 0.00016 0.229E-03 0.886 0.818E-04 0.918 0.145E-02 0.723 0.000 0.139 0 3750
0.016 0.00004 0.00004 0.125E-03 0.876 0.431E-04 0.924 0.903E-03 0.682 0.000 0.139 0 10041

Table 26: Anisotropic convection diffusion, ly = 1000. Upwinding convection - Centered scheme (4.4) for
diffusion

• Centered convection

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.111E-03 - 0.361E-04 - 0.503E-03 - 0.000 0.139 0 61
0.125 0.00256 0.00256 0.514E-04 1.117 0.191E-04 0.920 0.241E-03 1.059 0.000 0.139 0 237
0.062 0.00064 0.00064 0.193E-04 1.411 0.743E-05 1.359 0.116E-03 1.056 0.000 0.139 0 939
0.031 0.00016 0.00016 0.667E-05 1.535 0.257E-05 1.532 0.649E-04 0.840 0.000 0.139 0 3339
0.016 0.00004 0.00004 0.223E-05 1.579 0.775E-06 1.729 0.333E-04 0.962 0.000 0.139 0 10005

Table 27: Anisotropic convection diffusion, ly = 1000. Centered convection - Weighted centered-upwinding
scheme (4.7), γ = 10−6, for diffusion
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h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.185E-02 - 0.664E-03 - 0.793E-02 - 0.000 0.139 0 64
0.125 0.00256 0.00256 0.105E-02 0.825 0.396E-03 0.746 0.503E-02 0.656 0.000 0.139 0 242
0.062 0.00064 0.00064 0.586E-03 0.837 0.222E-03 0.837 0.300E-02 0.744 0.000 0.139 0 939
0.031 0.00016 0.00016 0.328E-03 0.836 0.121E-03 0.868 0.187E-02 0.686 0.000 0.139 0 3510
0.016 0.00004 0.00004 0.183E-03 0.840 0.658E-04 0.884 0.116E-02 0.693 0.000 0.139 0 10099

Table 28: Anisotropic convection diffusion, ly = 1000. Centered convection - Sub-upwinding scheme (4.6)
for diffusion

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.206E-02 - 0.741E-03 - 0.841E-02 - 0.000 0.139 0 63
0.125 0.00256 0.00256 0.130E-02 0.672 0.492E-03 0.592 0.600E-02 0.486 0.000 0.139 0 241
0.062 0.00064 0.00064 0.776E-03 0.739 0.296E-03 0.732 0.375E-02 0.680 0.000 0.139 0 939
0.031 0.00016 0.00016 0.453E-03 0.777 0.170E-03 0.800 0.240E-02 0.642 0.000 0.139 0 3460
0.016 0.00004 0.00004 0.260E-03 0.802 0.950E-04 0.840 0.153E-02 0.654 0.000 0.139 0 10232

Table 29: Anisotropic convection diffusion, ly = 1000. Centered convection - Godunov scheme (4.5) for
diffusion

h δτinit δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dt chop #Newton

0.250 0.01024 0.01024 0.100E-02 - 0.358E-03 - 0.423E-02 - 0.000 0.139 0 64
0.125 0.00256 0.00256 0.467E-03 1.101 0.181E-03 0.983 0.210E-02 1.006 0.000 0.139 0 243
0.062 0.00064 0.00064 0.166E-03 1.491 0.667E-04 1.441 0.792E-03 1.410 0.000 0.139 0 939
0.031 0.00016 0.00016 0.475E-04 1.805 0.198E-04 1.749 0.247E-03 1.683 0.000 0.139 0 3430
0.016 0.00004 0.00004 0.125E-04 1.924 0.536E-05 1.887 0.654E-04 1.914 0.000 0.139 0 10052

Table 30: Anisotropic convection diffusion, ly = 1000. Centered convection - Centered scheme (4.4) for
diffusion

6.4 3D case results

In this subsection, we report the numerical results of the 3D extension of the proposed schemes. They
are carried out in the context of the porous medium equation. The computational domain is the unit
cube Ω = (0, 1)3. The used tetrahedral meshes are taken from the FVCA6 benchmark [19]. The first
two grids are illustrated in Fig. 4. As in the previous experiments, the model equation is always

ut − divA∇(u2) = 0,

where the taken nonlinearities read

α(u) = 2u, β(u) = u, q(u) = 0.

The tensor is diagonal to derive explicit exact solutions

A =

lx 0 0
0 ly 0
0 0 lz


• 3D PME: irregular solution

In this test, we consider the non-smooth 1D-solution to the 3D porous medium equation

û((x, y, z), τ) = max(2lxτ − x, 0), ∀(x, y, z) ∈ Ω, τ ∈ (0, tf ),
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Figure 4: First and second grid of the considered tetrahedral meshes.

where the final time is tf = 0.3. The diffusion tensor is assumed isotropic; that is, lx = ly = lz = 1.
The accuracy results are presented in Tables 31-34. The centered scheme exhibits undershoots even if
no anisotropy is imposed. This is due to the fact that some transmissibility coefficients are negative on
the considered tetrahedral meshes. As expected, the weighted centered-upwinding version is accurate
and positive. It is a little bit more expensive in terms of the Newton iterations. The sub-upwinding
scheme is more accurate than the Godunov one. Both of them preserve the positivity, but they only
provide linear convergence rates because of the additional numerical diffusion.
In Fig. 5, we plot the numerical solution at the final time computed thanks to the four schemes. The
subfigure (a) refers to the solution of the centered scheme. The red dots illustrate the positions of the
generated undershoots. The subfigure (b) indicates the solution of the weighted centered-upwinding
approach where the oscillations are eliminated by construction. Both solutions are quite similar. The
subfigures (c)-(d) show the solution of the sub-upwinding and Godunov schemes respectively. They are
positive, but they clearly suffer from an excessive artificial diffusion which turns their approximation
inaccurate.

h δτ init δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dtchop #Newton

0.210 0.01106 0.01106 0.900E-03 - 0.681E-03 - 0.763E-03 - -0.015 0.584 4 568
0.102 0.00262 0.00262 0.384E-03 1.410 0.306E-03 1.326 0.433E-03 0.940 -0.015 0.590 25 1497
0.085 0.00181 0.00181 0.315E-03 1.067 0.245E-03 1.198 0.481E-03 -0.560 -0.030 0.600 36 2065
0.063 0.00100 0.00100 0.232E-03 1.454 0.177E-03 1.552 0.347E-03 1.565 -0.025 0.598 45 2298
0.050 0.00063 0.00063 0.165E-03 1.620 0.121E-03 1.806 0.387E-03 -0.511 -0.021 0.599 80 2934

Table 31: 3D Centered scheme with irregular solution.

h δτ init δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dtchop #Newton

0.210 0.01106 0.01106 0.763E-03 - 0.511E-03 - 0.818E-03 - 0.000 0.597 40 717
0.102 0.00262 0.00262 0.334E-03 1.369 0.262E-03 1.107 0.416E-03 1.124 0.000 0.597 75 1968
0.085 0.00181 0.00181 0.280E-03 0.944 0.214E-03 1.087 0.374E-03 0.556 0.000 0.598 83 2391
0.063 0.00100 0.00100 0.206E-03 1.455 0.153E-03 1.609 0.297E-03 1.108 0.000 0.599 104 2875
0.050 0.00063 0.00063 0.149E-03 1.565 0.108E-03 1.656 0.251E-03 0.806 0.000 0.599 157 4346

Table 32: 3D Weighted centered-upwinding scheme with irregular solution and γ = 10−3.
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h δτ init δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dtchop #Newton

0.210 0.01106 0.01106 0.135E-02 - 0.115E-02 - 0.927E-03 - 0.000 0.575 0 587
0.102 0.00262 0.00262 0.772E-03 0.939 0.701E-03 0.822 0.633E-03 0.632 0.000 0.597 0 1429
0.085 0.00181 0.00181 0.746E-03 0.181 0.695E-03 0.046 0.611E-03 0.191 0.000 0.594 0 1859
0.063 0.00100 0.00100 0.608E-03 0.980 0.550E-03 1.126 0.543E-03 0.565 0.000 0.599 0 2060
0.050 0.00063 0.00063 0.533E-03 0.630 0.489E-03 0.557 0.490E-03 0.491 0.000 0.598 0 2658

Table 33: 3D Sub-upwinding scheme with irregular solution.

h δτ init δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dtchop #Newton

0.210 0.01106 0.01106 0.186E-02 - 0.164E-02 - 0.123E-02 - 0.000 0.593 0 654
0.102 0.00262 0.00262 0.135E-02 0.528 0.135E-02 0.319 0.968E-03 0.404 0.000 0.599 0 1229
0.085 0.00181 0.00181 0.126E-02 0.358 0.128E-02 0.294 0.924E-03 0.251 0.000 0.600 0 1339
0.063 0.00100 0.00100 0.112E-02 0.576 0.112E-02 0.633 0.828E-03 0.523 0.000 0.600 0 1702
0.050 0.00063 0.00063 0.101E-02 0.505 0.101E-02 0.482 0.777E-03 0.305 0.000 0.600 0 2019

Table 34: 3D Godunov scheme with irregular solution.

• 3D PME: smooth solution

The objective of this lats test-case is to evaluate the accuracy of the nonlinear CVFE schemes for
the PME equation using a 3D smooth analytical solution

û((x, y, z), τ) =
1

1− τ

(
1

20lx
(x− 0.5)2 +

1

20ly
(y − 0.5)2 +

1

20lz
(z − 0.5)2

)
, ∀(x, y, z) ∈ Ω, τ ∈ (0, tf ).

The final time is fixed to tf = 0.3 and the anisotropy is given by lx = ly = 1 and lz = 100.
The numerical results are shown in Tables 35-38. We refind some features as previously. Indeed, the
centered scheme is accurate and does satisfy the discrete maximum principle. The weighted centered-
upwinding scheme is positive and provide the best accuracy. The sub-upwinding and the Godunov
schemes are positive. However, the convergence rates are dramatically reduced.

h δτ init δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dtchop #Newton

0.210 0.01106 0.01106 0.616E-04 - 0.300E-04 - 0.150E-03 - -0.012 0.035 4 601
0.102 0.00262 0.00262 0.139E-04 2.472 0.704E-05 2.406 0.586E-04 1.554 -0.004 0.036 6 572
0.085 0.00181 0.00181 0.956E-05 1.988 0.550E-05 1.315 0.501E-04 0.838 -0.003 0.036 7 446
0.063 0.00100 0.00100 0.555E-05 2.609 0.320E-05 2.598 0.347E-04 1.767 -0.002 0.036 3 402
0.050 0.00063 0.00063 0.336E-05 2.393 0.218E-05 1.833 0.173E-04 3.327 -0.001 0.036 2 854

Table 35: 3D Centered scheme with smooth solution.

h δτ init δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dtchop #Newton

0.210 0.01106 0.01106 0.623E-05 - 0.296E-05 - 0.170E-04 - 0.000 0.036 19 108
0.102 0.00262 0.00262 0.229E-05 1.658 0.138E-05 1.272 0.104E-04 0.818 0.000 0.036 14 472
0.085 0.00181 0.00181 0.173E-05 1.490 0.117E-05 0.857 0.658E-05 2.414 0.000 0.036 24 789
0.063 0.00100 0.00100 0.106E-05 2.356 0.752E-05 2.131 0.455E-05 1.778 0.000 0.036 23 1253
0.050 0.00063 0.00063 0.729E-06 1.802 0.530E-06 1.673 0.274E-05 2.420 0.000 0.036 17 1578

Table 36: 3D Weighted centered-upwinding scheme with smooth solution and γ = 10−6.
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(a) Centered scheme (b) Weighted centered-upwinding
scheme

(c) Sub-upwinding scheme (d) Godunov scheme

Figure 5: Numerical solution at the final time tf = 0.1 obtained by the four schemes.

h δτ init δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dtchop #Newton

0.210 0.01106 0.01106 0.323E-04 - 0.176E-04 - 0.828E-04 - 0.000 0.035 0 239
0.102 0.00262 0.00262 0.280E-04 0.237 0.206E-04 -0.259 0.593E-04 0.555 0.000 0.036 0 450
0.085 0.00181 0.00181 0.284E-04 -0.076 0.221E-04 -0.369 0.552E-04 0.383 0.000 0.036 0 549
0.063 0.00100 0.00100 0.234E-04 0.924 0.187E-04 0.813 0.471E-04 0.759 0.000 0.036 0 511
0.050 0.00063 0.00063 0.219E-04 0.318 0.178E-04 0.229 0.425E-04 0.488 0.000 0.036 0 755

Table 37: 3D Sub-upwinding scheme with smooth solution.
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h δτ init δτmax errL2 rate errL1 rate errL∞ rate umin umax #Dtchop #Newton

0.210 0.01106 0.01106 0.384E-04 - 0.210E-04 - 0.977E-04 - 0.000 0.036 0 197
0.102 0.00262 0.00262 0.337E-04 0.217 0.249E-04 -0.284 0.714E-04 0.520 0.000 0.036 0 212
0.085 0.00181 0.00181 0.343E-04 -0.093 0.266E-04 -0.355 0.683E-04 0.238 0.000 0.036 0 283
0.063 0.00100 0.00100 0.293E-04 0.754 0.233E-04 0.634 0.588E-04 0.717 0.000 0.036 0 352
0.050 0.00063 0.00063 0.280E-04 0.222 0.227E-04 0.134 0.544E-04 0.371 0.000 0.036 0 559

Table 38: 3D Godunov scheme with smooth solution.

7 Conclusion

In this paper, we developed a new nonlinear finite volume discretization to approximate the positive
solution to a degenerate parabolic equation on simplicial meshes. The diffusion tensor can be highly
heterogeneous and strongly anisotropic. The original idea lies in the flux approximation. For the
diffusive function, it uses a weighted harmonic mean instead of the upwinding already used in the
literature of schemes with a two-point flux structure. A parameter is introduced to control the effects
of the artificial diffusion introduced by the method. As a result, the positivity of the solution holds by
construction. Moreover, the scheme satisfies stability results, namely the energy estimates allowing to
prove the existence of numerical solutions. Adapting standard compactness arguments, the convergence
of the finite volume scheme is proved. In the last section, we have presented relevant numerical tests
focusing on the robustness and the efficiency of the weighted centered scheme compared to the centered,
the sub-upwinding and the Godunov versions both in the presence of pure diffusion and also with an
additional convection term.
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