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An experimental investigation of discretized
homogeneous differentiators: pneumatic actuator

case
Loı̈c Michel , Subiksha Selvarajan , Malek Ghanes , Member, IEEE, Franck Plestan , Member, IEEE,

Yannick Aoustin , and Jean-Pierre Barbot , Senior Member, IEEE

Abstract—It is well known that the homogeneous differentiator
strategies reduce the chattering in the implementation of sliding
mode algorithms and the recent implicit framework based
projector provides very interesting properties when associated to
homogeneous design. In this paper, it is proposed to evaluate dif-
ferent strategies of homogeneous differentiators based on Euler
explicit and promising Euler semi-implicit strategies, for which
discrete implementations have been realized on a pneumatic
actuator. Experimental results highlight the benefit of a Euler
semi-implicit based structure using a projector.

Index Terms—Differentiator, sampled data, pneumatic actua-
tor.

I. INTRODUCTION

Real-time signal differentiation can be performed using
sliding modes techniques [1], for which interesting robustness
properties are highlighted despite the sensibility to measure-
ment noise. Some classes of differentiators, including ho-
mogeneous, high order sliding mode, high-gain and ALIEN
differentiators (e.g. [2], [3]) are discussed and compared in
[4], [5] in the framework of indoor small blimp robot’s
altitude control, but without taking into account the influence
of the sampling period. In the last decade, Acary & Brogliato
[6] introduced the implicit discretization, whose purpose is
to replace the sign function by an implicit projector. This
technique would overcome some limitations of the classi-
cal sliding-mode control such as a strong reduction of the
chattering effect as well as robustness of the control under
lower sampling frequencies and preservation of the global
stability. Recent investigations (see [7]–[10]) have shown
very promising results and experimental validations of some
implicit based sliding mode control algorithms have been
successfully performed (e.g. [11], [12]). Homogeneity is a
very interesting powerful approach. For example, if a local
stability is obtained due to the dilation, this framework allows
extending this local property to global settings (see e.g. [13]),
see also controllability property [14] and geometric properties
[15]. Regarding the design of differentiators, homogeneity
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Nantes, France (e-mail: yannick.aoustin@univ-nantes.fr).

Jean-Pierre Barbot is with LS2N, UMR 6004 CNRS, Nantes, and Quartz
Laboratory EA 7393, France (e-mail: barbot@ensea.fr)

Manuscript received XX; revised XX.

allows to guaranty finite time convergence (see also [16]
for nearly fixed time convergence). Moreover, an appropriate
choice of homogeneity degrees allows making a good trade-off
between uncertain perturbation rejection and less-sensitivity to
noise [1]. Considering sliding mode control or differentiator
under sampling, besides convergence issues, the so-called
implicit projector [6] allows reducing the chattering effects.
In case of homogeneous control or differentiator, the semi-
implicit discretization strategies based on a mix of implicit
and explicit Euler schemes have been recently proposed in
the literature (see e.g. [17]–[19]).

The aim of this paper is to provide a comparative study
of recent results regarding these semi-implicit based differen-
tiation methodologies. These works provide several ways to
implement the correction term vector of the differentiators.
The original implicit strategy implemented experimentally in
[12] for sliding mode control deals with the implicit projector.
After that, regarding the implementation of homogeneous
differentiators, some semi-implicit techniques have been pro-
posed: quasi-linearization method [18], method ensuring the
solution continuity [17] and homogeneous-based generaliza-
tion of the projector [19]. More precisely, the homogeneous
semi-implicit-based discretization [17] and the semi-implicit
homogeneous based pseudo-linearization differentiators [18]
are compared to the classical homogeneous explicit methods;
this allows to highlight the implementation properties of the
homogeneous semi-implicit differentiator based projector in
terms of good estimation in presence of noisy measurements
and derivative estimation efficiency. This differentiator is in-
spired by the work in [19]; the discretization of a homogeneous
differentiator is difficult due to the existence of some singu-
larities at zero with respect to the evaluation of the second
derivative of the Taylor expansion. The evaluation framework
of these differentiating methods is conducted on a nonlinear
pneumatic actuator where the goal is to obtain the velocity and
acceleration estimations from the position measurement of the
pneumatic actuator. The physical parameters of this bench are
poorly known and difficult to identify with precision. However
the laboratory has a great expertise of this experimental bench.
Therefore, this bench is ideal for testing differentiators, as it
has been already proved for control testing purposes, see [12],
[20], [21].

The remainder of the present paper is organized as follows.
The considered model to be differentiated is given Section
II. In Section III, the existing discretization methods are
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reviewed. The experimental framework is described in Section
IV. Section V presents the simplified model of the test-bed.
The experimental evaluation including some discussion of the
results is presented in Section VI. Some concluding remarks
are given in Section VII.

II. MODEL UNDER CONSIDERATION

The goal is to estimate the velocity and the acceleration of
the pneumatic actuator exclusively from the measured position,
using some real-time differentiation techniques. From this
point of view, motivated by the pneumatic actuator application
[20], for which the velocity and acceleration are needed for
control purposes, monitoring, etc. The continuous model under
consideration is the following one:

Σ :


ẋ1 = x2
ẋ2 = x3
ẋ3 = d
y = x1 + η

(1)

where x1, x2, and x3 are respectively the position, the
velocity and the acceleration; d represents the physical
unknown parameters, but also the known system dynamics
that are function of the state and control; y is the measure of
x1 with additional white noise η.

III. HOMOGENEOUS FINITE TIME DIFFERENTIATORS
UNDER DISCRETIZATION

A. Notations

A structure of cascaded differentiators is considered
for which a schematic representation is given in Fig. 1
Throughout the paper, the following notations are used:
ya = y is the measured output, za1 , za2 are respectively the
estimated position and velocity given by the first differentiator,
yb = zb2 is the output of the second differentiator, zb1 and
zb2 are respectively the velocity and acceleration estimates
by the second differentiator and ea1 = ya − za1 = y − za1
and eb1 = yb − zb1 = za2 − zb1 are respectively the output
errors of the first and second differentiators. The variable •+
corresponds to the value at the instant •((k+ 1)h). Moreover
d•cγ is for | • |γsgn(•).

B. Continuous second order homogeneous differentiator

In order to obtain the position x1, the velocity x2 and the
acceleration x3 of the pneumatic actuator, a cascaded iterative
of homogeneous differentiator structure is proposed in order
to estimate the velocity v and the acceleration a. This gives
different choices of homogeneous exponent α1 and α2 for the
differentiators, but with the same structure of second order:

żi1 = λi1dei1cαi + zi2

żi2 = λi2dei1c2αi−1 (2)

with αi ∈ [ 12 , 1[ for i ∈ {a, b}.

The position measurement of the pneumatic actuator in
the experimental testbed is realized under sampling, with
sampling period h. From the discretization point of view, h is
the constant period of sampling. Then, the implementation of
differentiator (2) must be done. This differentiator is not C1,
consequently the Taylor expansions of the observation error
and the estimated state solution have second derivatives, which
are singular at x = 0 for homogeneous differentiators (2)
when αi < 1. Therefore, only a first order discretization
scheme is allowed, but which one? This is the framework of
the end of this section.

C. Some ways of discretization

The differentiators (2) for i ∈ {a, b} include a naturally
decreasing homogeneity degree according to the order of
the differentiation. To allow adjusting the homogeneity
degree according to the order of the estimated state, and
inspired by the technique developed in [22]–[24], a nonlinear
differentiator is designed as a cascaded association of second
order differentiators. In other words, a recursive reduced order
differentiator is composed of a first differentiator, denoted
“a”, that estimates za1 and za2 from ya = y and that feeds the
second differentiator, denoted “b”, that estimates zb1 and zb2
from yb = za2 (see Fig. 1).

1) Explicit Euler discretization (E2D)
The most popular discretization is the Explicit Euler dis-

cretization, which gives respectively for (2):

zi+1 = zi1 + h(λi1dei1cαi + zi2)

zi+2 = zi2 + h(λi2dei1c2αi−1) (3)

As it is pointed out by a lot of articles, this solution is not the
most appropriate method for discretizing differential inclusions
or simply to preserve the stability under discretization see [10].

2) Semi-Implicit Discretization based on Explicit Sign func-
tion (SIDES)
It is one of the reasons why in [6], an implicit Euler dis-
cretization scheme was proposed in the framework of sliding
mode control. After that in [17], a semi-implicit Euler scheme
was proposed in order to preserve the solution continuity and
the good property of the implicit method with respect to the
stability. This gives for (2) the following differentiator form:

zi+1 = zi1 + h(λi1|ei+1 |αisgn(yi1 − zi1) + zi+2 )

zi+2 = zi2 + h(λi2|ei+1 |2αi−1sgn(yi1 − zi1)) (4)

Remark that (4) can be solved analytically for αi ∈
{0.5, 1, 2}, then for αi = 0.5, the equation:

ei+1 + hλi1|ei+1 |0.5sgn(ei1)− ei1 = 0 (5)

is solved including wi = |ei+1 |0.5. From (5), the two following
cases are considered:
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• Considering ei1 < 0, and choosing ei+1 < 0, one obtain:

ei+1 = −

(
−hλi1 +

√
(hλi1)2 + 4|ei1|
2

)2

(6)

• Considering ei1 > 0, and choosing ei+1 > 0, one obtain:

ei+1 =

(
−hλi1 +

√
(hλi1)2 + 4|ei1|
2

)2

(7)

and we summarize both solutions as:

ei+1 =

(
−hλi1 +

√
(hλi1)2 + 4|ei1|
2

)2

sgn(ei1) (8)

From this, (4) with αi = 0.5 becomes:

zi+1 = zi1 + hλi1 wi sgn(ei1) + hzi+2
zi+2 = zi2 + hλi2sgn(ei1)

(9)

where

wi =
−hλ+

√
(hλ)2 + 4|ei1|
2

.

3) Semi-Implicit Discretization based on pseudo Linearisa-
tion (SIDL)
In [18], a pseudo linearization of (2) and semi-implicit scheme
were proposed, thus replacing sgn(e1) by e1

|e1| . Moreover, in
the appendix of [18], it was shown that for x1 → 0 (in the
article σ1 → 0), the two eigenvalues of the pseudo-inverse
matrix are considered equal to zero by continuity argument,
even if the solution is not defined in x = 0. Indeed, both
eigenvalue limits in x = 0+ and x = 0− are equal to 0−. It
reads:

żi1 = λi1|ei1|αi−1ei1 + zi2

żi2 = λi2|ei1|2(αi−1)ei1 (10)

Also, a semi-implicit discretization of the pseudo linearization
(SIDL) is proposed:

zi+1 = zi1 + h(λi1|ei1|αi−1ei+1 + zi+2 )

zi+2 = zi2 + h(λi2|ei1|2(αi−1)ei+1 ) (11)

Note that in (11), only the linear terms are assigned at time
k+1. To solve these equations, the first line of (11) is modified
as follows:

yi+1 − z
i+
1 = yi+1 − zi1 − h(λi1|ei1|αi−1ei+1 − z

i+
2 )

thus (11) can be rewritten:(
ei+1
zi+2

)
=

(
yi+1 − zi1

zi2

)
+

h

(
−λi1|ei1|αi−1 1
λi2|ei1|2(αi−1) 0

)(
ei+1
zi+2

)
and this gives:(

ei+1
zi+2

)
=

(
1 + hλi1|ei1|αi−1 h
−hλi2|ei1|2(αi−1) 1

)−1(
yi+1 − zi1

zi2

)

Then explicit solution of (11) reads:

(
zi+1
zi+2

)
=

(
yi+1
0

)
+

(
−1 0
0 1

)
× (12)(

1 + hλi1|ei1|αi−1 h
−hλi2|ei1|2(αi−1) 1

)−1(
yi+1 − zi1

zi2

)
It is important to remark that some computational problems

can occur when ei1 is very close to zero.

4) Semi-Implicit Discretization based on Implicit Sign func-
tion with Projector (SIDP)
There exists another way to semi-implicitly discretize the
cascade of second order differentiators:

zi+1 = zi1 + h
(
zi+2 + λi1|ei1|αiN (ei1, αi, λ

i
1)
)

zi+2 = zi2 + h
(
λi2|ei1|2αi−1N (ei1, αi, λ

i
1)
) (13)

The projector N (ei1, αi, λ
i
1) is defined as follows:

N (ei1, αi, λ
i
1) :=


dei1c1−αi

λi1h
, if |ei1|1−αi < λi1h

sgn(ei1), if |ei1|1−αi ≥ λi1h

where i ∈ {a, b}. As it is previously noted in the case of a
cascade of two second order differentiators of the form (13),
the homogeneity degree can thus be adjusted independently
according to how much the output is noisy. This is not
possible with (9) where αi is fixed to 0.5.

5) Semi-Implicit Discretization based on implicit Sign func-
tion with Modified Projector (SIDMP)
Let us remark that in order to improve the robustness with
respect to the noise, a modification could be provided for
the projector as follows: the projector N (ei1, αi, λ

i
1) can be

replaced in (13) by the following one Nθ(ei1, αi, λi1) :=
(1− θ)dei1c1−αi

λi1h
, if (1− θ)|ei1|1−αi < λi1h

sgn(ei1), if |ei1|1−αi ≥ λi1h

with θ ∈ [0, 1[.
θ is introduced in order to mitigate the influence of noise
on the sliding surface. Roughly speaking, on the sliding
surface, for θ equals to zero, the convergence is a finite
time convergence and when θ is different from zero the
convergence is only asymptotic but the differentiator is less
sensitive to noise. This is due to the fact that the influence
of noise on the sliding surface is multiplied by (1 − θ), thus
this improves the behavior of the differentiator in regard to
the measurement noise. For that reason, Nθ is computed with
respect to θei1 = ei1 − hλi1|ei1|αiNθ(ei1, αi, λi1) instead of
0 = ei1 − hλi1|ei1|αiN (ei1, αi, λ

i
1) for N (ei1, αi, λ

i
1).

The schematic representation of the cascaded differentiators,
corresponding to (3) is shown in Fig. 1. The term u is the
control input applied to the actuator from the controller, ymeas
is the measured position from the system (the only available
measurement), and the differentiators ”a” and ”b” represent
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the cascaded nature of the two second order differentiators,
giving the estimates of velocity za2 (or zb1) and acceleration
zb2, respectively. Two different sampling rates at h1 = 0.2 ms
and h2 = 0.2 s are applied.

Fig. 1: Synoptic view of the proposed cascaded differentiators
to estimate velocity and acceleration.

IV. EXPERIMENTAL TEST-BED

The pneumatic actuator used to evaluate the differentiators
consists of two actuators (or pneumatic pistons) which are
controlled by two servo-distributors (see Fig. 2). Each actuator
is composed by two chambers denoted by P (positive) and
N (negative). The position of one of these two actuators,
named “Main actuator” can be controlled, whereas the sec-
ond actuator, named “Perturbation actuator” and mechanically
connected to the “Main” one, allows producing an external
perturbation force. Under a nominal 7-bar source pressure,
the maximum produced force is 2720 N; furthermore, both
actuators have the same physical features: piston diameter of
the pneumatic actuator is 80 mm and rod diameter 25 mm.

Fig. 2: Left: photography of the pneumatic setup. Right:
scheme of the control architecture of the pneumatic setup
(details in [20]).

A dSPACE c© system allows controlling the “Main” actuator
as well as monitoring the variables in real-time. Only the po-
sition is measured and the “Main” actuator is controlled using
a scheme based on both linear and sliding mode approaches
(see [25] [21]).

The system itself is nonlinear and is influenced by continu-
ous perturbations generated by the perturbation actuator in Fig.
2; thereby, the focus is made on the differentiators to overcome
simultaneously this perturbation along with the measurement

noise. In this work, a simplified model of the experimental
testbed is considered, where a lot of physical parameters
are not known (temperature, humidity, operation time, etc).
Moreover the measurement noise has to be considered. That
is why, homogeneous differentiators strategies are adopted in
this work with exponent terms. The latter are fixed to suitable
values, which are deduced from experimental tests. These
values allow to have a good compromise between sensibility
to noise and accuracy / robustness of the estimation error.

V. SIMPLIFIED MODEL OF THE TEST-BED

The phenomena which define the physical behavior of this
experimental test-bed are complex. They are described through
a model based on nonlinear and non-stationary equations
including not well-defined parameters. This model has to
be simplified by stating hypotheses to simulate the process
quickly and with efficiency in order to predict easily its
behavior and to define an efficient control as follows [20]:
• air is perfect gas and its kinetic inconsequential;
• pressure and temperature are homogeneous in each cham-

ber;
• mass flow is pseudo-stationary;
• the thermal exchange is only by conduction;
• leakage between system and atmosphere is neglected;
• leakages between the two chambers and between the ser-

vodistributor and the jack are negligible;
• temperature variations in each chamber are inconsequential

with respect to the supply temperature: TP = TN = T ;
• process is polytropic and characterized by a coefficient k;
• Coulomb friction forces are neglected;
• supply and exhaust pressures are supposed constant;
• effects of the dynamic behavior of the servodistributor are

neglected;
• static behavior of servodistributor depends on pressures and

control value;
• only the position of the pneumatic actuator is controlled,

which means that the problem is a single input-single output
(SISO) system, which implies that uP = −uN = u; the
variable u is the control input of the system.

Taking into account these hypotheses, the mathematical model
of the pneumatic actuator (see [20]) reads as:

ṗP =
krT

VP (y)

[
ϕP (pp) + ψP (pP , sgn(u))u− S

rT
pP v

]

ṗN =
krT

VN (y)

[
ϕN (pN )− ψN (pN , sgn(−u))u+

S

rT
pNv

]

v̇ =
1

N
[S(pP − pN )− bvv − Fext].

ẏ = v.
(14)

with y being the pneumatic actuator position, v its linear
velocity, Fext the external perturbation produced by the pertur-
bation actuator, pP and pN the pressures in chambers P and
N , respectively, r the perfect gas constant, bv a coefficient



5

representing the viscous friction of the process. The measured
signal of the mathematical model of the differentiator is as-
sumed to be the output of a two-dimensional integrator with an
unknown input. As the cylinder is the physical system, the fun-
damental principle of dynamics ensures that the perturbations
are only located on the acceleration dynamic. Consequently,
the perturbations are matched for control purposes and verify
the matching observability condition (see [26]) according to
the considered measured signal.

VI. EXPERIMENTAL RESULTS

The control law is implemented on a DS1104 Board (as
also used in [27] where a slosh testing rig is driven using the
same DSPACE board) and the following working hypothesis
are made regarding the controlled trajectory and the choice of
the sampling periods.

The control of the position is performed considering linear
filter-based estimations of velocity and acceleration with very
fast sampling period. Then in the closed-loop, the estimations
could be considered as the real states. In this paper, a fast
sampling h1 = 0.2 ms and a slow sampling h2 = 0.2 s cases
are considered. Remark that all the results provided by the
differentiators under study are not used in the control feed-
back. It is for this reason that the tracking error is not of
interest, rather the estimation errors are pertinent and would
be discussed henceforth for the comparison of differentiator
performances.

a) Assumptions:
• position reference The desired position reference is yref =

0.04 sin(0.15t) and the control ensures a good tracking of
the position (see. Fig. 3);

• velocity reference The estimated velocity z2 is compared to
the derivative ẏref ;

• acceleration reference The estimated acceleration z3 is
compared to the second derivative ÿref ;

• the sampling time of the differentiation can be changed
to observe the effects of a possible under-sampling on the
resulting differentiated signals: the sampling time is either
set to 0.2 ms or 0.2 s.

The gains for each differentiator are set as follows:

TABLE I: Gain Settings

Differentiators λa1 λa2 λb1 λb2 α1 α2

E2D, SID-L/P/MP 1.5 0.625 1.5 0.625 0.75 0.7
SIDES 0.25 0.025 0.25 0.025 0.5 0.5

The gains of the method SIDES are different from the ones
for the other methods. This is due to the fact that for SIDES
method α1 = α2 = 0.5 and with this value of exponent the
differentiators are more sensitive to noise, then it is necessary
to tune differently the gain, in order to obtain acceptable
results. Also, the SIDMP method includes a parameter θ = 1

2 .
where ev and ea are respectively the estimation errors for the
velocity and the acceleration. The Sum of Square Error index
(SSE) is given by SSE(•) = 1

n

∑n
l=1 •2l with n the file size.

For h1 = 0.2 ms and for h2 = 0.2 s, n is respectively set to
100000 and 100.

TABLE II: SSE Indices

Methods SSE (ev) SSE (ea) SSE (ev) SSE (ea)
h = 0.2 ms h = 0.2 ms h = 0.2 s h = 0.2 s

E2D 2.24 10−6 5.04 10−6 1.70 10−5 4.43 10−5

SIDES 1.68 10−6 6.74 10−6 1.18 10−5 3.19 10−5

SIDL 6.89 10−6 1.15 10−5 3.90 10−6 1.03 10−5

SIDP 2.24 10−6 5.04 10−6 1.64 10−6 9.52 10−6

SIDMP 2.24 10−6 5.04 10−6 4.30 10−7 2.36 10−6

The parameters λ1 and λ2 are chosen as follows: λ1 =
λ

′

1µ
0.5 and λ2 = λ

′

2µ as classically, where λ
′

1 and λ
′

2 ensure
a pole-placement and µ is chosen greater than the maximum
of the perturbation. The gains were first tuned for the explicit
differentiator to obtain an effective estimation; the same gains
were used with all other differentiators, except SIDES (which
has the same exponents α1 = α2 = 0.5, that implies a re-
tuning of the gains to maintain acceptable performances). This
choice of gains is made to compare their performances on an
equal footing. Tuning the differentiators with their respective
optimal gains would pledge for a fair comparison, but here,
in this case, just an equal comparison using equal gains, is
presented.

It can be seen from Table II that for h1 = 0.2 ms, the SSE
in case of SIDP and SIDMP have same values because the
projector N (ei1, αi, λ

i
1) and Nθ(ei1, αi, λi1) are not in effect1

and switches between -1 and +1, and consequently give the
same SSE as the E2D method. When the sampling increases
(h2 = 0.2 s), the projector is in effect, thus explaining the
differences in the SSE values of SIDP and SIDMP methods.

The position of the actuator is controlled by an explicit
sliding mode control law and the corresponding measured
position is recorded with a sampling period of h1 = 0.2 ms.
The signal is then down-sampled to have a sampling period
of h2 = 0.2 s as shown in Fig. 3. It could be seen that the
sampling at h1 = 0.2 ms is very fast and hence, it appears to
be much closer to a continuous signal, whereas at h2 = 0.2 s,
the signal would have, comparatively, less information which
challenges the performances of the differentiators. In such
way, the measured position signal (with two different sampling
rates) serves as the input for the differentiators under study.
From the controlled position being presented in Fig. 3, it could
be convincing that the other states (velocity and acceleration)
also converge to their corresponding references (with similar
accuracy) and hence, the estimations of velocity and acceler-
ation would be compared with ẏref and ÿref respectively, in
all the plots hereafter.

To go deeper into the performance analysis, the differenti-
ation methods E2D, SIDES, SIDL, SIDP and SIDMP are im-
plemented on the electro-pneumatic actuator system. To avoid
confusions, the Sum of Square Error (SSE), including the
estimation errors of velocity and acceleration, are computed
and are presented in Table II. The SSE indices for each method
are displayed for easy comparison in Figs. 4 and 5. It could be
concluded from the comparison that the four methods estimate
the states with negligible variations at h1 = 0.2 ms, but in the
case of h2 = 0.2 s, SIDMP presents better estimations.

1The condition |ei1|α < λi1h1 is practically never verified due to the fact
that h1 is too small.
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Fig. 3: Reference and Measured Position.

Fig. 4: Normalized SSE for h1 = 0.2 ms.

Fig. 5: Normalized SSE for h2 = 0.2 s.

Remark that for h1 = 0.2 ms, the velocity SSE (resp.
acceleration SSE) are normalized with respect to the values
of the explicit method 2.24 10−6 (resp. 5.04 10−6). Similarly,
for h2 = 0.2 s, the values of the explicit method are 1.70 10−5

(resp. 4.43 10−5). According to the Table II, the SSE for
h2 = 0.2 s is approximately ten times greater than for
h1 = 0.2 ms.

Figures 6 and 7 show that the performances of the E2D
differentiators are greatly influenced by the sampling period;
in the sequel, the results of the E2D differentiators are used
for comparison purposes with the other differentiators.

Concerning SIDL, it is observed that the SSE seems pretty
bad for h1 = 0.2 ms; this is probably due to the fact that the
sign function is replaced by e1

|e1| . From our point of view, this

method is sensitive to noise. Nevertheless, for h2 = 0.2 s, its
SSE is greatly improved with respect to E2D method. In the
case of h2 = 0.2 s, the discretization effect seems to be more
influential than the measurement noise. SIDL method works
well in regards of discretization effect.

Concerning SIDES, for h2 = 0.2 s, the SSE is better than
E2D. Nevertheless, the performance seems to be less efficient
than for the projector-based methods SIDP and SIDMP. From
our point of view, this is due to the fact that this semi-implicit
strategy ”freezes” the sign function (sgn(ek)).

Concerning SIDMP, the SSE performance is better than
for SIDP because this strategy relaxes the constraints of finite
time convergence. Doing so, the cascaded differentiator is less
sensitive to noise but gives only an asymptotic convergence.

Finally, in order to highlight the analysis given by the SSE
indices, in Fig. 9, all acceleration estimations are presented.

For all methods, acceleration behavior is oscillatory. This
is due to the fact that mechanical frictions and perturbations
on the cylinder are not well compensated by the control
and note that the estimated acceleration is compared to the
acceleration reference. Moreover, for h2 = 0.2 s, some
physical information are lost at higher frequencies.

Regarding the case h1 = 0.2 ms, all the methods show
similar results. This highlights the fact that discretization
problems appear for slow sampling. For h2 = 0.2 s, the E2D
in Fig. 7 seems to be the worst method and the SIDMP is
the best one. The SIDES method has a behavior close to the
explicit one but with less random behavior. The SIDL has a
better behavior than the explicit solutions but the estimation is
influenced by noise and also has a phase-shift. The SIDP has
a behavior close to SIDMP but it is more sensitive to noise.

In the case of h1 (fast sampling period), the performances
of semi-implicit and explicit methods are similar. However, it
is clearly observed that the implicit performance supersedes
the explicit one for larger sampling periods h2. Nevertheless,
the semi-implicit method is always better for control purposes
because the explicit method introduces a bang-bang control
input [10], [12].

VII. CONCLUSION

This work was dedicated to provide an experimental eval-
uation of recent promising homogeneous differentiators based
semi-implicit Euler discretization within the framework of
a nonlinear pneumatic actuator. Four differentiators were
tested and compared, the homogeneous semi-implicit-based
sliding [17], the semi-implicit homogeneous based pseudo-
linearization [18], and the semi-implicit homogeneous based
projector [19] as well. Nevertheless for h1 (fast sampling), all
the methods are equivalent. This highlights that the discretiza-
tion problem is for slow sampling. For slow sampling h2, it
appears clearly that the method SIDMP has the best result
(within the focus of comparison).

The classical homogeneous explicit sliding differentiator
was also tested and served as a reference for comparisons.
Criterion evaluation is made according to the velocity and
acceleration estimation performances in presence of measure-
ment noise thanks to a pneumatic setup for which the measured
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(a) h = 0.2 ms (b) h = 0.2 s

Fig. 6: Estimated Velocity with Explicit Differentiator E2D.

(a) h = 0.2 ms (b) h = 0.2 s

Fig. 7: Estimated Acceleration with Explicit Differentiator E2D.

position has been differentiated to obtain the velocity (first
differentiator) and the latter is used as an ”output” for the sec-
ond differentiator in order to obtain the acceleration (cascaded
differentiators). As a result, the homogeneous semi-implicit
differentiator based projector highlights better performances
in terms of the estimation precision and noise rejection.

The proposed methodology will be extended in on-going
work to variable exponent differentiators that could deal with
noise with an algebraic adaptive law [1].
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