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NEW PERSPECTIVES ON OUTPUT FEEDBACK STABILIZATION

AT AN UNOBSERVABLE TARGET∗

Lucas Brivadis1,** , Jean-Paul Gauthier2, Ludovic Sacchelli3

and Ulysse Serres1

Abstract. We address the problem of dynamic output feedback stabilization at an unobservable
target point. The challenge lies in according the antagonistic nature of the objective and the properties
of the system: the system tends to be less observable as it approaches the target. We illustrate two main
ideas: well chosen perturbations of a state feedback law can yield new observability properties of the
closed-loop system, and embedding systems into bilinear systems admitting observers with dissipative
error systems allows to mitigate the observability issues. We apply them on a case of systems with linear
dynamics and nonlinear observation map and make use of an ad hoc finite-dimensional embedding.
More generally, we introduce a new strategy based on infinite-dimensional unitary embeddings. To do
so, we extend the usual definition of dynamic output feedback stabilization in order to allow infinite-
dimensional observers fed by the output. We show how this technique, based on representation theory,
may be applied to achieve output feedback stabilization at an unobservable target.
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1. Introduction

The problem of output feedback stabilization is one of deep interest in control theory. It consists of stabilizing
the state of a dynamical system, that is only partially known, to a target point. Although a vast literature tackles
this topic (see [4], and references therein), some fundamental problems remain mostly open. The issue can be
formulated in the following manner. Let n, m and p be positive integers, f : Rn × Rp → Rn and h : Rn → Rm.
For all u ∈ C0(R+,Rp), consider the following observation-control system:{

ẋ = f(x, u)

y = h(x)
(1.1)
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where x is the state of the system, u is the control (or input) and y is the observation (or output). We assume
that f is uniformly locally Lipschitz with respect to x and continuous. We may as well assume that the target
point at which we aim to stabilize x is the origin 0 ∈ Rn, h(0) = 0 and f(0, 0) = 0.

Definition 1.1 (Dynamic output feedback stabilizability). System (1.1) is said to be locally (resp. globally)
stabilizable by means of a dynamic output feedback if and only if the following holds.

There exist two continuous map ν : Rq × Rp × Rm → Rq and $ : Rq × Rm → Rp for some positive integer q
such that (0, 0) ∈ Rn ×Rq is a locally (resp. globally) asymptotically stable1 equilibrium point of the following
system: {

ẋ = f(x, u)

y = h(x)
,

{
ẇ = ν(w, u, y)

u = $(w, y).
(1.2)

Additionally, if for any compact set K ⊂ Rn, there exist two continuous maps ν : Rq × Rp × Rm → Rq and
$ : Rq × Rm → Rp for some positive integer q, and a compact set K̂ ⊂ Rq such that (0, 0) ∈ Rn × Rq is an

asymptotically stable equilibrium point of (1.2) with basin of attraction containing K× K̂, then (1.1) is said to
be semi-globally stabilizable by means of a dynamic output feedback.

Without loss of generality, we assume that if (1.2) is locally asymptotically stable at (0, 0), then the value of
the control at the target point is zero: $(0, 0) = 0 ∈ Rp.

A common strategy to achieve dynamic output feedback stabilization consists in finding a stabilizing state
feedback, designing an observer system that learns the state from the dynamics of its output, and using as an
input the state feedback applied to the observer. For linear systems, this corresponds to the so-called separation
principle, which consists of designing “separately” a stabilizing state feedback law and a state observer. This
strategy is known to fail in general for nonlinear systems. In [22, 40, 41], the authors proved under a complete
uniform observability assumption that any system semi-globally stabilizable by means of a static state feedback
is also semi-globally stabilizable by means of a dynamic output feedback.

Definition 1.2 (Observability). System (1.1) is said to be observable for some input u ∈ C0(R+,Rp) in time
T > 0 if and only if, any two solutions x, x̃ of (1.1) whose corresponding outputs y and ỹ are equal almost
everywhere on [0, T ], must also be equal almost everywhere on [0, T ].

Complete uniform observability required in [40, 41] implies observability for all inputs and all times. However,
as proved in [18], it is not generic for nonlinear systems to be completely uniformly observable when the
dimension of the output is less than or equal to the dimension of the input. The problem of dynamic output
feedback stabilization remains open when singular inputs (that are, inputs that make the system unobservable)
exist. Crucially, observability singularities prevent from applying classical tried-and-tested methods. However,
such difficulties occur in practical engineering systems, where original strategies need to be explored [1, 2, 13, 17,
19, 34, 39], leading to a renewal of interest in the issue in recent years. The main difficulties arise when the control
input corresponding to the equilibrium point of (1.2) is singular. Indeed, a contradiction may occur between
the stabilization of the state at the target point, and the fact that the observer system may fail to properly
estimate the state near the target. Various techniques have been introduced to remove this inconsistency, on
which this paper focuses.

Most of them rely on a modification of the input, that helps the observer system to estimate the state even
near the target point. This strategy was employed in [14] (that achieved local stabilization by using a periodic
time-dependent perturbation), in [36] (that achieved practical stabilization by using a “sample and hold” time-
dependent perturbation), and more recently in [10] (that achieved global stabilization on a specific class of
systems). Let us also mention the works of [13, 17, 39], that also rely on a high-frequency excitation of the

1 Recall that a dynamical system is said to be asymptotically stable at an equilibrium point with some basin of attraction if
and only if each initial condition in the basin of attraction yields at least one solution to the corresponding Cauchy problem, each
solution converges to the equilibrium point, and the equilibrium point is Lyapunov stable.
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input. Adopting another point of view in line with [9, 27], we are interested in time-independent perturbations
of the feedback laws.

Another important tool in stabilization theory is the use of weakly contractive systems, for which flows are
non-expanding [11, 21, 23, 28, 29]. The fact that the error between the state and the observer has contractive
dynamics has proven to be a powerful tool in [27, 35], because it guarantees that the error is non-increasing,
no matter the observability properties of the system. More precisely, in [27] a strategy of feedback perturbation
is used in conjunction with the contraction property of a quantum control system to achieve stabilization at
an unobservable target. In [35], the authors proved that for non-uniformly observable state-affine systems,
detectability at the target is a sufficient condition to set up a separation principle. In order to access such
contraction properties on a wider class of systems, we turn to embeddings techniques. Embedding the original
nonlinear system into a bilinear system and design an observer with dissipative error is the second guideline
that we aim to follow.

In the present paper, we wish to coalesce the insights provided by these previous works in order to come
up with solutions to attack the problem of dynamic output feedback stabilization at an unobservable target.
Embedding techniques have to rely on the systems structure. Inspired by an example from [14], we focus here
on systems with linear conservative dynamics and nonlinear observation maps. The strategies developed in the
paper match the restrictions we impose on the systems, but aim to illustrate a more general framework in which
to attack stabilization at unobservable targets.

A direct method to linearize the output is to consider it as an additional state coordinate. If an observer with
dissipative error system can be found for the new embedded system, we prove that a feedback law perturbation
approach can be efficient for dynamic output feedback stabilization. However, the existence of such an observer
is not guaranteed. We attempt to overcome this difficulty by proposing embeddings into infinite-dimensional
unitary systems with linear output. As illustrated in [12], this idea helps in designing dissipative observers for
a wider array of nonlinear systems. Furthermore, infinite-dimensional observers are not limited by topological
obstructions that may occur in the finite-dimensional context (see Sect. 3.1). Following this approach in the
context of output feedback stabilization yields a coupled ODE–PDE system that demands an ad-hoc functional
framework. We set up this strategy on a two-dimensional system presenting an archetypal singularity at the
target point.

Content. Necessary conditions for dynamic output feedback stabilization are discussed in Section 2. The finite-
dimensional strategy is explored in Section 3 (first, topological obstructions are raised in 3.1, while a positive
stabilization result is proved in 3.2). In Section 4, we set up preliminaries for our infinite-dimensional strategy.
In the final Section 5, these concepts are applied to achieve a stabilization result on a coupled ODE–PDE
state-observer system.

Notations. Denote by R (resp. R+) the set of real (resp. non-negative) numbers, by C the set of complex
numbers and by Z (resp. N) the set of integers (resp. non-negative integers). The Euclidean norm over Rn
(or Cn) is denoted by | · | for any n ∈ N. The real and imaginary parts of z ∈ C are denoted by <z and =z,
respectively. For any matrix A ∈ Rn×m, the transpose of A is denoted by A′. For any normed vector space
(Z, ‖ · ‖Z), we denote by BZ(x, r) (resp. B̄Z(x, r)) the open (resp. closed) ball of Z centered at x ∈ Z of radius
r > 0 for the norm ‖ · ‖Z . The identity operator over Z is denoted by IZ . For all k ∈ N ∪ {∞} and all interval
U ⊂ R, the set Ck(U,Z) is the set of k-continuously differentiable functions from U to Z.

For any Hilbert space Z, denote by 〈·, ·〉Z the inner product over Z and ‖·‖Z the induced norm. If Y is also a
Hilbert space, then L (Z, Y ) denotes the space of bounded linear maps from Z to Y , and L (Z) = L (Z,Z). We
identify the Hilbert spaces with their dual spaces via the canonical isometry, so that the adjoint of C ∈ L (Z, Y ),
denoted by C∗, lies in L (Y,Z). Let us recall the characterization of the strong and weak topologies on Z. A
sequence (xn)n>0 ∈ ZN is said to be strongly convergent to some x? ∈ Z if ‖xn − x?‖Z → 0 as n→ +∞, and we
shall write xn → x? as n→ +∞. It is said to be weakly convergent to x? if 〈xn − x?, ψ〉Z → 0 as n→ +∞ for

all ψ ∈ Z, and we shall write xn
w
⇀ x? as n→ +∞. The strong topology on Z is finer than the weak topology

(see, e.g., [7] for more properties on these usual topologies).
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2. Necessary conditions

The aim of the paper is to discuss dynamic output feedback stabilization strategies in the presence of observ-
ability singularities in contrast to [40, 41], where uniform observability is assumed. However, in trying to weaken
the observability assumption in the context dynamic output feedback stabilization, one first needs to check that
the goal is still achievable. In this short section, necessary conditions for dynamic output feedback stabilizability
are discussed. These should be put in perspective with sufficient conditions that can be found in the literature,
as well as those we exhibit in the paper.

Definition 2.1 (State feedback stabilizability). System (1.1) is said to be locally (resp. globally) stabilizable by
means of a (static) state feedback if and only if there exists a continuous map φ : Rn → Rp such that 0 ∈ Rn is
a locally (resp. globally) asymptotically stable equilibrium point of{

ẋ = f(x, u)

u = φ(x).
(2.1)

Additionally, if for any compact set K ⊂ Rn, there exists a continuous map φ : Rn → Rp such that 0 ∈ Rn is
an asymptotically stable equilibrium point of (2.1) with basin of attraction containing K, then (1.1) is said to
be semi-globally stabilizable by means of a static state feedback.

The problem of dynamic state feedback stabilization of (1.1) is equivalent to the dynamic output feedback
stabilization in the case where h(x) = x. Therefore, dynamic state feedback stabilizability of (1.1) is a necessary
condition for dynamic output feedback stabilizability. One may wonder if static state feedback stabilizability
of (1.1) is necessary for dynamic output feedback stabilizability. In [4], the authors answer by the positive if a
sufficiently regular selection function can be found. We recall their result below.

Theorem 2.2 ([4], Lem. 1, (1)). Assume that (1.2) is locally asymptotically stable at (0, 0) with basin of
attraction2 Ux × Uw. Let V be a C∞(Ux × Uw,R+) strict proper Lyapunov function of (1.2). If there exists a
selection map Ux 3 x 7→ φ(x) ∈ argminUw V (x, ·) which is locally Hölder of order strictly larger than 1

2 , then
(2.1) is locally asymptotically stable at 0 with basin of attraction containing Ux.

Therefore, up to the existence of a sufficiently regular selection map, this result implies that the following
local (resp. semi-global, global) condition is necessary for the local (resp. semi-global, global) stabilizability of
(1.1) by means of a dynamic output feedback.

Condition 2.3 (State feedback stabilizability — local, semi-global, global). System (1.1) is locally (resp.
semi-globally, globally) stabilizable by means of a static state feedback.

In [14], J.-M. Coron stated two additional conditions that he proved to be sufficient when local static state
feedback stabilizability holds to ensure local dynamic output feedback stabilizability, provided that one allows
the output feedback to depend on time (which we do not allow in this paper). The two following conditions are
weaker versions of the ones of [14]. We prove that these two conditions are necessary to ensure dynamic output
feedback stabilizability. The first one, known as 0-detectability is also used by E. Sontag in [38] in the context
of abstract nonlinear regulation theory.

Before stating this condition, let us recall the following. For any input u ∈ C0(R+,Rn), and any initial
condition x0 ∈ Rn, there exists exactly one maximal solution of (1.1), defined on [0, T (x0, u)). This solution,

denoted by ϕt(x0, u), is such that ϕ0(x0, u) = x0 and ∂ϕt(x0,u)
∂t = f(ϕt(x0, u), u(t)) for all t ∈ [0, T (x0, u)).

Condition 2.4 (0-detectability — local, global). Let X0 = {x0 ∈ Rn : ∀t ∈ [0, T (x0, 0)), h(ϕt(x0, 0)) = 0}.
Then 0 ∈ X0 is a locally (resp. globally) asymptotically stable equilibrium point of the vector field X0 3 x 7→
f(x, 0).

2In Lemma 1, (1) of [4], the authors state only a global version of the result, that is, Ux = Rn and Uw = Rq . However, the proof
remains identical in the other cases.
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Theorem 2.5. If (1.1) is locally (resp. semi-globally, globally) stabilizable by means of a dynamic output
feedback, then Condition 2.4 holds locally (resp. globally, globally).

Proof. The set X0 is invariant for the vector field x 7→ f(x, 0) and 0 ∈ X0. Let x0 ∈ X0. Assume that (1.1) is
locally stabilizable by means of a dynamic output feedback, and that (x0, 0) is in the basin of attraction of (0, 0)
for (1.2).

Then t 7→ (ϕt(x0, 0), 0) is a trajectory of (1.2) with initial condition (x0, 0). Hence ϕt(x0, 0) is well-defined
for all t > 0 and tends towards 0 as t goes to infinity. Moreover, for all R > 0, there exists r > 0 such that, if
x0 ∈ BRn(x0, r), then ϕt(x0, 0) ∈ BRn(x0, R) for all t > 0.

If we assume that (1.1) is globally stabilizable by means of a dynamic output feedback, then the arguments
still hold for any x0 ∈ Rn. If (1.1) is only semi-globally stabilizable by means of a dynamic output feedback, we
first define K as in Definition 1.1 containing x0.

Condition 2.6 (Indistinguishability ⇒ common stabilizability — local, global). For all x0, x̃0 in some neigh-
borhood of 0 ∈ Rn (resp. for all x0, x̃0 in Rn), if for all u ∈ C0(R+,Rp) such that T (x0, u) = +∞ it holds that
h(ϕt(x0, u)) = h(ϕt(x̃0, u)) for all t ∈ [0, T (x̃0, u)), then there exists v ∈ C0(R+,Rp) such that ϕt(x0, v) and
ϕt(x̃0, v) are well-defined for all t ∈ R+ and tend towards 0 as t goes to infinity.

Theorem 2.7. If (1.1) is locally (resp. semi-globally, globally) stabilizable by means of a dynamic output
feedback, then Condition 2.6 holds locally (resp. globally, globally).

Proof. Let x0, x̃0 ∈ Rn be such that for all u ∈ C0(R+,Rp) such that T (x0, u) = +∞ it holds that h(ϕt(x0, u)) =
h(ϕt(x̃0, u)) for all t ∈ [0, T (x̃0, u)), Assume that (1.1) is locally stabilizable by means of a dynamic output
feedback, and that (x0, 0), (x̃0, 0) are in the basin of attraction of (0, 0) for (1.2).

Let (x,w) be a solution of (1.2) starting from (x0, 0). Set v = $(w, h(x)). Then T (x0, v) = +∞ and
ϕt(x0, v) → 0 as t → +∞. Let x̃(t) = ϕt(x̃0, v) for all t ∈ [0, T (x̃0, v)). Since h(ϕt(x0, v)) = h(ϕt(x̃0, v)) for
all t ∈ [0, T (x̃0, v)), (x̃, w) is a solution of (1.2) starting from (x̃0, 0). Hence T (x̃0, v) = +∞ and ϕt(x̃0, v)→ 0
as t→ +∞.

If we assume that (1.1) is globally stabilizable by means of a dynamic output feedback, then the arguments
still hold for any x0, x̃0 ∈ Rn. If (1.1) is only semi-globally stabilizable by means of a dynamic output feedback,
we first define K as in Definition 1.1 containing x0 and x̃0.

Remark 2.8. In [35], the authors consider the problem of dynamic output feedback stabilization of dissipative
state-affine systems, that is, systems of the form{

ẋ = A(u)x+B(u)

y = Cx
(2.2)

where there exists some positive definite matrix P ∈ Rn ×Rn such that, for all inputs u in some admissible set,

PA(u) +A(u)′P 6 0. (2.3)

For such systems, Conditions 2.3 (local) and 2.4 are proved to be sufficient to achieve the dynamic output
feedback stabilization, which implies, by Theorem 2.7, that Condition 2.6 is also satisfied. In this paper, we
therefore focus on systems that are not in the form of (2.2)–(2.3).

3. An illustrative example

3.1. An obstruction by J.-M. Coron

Consider the case where (1.1) is single-input single-output and f is a linear map, so that it can be written
in the form of
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{
ẋ = Ax+ bu,

y = h(x).
(3.1)

where A ∈ Rn×n and b ∈ Rn×1 and h : Rn → R. If h is nonlinear and is not an invertible transformation of a
linear map, then the usual theory of linear systems fails to be applied. Condition 2.3 reduces to the stabilizability
of the pair (A, b). If it holds, then (3.1) is globally stabilizable by a linear static state feedback.

In [14], J.-M. Coron introduced the following illustrative one-dimensional example:

ẋ = u, y = x2. (3.2)

He proved that (3.2) is not locally stabilizable by means of a dynamic output feedback, unless introducing a
time-dependent component in the feedback law. The difficulty with this system comes from the unobservability
of the target point 0. Indeed, (3.2) is not observable for the constant input u ≡ 0 in any time T > 0. Indeed,
the initial conditions x0, −x0 ∈ R are indistinguishable. In particular, the system is not uniformly observable,
and consequently the results of [22, 40, 41] fail to be applied. To overcome this issue, [14] introduced time-
dependent output feedback laws, and proved by this means the local stabilizability of (3.2). This system can
also be stabilized by means of “dead-beat” or “sample-and-hold” techniques (see [31, 36], respectively).

A generalization of (3.2) in higher dimension is{
ẋ = Ax+ bu,

y = h(x)
(3.3)

for a skew-symmetric matrix A and h radially symmetric3. Again, the constant input u ≡ 0 makes the system
unobservable in any time T > 0 since for any initial conditions x0, x̃0 in Rn satisfying |x0| = |x̃0|, h(ϕt(x0)) =
h(x̃0) = h(x0) = h(ϕt(x0)) for all t ∈ R+. Condition 2.3 (global) reduces to the stabilizability of (A, b) and
Condition 2.4 (global) is always satisfied. Let us state a necessary condition for the stabilizability of (3.3) by
means of a dynamic output feedback.

Theorem 3.1. If (3.3) is locally stabilizable by means of a dynamic output feedback, then A is invertible.

Proof. The proof is an adaptation of the one given in [14] in the one-dimensional context. Assume that (0, 0) is
a locally asymptotically stable equilibrium point of{

ẋ = Ax+ bu,

y = h(x)
,

{
ẇ = ν(w, u, y)

u = $(w, y)
(3.4)

for some positive integer q and two continuous maps ν : Rq ×R×R and $ : Rq ×R. Set F : Rn×Rq 3 (x,w) 7→
(Ax+ b$ (w, h(x)) , ν (w,$ (w, h(x)) , h(x))). Then, according to ([24], Thm. 52.1) (see [15] when one does not
have uniqueness of the solutions to the Cauchy problem), the index of −F at (0, 0) is 1. Assume, for the sake of
contradiction, that A is not invertible. Let N be a one-dimensional subspace of kerA. Denote by Σ the reflection
through the hyperplane N⊥, that is, Σ = IRn − 2vv′ for some unitary vector v ∈ N . Then det Σ = −1, AΣ = A
and h(Σx) = h(x). Hence (x,w) 7→ −F (Σx,w) has index −1 at (0, 0) and F (Σx,w) = F (x,w). Thus 1 = −1
which is a contradiction.

According to the spectral theorem, we have the following immediate corollary. If n = 1, we recover the result
of J.-M. Coron in [14].

3 Up to a change of scalar product, one may also consider the case where PA + AP = 0 for some positive definite matrix
P ∈ Rn×n and h such that (x′1Px1 = x′2Px2)⇒ (h(x1) = h(x2)).
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Corollary 3.2. If n is odd and A is skew-symmetric, then (3.3) is not locally stabilizable by means of a dynamic
output feedback.

3.2. Converse theorem: a positive result of output feedback stabilization

One of the main results of this paper is the following theorem which is the converse of Theorem 3.1 in the
case where h(x) = 1

2 |x|
2. The proof relies on the guidelines described in the introduction, that is, an embedding

into a bilinear system, an observer design with dissipative error-system and a feedback perturbation.
Consider the special case for system (3.3): ẋ = Ax+ bu,

y = h(x) =
1

2
|x|2.

(3.3’)

Theorem 3.3. If A is skew-symmetric and invertible and (A, b) is stabilizable, then (3.3’) is semi-globally
stabilizable by means of a dynamic output feedback.

Remark 3.4. The dynamic output feedback is explicitly given in (3.12). It is easily implementable, and does
not use time-dependent feedback laws.

The proof of Theorem 3.3 is the object of the section. We follow the same steps as in [2], with a very similar
embedding strategy. The main difference is the observability analysis developped in Section 3.2.5: here the target
is unobservable, while in [2] it was observable.

3.2.1. Embedding into a bilinear system of higher dimension

Consider the map

τ : Rn −→ Rn+1

x 7−→
(
x, 1

2 |x|
2
)
.

If x is a solution of (3.3), then 1
2

d
dt |x|

2
= x′Ax+ x′bu = x′bu since A is skew-symmetric. Hence z = τ(x) defines

an embedding of (3.3) into {
ż = A(u)z + Bu
y = Cz.

(3.5)

where A(u) =

(
A 0
ub′ 0

)
, B =

(
b
0

)
and C =

(
0 · · · 0 1

)
and with initial conditions in T = τ(Rn). More-

over, the semi-trajectory z remains in T . We denote by π : Rn+1 → Rn the projection operator given by
z = (z1, . . . , zn+1) 7→ (z1, . . . , zn). Note that π is a left-inverse of τ:

π(τ(x)) = x, ∀x ∈ Rn. (3.6)

In the following, to ease notations, we often use the shorthand z for π(z).

3.2.2. Observer design with dissipative error system

Let us introduce a Luenberger observer with dynamic gain for (3.5). In order to make the error system
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dissipative, set Lα(u) =

(
bu
α

)
∈ Rn+1 for some positive constant α to be fixed later. The corresponding observer

system is given by

{
ε̇ = (A(u)− Lα(u)C) ε
˙̂z = A(u)ẑ + Bu− Lα(u)Cε

(3.7)

where z = ẑ − ε satisfies (3.5), ẑ is the estimation of the state made by the observer system and ε is the error
between the estimation of the state and the actual state of the system. Note that for all u ∈ R,

A(u)− Lα(u)C =

(
A −bu
ub′ −α

)
=

(
A −bu
ub′ 0

)
− αC′C. (3.8)

It implies that the ε-subsystem of (3.7) is dissipative, that is, for all input u ∈ C0(R+,R), the solutions of (3.7)
satisfy

d|ε|2

dt
= 2ε′ (A(u)− Lα(u)C) ε = −2α|Cε|2 6 0. (3.9)

This is the first key fact of the strategy applied below.

3.2.3. Feedback perturbation and closed-loop system

Because (A, b) is stabilizable, there exists K ∈ R1×n such that A + bK is Hurwitz (in particular, (K,A) is
detectable). Since A is skew-symmetric, its eigenvalues are purely imaginary. Hence, the Hautus lemmas for
stabilizability (resp. detectability) and controllability (resp. observability) are equivalent. Therefore, (A, b) is
controllable and (K,A) is observable.

With a separation principle in mind, a natural strategy for dynamic output feedback stabilization of (3.3)
would be to combine the Luenberger observer (3.7) with the state feedback law φ : x 7→ Kx. However, it appears
that this strategy fails to be applied due to the unobservability at the target. To overcome this difficulty, we
rather consider a perturbed feedback law φδ : x 7→ Kx + δ

2 |x|
2

for some positive constant δ to be fixed later.
This is the second key fact of the strategy. For all δ > 0, denote by Dδ the basin of attraction of 0 ∈ Rn of the
vector field Rn 3 x 7→ Ax+ bφδ(x). Since the linearization of this vector field at 0 is x 7→ (A+ bK)x, it is locally
asymptotically stable at 0 for all δ > 0. As stated in the following lemma, the drawback of this perturbation is
to pass from a globally stabilizing state feedback to a semi-globally stabilizing one.

Lemma 3.5. For any compact set K ⊂ Rn, there exists δ0 > 0 such that for all δ ∈ (0, δ0), K ⊂ Dδ.

Proof. Let ρ > 0 be such that K ⊂ BRn(0, ρ). Since A+ bK is Hurwitz, there exists P ∈ Rn×n positive definite
such that P (A+ bK) + (A+ bK)′P < −2IRn (recall that ′ denotes the transpose operation). Set V : Rn 3 x 7→
x′Px. Then, for all x ∈ K,

∂V

∂x
(x)(Ax+ bφδ(x)) = 2x′P (A+ bK)x+ δ|x|2x′Pb

6 (−2 + δ|x||Pb|)|x|2

6 (−2 + δρ|Pb|)|x|2.
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Set δ0 = 1
ρ|Pb| and let δ ∈ (0, δ0). Then V is positive definite and

∂V

∂x
(x)(Ax+ bφδ(x)) < −|x|2

for all x ∈ K. Hence, 0 ∈ Rn is a locally asymptotically (even exponentially) stable equilibrium point of the
vector field Rn 3 x 7→ Ax+ bφδ(x) with basin of attraction containing K.

Hence, for all compact set K ⊂ Rn there exists δ0 > 0 such that if δ ∈ (0, δ0), then K ⊂ Dδ. On system (3.5),
we choose the feedback law

λδ(z) =
(
K δ

)
z, (3.10)

which satisfies φδ = λδ ◦ τ. The corresponding closed-loop system is given by{
ε̇ = (A(λδ(ẑ))− Lα(λδ(ẑ))C) ε,
˙̂z = A(λδ(ẑ))ẑ + Bλδ(ẑ)− Lα(λδ(ẑ))Cε.

(3.11)

We are now able to exhibit a coupled system in the form of (1.2) (with w = ẑ) with which we intend to prove
semi-global dynamic output feedback stabilization of (3.3): ẋ = Ax+ bu,

y =
1

2
|x|2

,

{
˙̂z = A(u)ẑ + Bu− Lα(u) (Cẑ − y)

u = λδ(ẑ).
(3.12)

It is now sufficient to prove the following theorem, which implies Theorem 3.3, in the next sections.

Theorem 3.6. For all compact set K×K̂ ⊂ Rn×Rn+1, there exist δ0 > 0 and α0 > 0 such that for all δ ∈ (0, δ0)
and all α ∈ (α0,+∞), (0, 0) ∈ Rn×Rn+1 is a locally asymptotically stable equilibrium point of (3.12) with basin

of attraction containing K × K̂.

3.2.4. Boundedness of trajectories

Since Rn 3 x 7→ 1
2 |x|

2 and φδ are locally Lipschitz continuous functions, according to the Cauchy-Lipschitz
theorem, for any initial condition (x0, ẑ0) ∈ Rn×Rn+1, there exists exactly one maximal solution (x, ẑ) of (3.12)
such that (x(0), ẑ(0)) = (x0, ẑ0). Before going into the proof of Theorem 3.6, we need to ensure the existence of
global solutions.

Lemma 3.7. For any compact set K×K̂ ⊂ Rn×Rn+1, there exist δ0 > 0 and α0 > 0 such that for all δ ∈ (0, δ0)

and all α ∈ (α0,+∞), (3.12) has a unique global solution (x, ẑ) for each initial condition (x0, ẑ0) ∈ K × K̂.
Moreover, (x, ẑ) is bounded and ẑ remains in a compact subset of Dδ.

Proof. Let (x0, ẑ0) ∈ K × K̂ and (x, ẑ) be the corresponding maximal solution of (3.12). Set z = τ(x) and
ε = ẑ − z, so that (ε, ẑ) is the maximal solution of (3.11) starting from (ε0, ẑ0). Then, it is sufficient to prove
that (ε, ẑ) is a global solution, (ε, ẑ) is bounded and ẑ remains in a compact subset of Dδ. According to (3.9),
ε is bounded since |ε| is non-increasing. Moreover, ẑn+1 = εn+1 + 1

2 |z|
2 = εn+1 + 1

2 |ẑ − ε|
2. Then, it remains

to show that there exist δ0 > 0 and α0 > 0 such that for all δ ∈ (0, δ0) and all α ∈ (α0,+∞), for all initial

conditions (ε0, ẑ0) ∈
(
K̂ − τ(K)

)
× K̂, ẑ remains in a compact subset of Dδ.

Since A+ bK is Hurwitz, there exists P ∈ Rn×n positive definite such that P (A+ bK)+(A+ bK)′P < −2IRn .
Then V : Rn 3 x 7→ x′Px is a strict Lyapunov function for system (3.3) with feedback law φ. For all r > 0, set

D(r) = {x ∈ Rn : V (x) 6 r}. Let ρ′ > ρ > 0 and r′ > r > 0 be such that BRn+1(0, ρ) contains
(
K̂ − τ(K)

)
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and K̂ and BRn+1(0, ρ) ⊂ D(r) ⊂ D(r′) ⊂ BRn+1(0, ρ′). According to Lemma 3.5, there exists δ0 > 0 such that
for all δ ∈ (0, δ0), Dδ contains the closure of BRn(0, ρ′). In the following, we show that there exists α0 > 0 such
that, if α > α0, then ẑ remains in BRn(0, ρ′). For all ẑ, ε in Rn+1, define

µ1
δ(ẑ) = A(φδ(ẑ))ẑ + Bφδ(ẑ),
µ2
δ(ẑ) = (A(λδ(ẑ))−A(φδ(ẑ)))ẑ + B(λδ(ẑ)− φδ(ẑ)),

µ3
δ,α(ε, ẑ) = −Lα(λδ(ẑ))Cε,

so that the solutions of (3.11) satisfy

˙̂z = µ1
δ(ẑ) + µ2

δ(ẑ) + µ3
δ,α(ε, ẑ). (3.13)

In particular,

˙̂z = Aẑ + λδ(ẑ)b− λδ(ẑ)εn+1b.

By continuity of (ẑ, δ) 7→ λδ(ẑ),

M := sup
ε,ẑ∈BRn+1 (0,ρ′)

δ∈[0,δ0]

|Aẑ + λδ(ẑ)b− λδ(ẑ)εn+1b| <∞.

Let T0 = ρ′−ρ
M

. Since |ε| is non-increasing, any trajectory of (3.11) starting in BRn+1(0, ρ)×BRn+1(0, ρ) will be

such that ẑ remains in BRn(0, ρ′) over the time interval [0, T0]. It remains to show that ẑ does not exit BRn(0, ρ′)
after time T0.

Note that µ1
δ(ẑ1) = µ1

δ(ẑ2) if π(ẑ1) = π(ẑ2). Then,

m := − max
ẑ∈∂D(r′)

ẑ∈BRn+1 (0,ρ′)

(
Lµ1

0
V ◦ π

)
(ẑ) = − max

π(ẑ)∈∂D(r′)
ẑ∈BRn+1 (0,ρ′)

∂V

∂x
(π(ẑ)) (A+ bK)π(ẑ) > 0.

Notice that (µ1
δ − µ1

0 + µ2
δ)(ẑ) = δẑn+1

(
b
b′ẑ

)
. Hence, without loss of generality, one can assume that δ0 > 0 is

(small enough) such that for all δ ∈ (0, δ0),

max
BRn+1 (0,ρ′)

|Lµ1
δ−µ

1
0+µ2

δ
V ◦ π| 6 1

3
m.

Fix δ ∈ (0, δ0). Assume for the sake of contradiction that ẑ leaves D(r′) for the first time at T ′0 > T0. Then

0 6
d

dt
V (π(ẑ(t)))

∣∣∣
t=T ′0

= (Lµ1
0
V ◦ π)(ẑ(T ′0)) + (Lµ1

δ−µ
1
0+µ2

δ
V ◦ π)(ẑ(T ′0)) +

∂V ◦ π
∂ẑ

(ẑ(T ′0))µ3
δ,α(ε(T ′0), ẑ(T ′0))

6 −2

3
m+

∂V ◦ π
∂ẑ

(ẑ(T ′0))µ3
δ,α(ε(T ′0), ẑ(T ′0))
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Now, we show that there exists α0 > 0 big enough such that for all α > α0,

∂V ◦ π
∂ẑ

(ẑ(T ′0))µ3
δ,α(ε(T ′0), ẑ(T ′0)) 6

1

3
m, (3.14)

which contradicts m > 0. By definition of Lα, π and µ3
δ,α,

∂V ◦ π
∂ẑ

(ẑ)µ3
δ,α(ε, ẑ) = −εn+1λδ(ẑ)

∂V

∂x
(π(ẑ))b.

Let Q = max(ẑ2,ẑ3)∈∂BRn (0,ρ′)
ε,ẑ∈BRn+1 (0,ρ′)

|λδ(ẑ)∂V∂x (π(ẑ))b|, so that |λδ(ẑ(T ′0))∂V∂x (π(ẑ(T ′0)))b| 6 Q. Recall that

ε̇n+1 = −αεn+1 + λδ(ẑ)b
′ε

and thus, for all t > 0,

εn+1(t) = e−αtεn+1(0) +

∫ t

0

e−α(t−s)λδ(ẑ(s))b
′ε(s) ds.

Moreover, ε(t) and ẑ(t) are in BRn+1(0, ρ′) for all t ∈ [0, T ′0] and

λδ(ẑ) =
(
K δ

)
ẑ = Kẑ + δ

(
εn+1 +

1

2
|ẑ − ε|2

)
.

Hence,

|λδ(ẑ)| 6 ρ′ (|K|+ δ(1 + 2ρ′)) .

As a consequence, for all t ∈ [0, T ′0],

|εn+1(t)| 6 ρ′
(
e−αt +

ρ′2|b|
α

(|K|+ δ(1 + 2ρ′))

)
.

Thus there exists α0 > 0 such that if α > α0, then |εn+1(T ′0)| 6 m

3Q
. Fix α > α0. Then (3.14) holds, which

concludes the proof of the lemma.

3.2.5. Observability analysis

The following lemma is a crucial step of the proof of Theorem 3.3 that emphasizes the usefulness of the
feedback perturbation described above. Indeed, one can easily see that its proof fails if δ = 0 (since the matrix
Q defined below is not invertible in this case).

Lemma 3.8. Let (z0, ẑ0) ∈
(
T × Rn+1

)
\ {(0, 0)}. Let (ε, ẑ) be the semi-trajectory of (3.7) with initial condition

(ẑ0 − z0, ẑ0). Then, for all T > 0, (3.5) is observable in time T for the input u = λδ(ẑ).

Proof. Let ω0 ∈ ker(C) \ {0}, and consider ω a solution of the dynamical system

ω̇ = A(λδ(ẑ))ω (3.15)
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with initial condition ω0. To prove the result, it is sufficient to show that Cω has a non-zero derivative of some
order at t = 0 if (ε0, ẑ0) 6= (0, 0). Indeed, it implies that for all initial conditions z0 6= z̃0 in Rn+1, if z (resp. z̃) is
the solution of (3.5) with initial condition z0 (resp. z̃0), then ω = z − z̃ is a solution to (3.15) starting at ω0 6= 0
and Cω is not constantly equal to zero on any time interval [0, T ] ⊂ R+. We prove this fact by contradiction:
assume that

Cω(k)(0) = ω
(k)
n+1(0) = 0 ∀k ∈ N, (3.16)

for some ω(0) 6= 0, and prove that (z0, ẑ0) = (0, 0). Let u = λδ(ẑ). Then ω̇n+1 = ub′ω and ω̇ = Aω. Hence

0 = ω
(k+1)
n+1 (0) =

k∑
i=0

(
k

i

)
u(i)(0)b′Ak−iω(0) (3.17)

for all k ∈ N, where
(
k
i

)
denote binomial coefficients. The proof goes through the following three steps.

Step 1: Show that u(k)(0) = 0 for all k ∈ N. Let p ∈ N be the smallest integer such that u(p)(0) 6= 0 and
look for a contradiction. Equation (3.17) yields

k∑
i=0

(
p+ k

p+ i

)
u(p+i)(0)b′Ak−iω(0) = 0 (3.18)

for all k ∈ N. Since (A, b) is controllable and ω(0) 6= 0, there exists q ∈ {0, . . . , n} such that b′Aqω(0) 6= 0 and
b′Aiω(0) = 0 for all i ∈ {0, . . . , q − 1}. Then

0 =

q∑
i=0

(
p+ q

p+ i

)
u(p+i)(0)b′Aq−iω(0) =

(
p+ q

p

)
u(p)(0)b′Aqω(0). (3.19)

which is a contradiction.

Step 2: Find Q ∈ R(n+2)×(n+2) (invertible) such that Q
(

ẑ(0)
εn+1(0)

)
= 0. For all k ∈ N,

0 = u(k)(0) =
(
K δ

)
ẑ(k)(0).

Moreover,  ˙̂z
˙̂zn+1

ε̇n+1

 =

 A −bu 0
b′u 0 −α
0 0 −α

 ẑ
ẑn+1

εn+1

+ u

 b
0
b′ε

 .

Hence, for all k > 1, ẑ(k)(0) = Akẑ(0) and ẑ
(k)
n+1(0) = ε

(k)
n+1(0) = (−α)kεn+1(0).

Thus
(
KAk δ(−α)k

)( ẑ(0)
εn+1(0)

)
= 0 for all k > 1. By setting

Q =


K δ 0
KA 0 −δα

...
...

...
KAn+1 0 δ(−α)n+1

 (3.20)
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we get that Q
(

ẑ(0)
εn+1(0)

)
= 0.

Step 3: Conclusion. In Appendix A, we check that Q is invertible. Hence, ẑ(0) = 0 and εn+1(0) = 0. Thus,
1
2 |z(0)|2 = zn+1(0) = ẑn+1(0)− εn+1(0) = 0 i.e. (z0, ẑ0) = (0, 0) which is a contradiction.

On the basis of Lemmas 3.7 and 3.8, we are now in position to prove Theorem 3.6. Let K×K̂ ⊂ Rn×Rn+1 be
a compact set, and δ0 > 0 and α0 > 0 be as in Lemma 3.7. Fix δ ∈ (0, δ0) and α ∈ (α0,+∞). Let (x0, ẑ0) ∈ K×K̂
and (x, ẑ) be the corresponding solution of (3.12). Set z = τ(x), ε = ẑ − z so that (ε, ẑ) is the solution of (3.11)
starting from (ε0, ẑ0), ε0 = ẑ0 − τ(x0). We need to show the two following statements:

1. (Stability) (0, 0) is a stable equilibrium point of (3.12),

2. (Attractivity) and its basin of attraction contains K × K̂.

We prove the former in Section 3.2.6 and the latter in Section 3.2.7.

3.2.6. Stability

Let R > 0. We seek r > 0 such that, if |x0|, |ẑ0| 6 r, then |x(t)|, |ẑ(t)| 6 R for all t ∈ R+. We have

ẋ = Ax+ bλδ(ẑ)

= Ax+ bλδ(τ(x) + ε)

= Ax+ bφδ(x) + b
(
K δ

)
ε.

Fix η > 0 such that R− η
√

1 + η2

2 > 0. Since x 7→ Ax+ bφδ(x) is locally asymptotically stable, there exist two

positive constant rx < η and rε 6 R − η
√

1 + η2

2 such that, if |x0| 6 rx and |ε(t)| 6 rε for all t ∈ R+, then

|x(t)| 6 η for all t ∈ R+. Let r ∈ (0, rx) be such that r + r
√

1 + r2

2 6 rε. Assume that |x0|, |ẑ0| 6 r. Then,

|ε0| 6 |ẑ0|+ |τ(x0)| = |ẑ0|+ |x0|
√

1 +
|x0|2

2
6 r + r

√
1 +

r2

2
6 rε.

According to (3.9), |ε| is non-increasing. Hence, for all t ∈ R+, |x(t)| 6 η 6 R and

|ẑ(t)| 6 |τ(x(t))|+ |ε(t)| 6 η

√
1 +

η2

2
+ rε 6 R.

3.2.7. Attractivity

According to (3.9), d|ε|2
dt = −2α|Cε|2. Due to LaSalle’s invariance principle, the ω-limit set of ε is the largest

invariant subset of ker C. Since ε satisfies (3.15) on this set, Lemma 3.8 guarantees that either ε ≡ 0, or (ε0, ẑ0) =
(0, 0), which also implies ε ≡ 0. Therefore, the ω-limit set of ε reduces to {0}, i.e., ε→ 0.

Since ẑn+1 = εn+1 + 1
2 |ẑ − ε|

2, it remains to prove that ẑ → 0. First, notice that

|µ2
δ(ẑ)| = |λδ(ẑ)− φδ(ẑ)|

√
|b|2 + |b′ẑ|2

and

|µ3
δ,α(ε, ẑ)| =

√
α2 + |b|2λδ(ẑ)2|Cε|.
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Since Cε→ 0 and ẑ is bounded, |µ3
δ,α(ε, ẑ)| → 0. Likewise,

λδ(ẑ)− φδ(ẑ) = δ

(
ẑn+1 −

1

2
|ẑ|2
)

= δ

(
εn+1 + zn+1 −

1

2
|ε|2 − 1

2
|z|2 + ε′z

)
= δ

(
εn+1 −

1

2
|ε|2 + ε′z

)
.

Since ε→ 0 and z is bounded, µ2
δ(ẑ)→ 0.

According to the converse Lyapunov theorem ([42], Thm. 1), there exists a strict proper Lyapunov function
Vδ for system (3.3) with feedback law φδ : x 7→ Kx + δ

2 |x|
2 over the basin of attraction Dδ. For all r > 0, set

D(r) = {x ∈ Dδ : Vδ(x) 6 r}. In order to prove that ẑ → 0, we show that for all r > 0, there exists T (r) > 0
such that ẑ(t) ∈ D(r) for all t > T (r). According to Lemma 3.7, there exists a compact set K ⊂ Dδ such that
ẑ ∈ K. If r > 0 is such that K ⊂ D(r) then T (r) = 0 satisfies the statement. Let 0 < r < R be such that
K 6⊂ D(r) and K ⊂ D(R), then

m̄ := − max
x∈D(R)\D(r)

∂V

∂x
(x)(Ax+ bφδ(x)) > 0.

Since |g(ẑ(t))| → 0 and |h(ε(t), ẑ(t))| → 0, there exists T1(r) > 0 such that for all t > T1(r), if ẑ(t) 6∈ D(r), then

d

dt
Vδ(ẑ) < −

m̄

2
.

First, this implies that if ẑ(t) ∈ D(r) for some t > T1(r), then ẑ(s) ∈ D(r) for all s > t. Second, for all t > 0,

Vδ(ẑ(T1(r) + t)) = Vδ(ẑ(T1(r))) +

∫ t

0

d

ds
Vδ(ẑ(T1(r) + s)) ds

6 R− m̄

2
t (while ẑ(T1(r) + t) /∈ D(r).)

Set T2(r) = 2R−r
m̄ and T (r) = T1(r) + T2(r). Then for all t > T (r), ẑ(t) ∈ D(r), which concludes the proof of

convergence, and therefore the proof of Theorem 3.6.

4. An infinite-dimensional perspective

Guided by the illustrative example of Section 3, we aim to provide more general results, based on the same
two principles: embedding into a dissipative system, and feedback perturbation. The embedding strategy used in
Section 3.2.1 appears to be hardly generalizable, a different strategy must be found. In [12], the authors introduce
a technique for the synthesis of observers for nonlinear systems. The method is based on representation theory,
and embedding into bilinear unitary systems. It is far more general than the embedding found in Section 3.2.1.
The price to pay is that the observer system can be infinite-dimensional. In the rest of the paper, we apply this
strategy in the context of dynamic output feedback stabilization at an unobservable target. In this section, we
exhibit some general results when such an embedding exists.

4.1. Infinite-dimensional framework and statement of the main result

Since our goal is to introduce an infinite-dimensional strategy for output feedback stabilization, Definition 1.1
must be amended. When dealing with infinite-dimensional systems, it is necessary to fix a suitable functional
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framework. Moreover, we also would like take into account piecewise constant feedback laws. For these reasons,
we introduce the following definitions.

Definition 4.1. Let (Z, ‖ · ‖Z) be a Hilbert space and D ⊂ Z be a dense subspace. Let (E(u) : D → Z)u∈Rp be
a family of (potentially) unbounded linear operators. Let B : Rm → Z and $ : Z ×Rm → Rp be two continuous
maps. For all k ∈ N, set tk = k∆ for some ∆ > 0. We call infinite-dimensional piecewise constant dynamic
output feedback of system (1.1) the system

{
ẋ = f(x, u)

y = h(x)
,


˙̂z = E(u)ẑ + B(y)

u(tk) = $(ẑ(t−k ), y(t−k ))

u(t) = u(tk), t ∈ [tk, tk+1)

(4.1)

where $(ẑ(t−k ), y(t−k )) = limt→tk
t<tk

$(ẑ(t), y(t)).

Definition 4.2. Let K ⊂ Rn be a compact set. System (1.1) is said to be stabilizable over K by means of an
infinite-dimensional piecewise constant dynamic output feedback if there exists a feedback in the form of (4.1)
as in Definition 4.1, a bounded set Ξ ⊂ Z and ẑ? ∈ Ξ such that the following conditions are satisfied:

(i) For all (x0, ẑ0) ∈ K × Ξ, there exists at least one solution (x, ẑ) of (4.1) in C0(R+,Rn ×D).
(ii) For all Rx, Rẑ > 0, there exist rx, rẑ > 0 such that for all (x0, ẑ0) ∈ K×Ξ, if |x0| < rx and ‖ẑ0 − ẑ?‖Z < rẑ,

then any solution (x, ẑ) of (4.1) starting from (x0, ẑ0) satisfies |x(t)| < Rx and ‖ẑ(t)− ẑ?‖Z < Rẑ for all
t > 0.

(iii) Any solution (x, ẑ) of (4.1) with initial condition in K × Ξ is such that x(t)→ 0 and ẑ(t)
w
⇀ ẑ? as t goes

to infinity.

Furthermore, this property is said to be semi-global if it holds for any compact K ⊂ Rn.

Remark 4.3. If Z is finite-dimensional, then (i)-(ii)-(iii) is equivalent to the usual definition of asymptotic
stability of (4.1) at (0, 0) with basin of attraction containing K × Ξ (except that the feedback is now piecewise
constant). However, when Z is infinite-dimensional (the case of interest in this section), the convergence of
trajectories towards the equilibrium point holds only in the weak topology. Hence, (i)-(ii)-(iii) is not equivalent
to the usual definition of asymptotic stability of the infinite-dimensional system (4.1).

In the following three sections, we introduce some general tools that can be used to prove stabilizability by
means of an infinite-dimensional piecewise constant dynamic output feedback. Their development is motivated
by the investigation of the following two-dimensional system presenting an archetypal singularity at the target
point:

{
ẋ = Ax+ bu

y = h(x)
with A =

(
0 −1
1 0

)
, b =

(
0
1

)
and h : R2 → Rm. (4.2)

Note that (4.2) is in the form of (3.3) as soon as h is radially symmetric. Of course, our analysis is of interest
only if (4.2) is not uniformly observable. In particular, with h(x) = 1

2 |x|
2, we recover a subcase of (3.3’) that was

investigated in Theorem 3.3. The finite-dimensional strategy developed in Section 3 was specific to this output,
and we wish to explore stabilization for different output maps that present other observability singularities.

We can now state the main stabilization result obtained on system (4.2), which is the main matter of
Section 5. The method relies on unitary irreducible representations of the group induced by the dynamics.
Their corresponding special functions, which are Bessel functions, play a major role. Recall that the Bessel
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function of the first kind of order k ∈ Z is given by:

Jk : R 3 r 7→ 1

2π

∫ 2π

0

eir sin(s)−iks ds ∈ R. (4.3)

The first positive zero of the derivative of J1 is denoted by j1.

Theorem 4.4. If for all r > 0 and all θ ∈ S1, h(h(r cos θ, r sin θ)) =
∑
k∈I ckJk(µr)e−ikθ for some map h :

Rm → C, µ > 0, (ck)k∈I ∈ CI and I ⊂ Z finite, then (4.2) is stabilizable over any compact set K in BR2(0, j1µ )
by means of an infinite-dimensional piecewise constant dynamic output feedback.

The idea behind this result is that using representation theory, we are able to exhibit an embedding of
System (4.2) into a dissipative system over a Hilbert space. If the output of (4.2) can be transformed into
a linear form of this space, this allows to write a classical Luenberger observer. This strategy is responsible
for the particular form of h ◦ h in terms of Bessel functions: it corresponds precisely to the composition of the
embedding with linear forms, as will be made explicit later. In particular, this approach allows to recover output
stabilization results with the output h(x) = 1

2 |x|
2 that was discussed in Section 3, as illustrated by the following

corollary.

Corollary 4.5. If h(x) = 1
2 |x|

2, then (4.2) is semi-globally stabilizable by means of an infinite-dimensional
piecewise constant dynamic output feedback.

The proofs of Theorem 4.4 and Corollary 4.5 are discussed in Section 5 as an application of Theorem 5.18. As
for the case h(x) = 1

2 |x|
2 that was treated via a finite-dimensional strategy in Section 3, one can devise a similar

strategy for radially symmetric output maps where 1
2 |x|

2 is extracted at least locally around the target by
inversion. However, this is impossible if the output is not radially symmetric. For instance, if h(r cos θ, r sin θ) =
J2(µr) cos(2θ) for some µ > 0, then the output is not radially symmetric and the system is unobservable at
the target point. Still, according to Theorem 4.4, system (4.2) is stabilizable over any compact in BR2(0, j1µ ) by
means of an infinite-dimensional embedding-based dynamic output feedback.

4.2. Embedding into unitary systems and observer design

Let (Z, ‖ · ‖Z) be a separable Hilbert space and D be a dense subspace of Z. For all u ∈ Rp, let A(u) :
D → Z be the skew-adjoint generator of a strongly continuous unitary group on Z and C ∈ L (Z,Cm) for some
positive integer m. Let u : R+ → Rp be piecewise constant, i.e., such that u(t) = u(tk) for all t ∈ [tk, tk+1)
for some sequence (tk)k∈N in R+ with constant positive increment tk+1 − tk = ∆. Let z0 ∈ Z. Consider the
non-autonomous linear abstract Cauchy problem with linear measured output{

ż = A(u(t))z

z(0) = z0

y = Cz. (4.4)

Acording to Chapter 5, Theorem 4.8 of [33], the family (A(u(t)))t∈R+ is the generator of a unique evolution
system on Z that we denote by (Tt(·, u))t∈R+ . For any z0 ∈ Z, (4.4) admits a unique solution z ∈ C0(R+, Z) given
by z(t) = Tt(z0, u) for all t ∈ R+. Moreover, if z0 ∈ D, then z ∈ C0(R+,D) and is continuously differentiable
(with values in Z) on [tk, tk+1] for all k ∈ N. The reader may refer to Chapter 5 of [33], Chapter VI.9 of [16] or
[20] for more details on the evolution equations theory.

For such systems, a Luenberger observer with constant gain α > 0 can be built as follows:{
˙̂z = A(u(t))ẑ − αC∗(Cẑ − y)

ẑ(0) = ẑ0 ∈ Z.
(4.5)
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Set ε = ẑ − z and ε0 = ẑ0 − z0. From now on, ẑ represents the state estimation made by the observer system
and ε the error between this estimation and the actual state of the system. Then ẑ satisfies (4.5) if and only if
ε satisfies {

ε̇ = (A(u(t))− αC∗C)ε
ε(0) = ε0.

(4.6)

Since C ∈ L (Z,Cm), ([33], Chap. 5, Thm. 2.3) claims that (A(u(t)) − αC∗C)t>0 is also a stable family of
generators of strongly continuous semigroups, and generates an evolution system on Z denoted by (St(·, u))t∈R+ .
Then, systems (4.5) and (4.6) have respectively a unique solution ẑ and ε in C0(R+, Z). Moreover, ẑ(t) =
Tt(z0, u) + St(ε0, u) and ε(t) = St(ε0, u) for all t ∈ R+. If (ẑ0, ε0) ∈ D2, ẑ, ε ∈ C0(R+,D) and are continuously
differentiable (with values in Z) on [tk, tk+1] for all k ∈ N.

This infinite-dimensional Luenberger observer has been investigated in [12] (see also [8]), in which it is proved

that ε(t)
w
⇀ 0 as t goes to infinity if u is a regularly persistent input. Our goal is to embed the original system (1.1)

into a unitary system, and to use this observer design in the context of dynamic output feedback stabilization.
In Section 5.1, we exhibit an explicit embedding of (4.2) into (4.4).

Definition 4.6 (Embedding). An injective map τ : Rn 7→ Z is said to be an embedding4 of (1.1) into the
unitary system (4.4) if there exists h : Rm → Cm such that the following diagram is commutative for all t ∈ R+

and any piecewise constant input u : R+ → Rp:

Rn

τ

��

ϕt(·,u)// Rn

τ

��

h // Rm
h // Cm

Z
Tt(τ(·),u)

// Z
C

66 (4.7)

i.e., for all x0 ∈ Rn, τ(ϕt(x0, u)) = Tt(τ(x0), u) and h(h(x0)) = Cτ(x0).

Here, the map h is a degree of freedom that may be chosen to find an embedding of (1.1) into (4.4). Let
u : R+ → Rp be piecewise constant, z0, ε0 ∈ D, z(t) = Tt(ẑ0, u) and ε(t) = St(ε0, u) for all t ∈ R+. For all k ∈ N,
A(u(tk)) is skew-adjoint, hence for all t ∈ [tk, tk+1),

1

2

d ‖z‖2Z
dt

(t) = <〈A(u(t))z(t), z(t)〉Z = 0, (4.8)

1

2

d ‖ε‖2Z
dt

(t) = <〈A(u(t))ε(t), ε(t)〉Z − α<〈C∗Cε(t), ε(t)〉Z = −α ‖Cε(t)‖2Z 6 0. (4.9)

Thus ‖z‖Z is constant and ‖ε‖Z is non-increasing. If there exists a positive constant β such that for all x ∈ D
and all u ∈ R,

‖C∗CA(u)x‖Z 6 β ‖x‖Z , (4.10)

then

1

2

d

dt
‖Cε(t)‖2Cm = 〈Cε(t), Cε̇(t)〉Cm

= 〈Cε(t), CA(u(t))ε(t)〉Cm − α〈Cε(t), CC∗Cε(t)〉Cm

4 This definition does not coincides with the usual notion of embedding in differential topology.
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= 〈ε(t), C∗CA(u(t))ε(t)〉Z − α‖C∗Cε(t)‖2Z
6 β‖ε(0)‖2Z

since ‖ε‖Z is non-increasing. Then, t 7→ ‖Cε(t)‖2Z is non-negative, integrable over R+ (by (4.9)), and has bounded
derivative (since A(u(t)) is skew-adjoint). Hence, according to Barbalat’s lemma, Cε(t) → 0 as t → +∞.
Inequality (4.9) is similar to (3.9), and will be a key argument to achieve the dynamic output feedback
stabilization.

4.3. Embedding inversion: from the embedded system’s weak observer to the original
system’s observer

In Section 3, a crucial argument was the existence of a left-inverse π to the embedding τ (see (3.6)). Now,
Z being infinite-dimensional, we need to precise the notion of left-inverse, and, moreover, the convergence of
the observer ẑ to the embedded state z will hold only in the weak topology of Z, namely, ε

w
⇀ 0. This is an

important issue, which causes difficulties in achieving output feedback stabilization. However, in this section,
we show that if the original state x remains bounded, and if the embedding τ is injective and analytic, then
x̂ = π(ẑ) is actually an observer of x in the usual topology of Rn, namely, x̂ − x → 0. This is summarized in
Corollary 4.11, which is an important result of the paper.

Definition 4.7 (Strong left-inverse). Let (Z, ‖ · ‖Z) be a normed vector space, K ⊂ Rn and τ : Rn → Z. A
map π : Z → K is called a strong left-inverse of τ on K if and only if there exists a class K∞ function5 ρ∗ and
Q ∈ L (Z,Cq) for some a positive integer q such that, for all (x, ξ) ∈ K × Z,

|π(ξ)− x| 6 ρ∗(|Q(ξ − τ(x))|). (4.11)

Remark 4.8. If π is a strong left-inverse of τ on K, then (4.11) implies that π is also a left-inverse in the usual
sense: for all x ∈ K, π(τ(x)) = x. In particular, τ is injective over K.

The reason for which we look for a strong left-inverse of τ is the following lemma, which follows directly from
(4.11) and the fact that Q ∈ L (Z,Cq).

Lemma 4.9. Let (Z, ‖ · ‖Z) be a normed vector space, K ⊂ Rn and τ : Rn → Z. Let π : Z → K be a strong

left-inverse of τ on K. Let (xn)n∈N and (ξn)n∈N be two sequences in K and Z, respectively. If ξn − τ(xn)
w
⇀ 0

as n goes to infinity, then |π(ξn)− xn| → 0 as n goes to infinity.

This justifies the denomination of strong left-inverse, in the sense that it allows to pass from weak convergence
in the infinite-dimensional space Z to (usual) convergence in the finite-dimensional space Rn. The following
theorem states sufficient conditions for the existence of a strong left-inverse.

Theorem 4.10. Let Z be a separable Hilbert space, τ : Rn → Z be an analytic map and K ⊂ Rn be a compact
set . If τ|K is injective, then τ has a continuous strong left-inverse on K.

Proof. Let (ek)k∈N be a Hilbert basis of Z. For all i ∈ N, let

Ei = {(xa, xb) ∈ Rn × Rn : ∀k ∈ {0, . . . , i− 1}, 〈τ(xa)− τ(xb), ek〉Z = 0}.
5A class K∞ function is a continuous function ρ∗ : R+ → R+ such that ρ∗(0) = 0, ρ∗ is strictly increasing and tends to infinity

at infinity.
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Then (Ei)i∈N is a non-increasing family of analytic sets. According to Chapter 5, Corollary 1 of [30], (Ei∩K2)i∈N
is stationary, i.e., there exists q ∈ N such that Eq ∩ K2 = Ei ∩ K2 for all i > q. Hence,

Eq ∩ K2 =
⋂
k∈N

Ek ∩ K2

= {(xa, xb) ∈ K2 : τ(xa) = τ(xb)} (since (ek)k∈N is a Hilbert basis of Z)

= {(xa, xa) : xa ∈ K}

since τ is injective on K. Let Q : Z 3 ξ 7→ (〈ξ, ek〉Z)k∈{0,...,q−1} ∈ Cq and τ̃ = Q ◦ τ. Then τ̃ is continuous and
injective on K. Indeed, for all (xa, xb) ∈ K2, if τ̃(xa) = τ̃(xb), then (xa, xb) ∈ Eq ∩ K2 which yields xa = xb.
Hence, combining ([6], Lem. 6) and ([3], Thm. 1), there exists a continuous map π̃ : Cq → K and a class K∞
function ρ∗ such that for all (x, z) ∈ K × Cq, |π̃(z) − x| 6 ρ∗(|z − τ̃(x)|). Set π = π̃ ◦ Q. Then π is continuous
and for all (x, ξ) ∈ K × Z,

|π(ξ)− x| 6 ρ∗(|Q(ξ)− τ̃(x)|) = ρ∗(|Q(ξ − τ(x))|).

Applying Theorem 4.10, then Lemma 4.9, we get the following important corollary in our context.

Corollary 4.11. Let τ : Rn → Z be an analytic embedding of (1.1) into the unitary system (4.4) and K be a
compact subset of Rn. Then τ has a continuous strong left-inverse π on K.

Let x0 ∈ K, ẑ0 ∈ Z and u : R+ → Rp piecewise constant. Denote by x and ẑ the corresponding solutions of

(1.1) and (4.5), respectively. Set z = τ(x) and x̂ = π(ẑ). Assume that x(t) ∈ K for all t ∈ R+. If ẑ − z w
⇀ 0,

then x̂− x→ 0.

Remark 4.12. Beyond the problem of output feedback stabilization, Corollary 4.11 may be used in the context
of observer design. In [12], after embedding the original finite-dimensional system into an infinite-dimensional
unitary system, the authors investigate only the convergence of the infinite-dimensional observer. Corollary 4.11
states that if the infinite-dimensional observer converges and if the original system’s state trajectory remains
bounded, then an observer can be built for the original system, by using a strong left-inverse of the embedding.

4.4. Feedback perturbation and closed-loop system

In order to set up a separation principle to solve the dynamic output feedback stabilization problem of
(1.1), let us assume that Condition 2.3 (semi-global) and that (1.1) admits an analytic embedding into the
unitary system (4.4). Let K be a compact subset of Rn. Denote by φ a locally asymptotically stabilizing state
feedback of (1.1) with basin of attraction containing K and by τ an embedding of (1.1) into (4.4). According to
Theorem 4.10, there exists π : Z → K, a strong left-inverse of τ on K. Then, a natural way to build a dynamic
output feedback would be to combine (1.1)–(4.5) with the control input u = φ(π(ẑ)), and to ensure that the state
x of (1.1) remains in K. However, due to the unobservability of the original system at the target, we propose,
as in Section 3.2.3, to add a perturbation to this feedback law. In [12], the convergence of the error system (4.6)
to 0, when it holds, is only in the weak topology of Z. Therefore, the perturbation added to the feedback law
must be chosen to vanish when the observer state ẑ of (4.5) tends towards τ(0) in the weak topology. For this
reason, let us define a weak norm on Z.

Definition 4.13 (Weak norm). Let (ek)k∈Z be a Hilbert basis of Z. For all ξ ∈ Z, set

N (ξ) =

√∑
k∈Z

|〈ξ, ek〉Z |2
k2 + 1

.
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Then N defines a norm, we call the weak norm, on Z.

Note that N is not equivalent to ‖ · ‖Z , but satisfies

N (·) 6 ν‖ · ‖Z with ν =

√∑
k∈Z

1

k2 + 1
< +∞. (4.12)

Moreover, N induces a metric on bounded sets of Z endowed with the weak topology. More precisely, for any
bounded sequence (ξn)n∈N in Z, N (ξn)→ 0 as n goes to infinity if and only if ξn

w
⇀ 0 as n goes to infinity. Now,

for some positive constant δ to be fixed (small enough) later, we can add the perturbation ẑ 7→ δN 2(ẑ − τ(0))
to the feedback law. Finally, the following coupled system is an infinite-dimensional piecewise constant dynamic
output feedback of system (1.1):

{
ẋ = f(x, u)

y = h(x)
,


˙̂z = A(u)ẑ − αC∗(Cẑ − h(y))

u(tk) = φ(π(ẑ(t−k ))) + δN 2(ẑ(t−k )− τ(0))

u(t) = u(tk), t ∈ [tk, tk+1)

(4.13)

where tk = k∆ for all k ∈ N for some ∆ > 0.

5. Revisiting the illustrative example

In this section, we illustrate the use of infinite-dimensional embeddings in the context of output feedback
stabilization on a two-dimensional example with linear dynamics and nonlinear observation map. Let h : R2 →
Rm. We consider the problem of stabilization by means of an infinite-dimensional embedding-based dynamic
output feedback of the following system:{

ẋ = Ax+ bu

y = h(x)
with A =

(
0 −1
1 0

)
and b =

(
0
1

)
. (5.1)

Since (A, b) is stabilizable, there existsK ∈ R1×2 such thatA+bK is Hurwitz. Moreover,A is skew-symmetric.
Hence κ = |K| can be chosen arbitrarily small. Then, the state feedback law φ : x 7→ Kx is such that (5.1) with
u = φ(x) is globally asymptotically stable at 0. Note that (5.1) does not exactly fit the form of (3.3) since h is
not necessarily radially-symmetric. Of course, our analysis is of interest only if (5.1) is not uniformly observable.
In Example 5.3, we exhibit a non-radially symmetric h that makes the system non-uniformly observable, and on
which our (infinite-dimensional) embedding-based strategy does apply. In the following we give some sufficient
conditions on h allowing the design of a stabilizing infinite-dimensional dynamic output feedback. The main
result of this section, Theorem 5.18 (stated in Sect. 5.4), relies on three main hypotheses: the existence of an
embedding of (5.1) into (4.4), and two observability assumptions. For each of these assumptions, we provide
examples of output maps h satisfying theses hypotheses.

We wish to underline that in the rest of the paper, all mentions of prior occurrences of f(x, u) make the
assumption that f(x, u) = Ax+ bu.

5.1. Unitary representations and embeddings

In [12], the authors investigated the problem of observer design for (5.1) by using infinite-dimensional embed-
dings. We briefly recall their strategy, that relies on representation theory (see, e.g., [5, 44]). The Lie group
G of system (5.1) (the group of flows generated by the dynamical system (5.1) with constant inputs) is iso-
morphic to R2 oR H, where H ' {etA, t ∈ R+} ' S1 is the group of rotations (isomorphic to the unit circle),
R : S1 3 θ 7→ eθA is an automorphism of R2 and oR denotes the outer semi-direct product with respect to
R. Hence G is the group of motions of the plane. According to Section IV.2 of [44], its unitary irreducible
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representations are given by a family (ρµ)µ>0, where for each µ > 0,

ρµ : G −→ L (L2(S1,C))

(x, ϑ) 7−→
(
ξ ∈ L2(S1,C) 7→

(
S1 3 s 7→ eiµ(1,0)esA

′
xξ(s− ϑ)

))
.

Let Z = L2(S1,C) be the set of real-valued square-integrable functions over S1. Then Z is a Hilbert space

endowed with the scalar product defined by 〈ξ, ζ〉Z = 1
2π

∫ 2π

0
ξ(s)ζ̄(s) ds and the induced norm ‖ · ‖Z . Since S1

is compact, the constant function 1 : s 7→ 1 lies in Z. Let µ > 0 to be fixed later. Set

τµ : R2 −→ Z
x 7−→ ρµ(x, 0)1.

Note that τµ depends on µ, but from now on we omit this dependence in the notation and write τ instead
of τµ. Since ρµ is a unitary representation, ‖τ(x)‖Z = 1 for all x ∈ R2 and τ(0) = 1. For all x = (x1, x2) =
(r cos θ, r sin θ) in R2, we have

τ(x) : S1 3 s 7→ eiµ(x1 cos(s)+x2 sin(s)) = eiµr cos(s−θ). (5.2)

If x, x̃ ∈ R2 are such that τ(x) = τ(x̃), then (x1 − x̃1) cos(s) + (x2 − x̃2) sin(s) = 0 for all s ∈ S1, hence x = x̃.
Thus τ is injective. Let x be a solution of (5.1) and set z = τ(x) Then

ż = iµ (ẋ1 cos(s) + ẋ2 sin(s)) z

= iµ (−x2 cos(s) + x1 sin(s) + u sin(s)) z

= −∂z
∂s

+ iuµ sin(s)z

= A(u)z

with A(u) = − ∂
∂s + iu sin(s) defined on the dense domain D = H1(S1,C) = {f ∈ Z : f ′ ∈ Z}. The operator

A(u) is the skew-adjoint generator of a strongly continuous unitary group on Z for any u ∈ R. In order to make
τ an embedding of (5.1) into (4.4), we need the output map to be in the form y = Cz. This is where the degree
of freedom h introduced in (4.13) may be employed. More specifically, we make the following first assumption
on the observation map h.

Assumption 5.1 (Linearizable output map). There exist h : Rm → Cm and C ∈ L (Z,Cm) such that h(h(x)) =
Cτ(x) for all x ∈ R2.

If Assumption 5.1 holds for System (5.1), then the closed loop infinite-dimensional piecewise constant dynamic
output feedback system can take the form of (4.13).

For all k ∈ Z, let

ek : S1 −→ C
s 7−→ eiks.

The family (ek)k∈Z forms a Hilbert basis of Z. In the rest of the paper, the weak norm N is always defined with
respect to this Hilbert basis. Then, for all x = (r cos θ, r sin θ) ∈ R2 and all k ∈ Z,

〈τ(x), ek〉Z =
1

2π

∫ 2π

0

eiµr cos(s−θ)−iks ds
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=
1

2π
e−ikθ+i

π
2

∫ 2π

0

eiµr sin(s)−iks ds

= ikJk(µr)e−ikθ (5.3)

where Jk denotes the Bessel function of the first kind of order k ∈ Z (see (4.3)). Since (ek)k∈Z is a Hilbert basis
of Z we get the following interpretation of the linearizable output map assumption in the case of (5.1).

Proposition 5.2 (Outputs satisfying Asm. 5.1). If there exist a map h : Rm → C and a sequence (ck)k∈Z ∈
l2(Z,C) such that h(h(r cos θ, r sin θ)) =

∑
k∈Z ckJk(µr)e−ikθ then (5.1) satisfies Assumption 5.1.

Example 5.3. The three observation maps h(x) = J0(µ|x|) − 1 (with h(y) = y + 1), h(x) = J2(µ|x|) cos(2θ)
(with h(y) = y) and h(x) = |x| (with h(y) = J0(µy)) are suitable. In each of these cases, the constant input
u ≡ 0 makes (5.1) unobservable. Moreover, h(x) = J0(µ|x|) − 1 and h(x) = |x| are radially symmetric but
h(x) = J2(µ|x|) cos(2θ) is not. If h(x) = |x|, then (5.1) is a subcase of system (3.3).

Remark 5.4. According to the Gelfand–Räıkov theorem, the finite linear combinations of pure positive-type
functions (functions of the form (x, ϑ) 7→ 〈ρµ(x, ϑ)ξ, ξ〉Z , where µ > 0 and ξ ∈ Z) is dense for the uniform
convergence on compact sets, in the continuous bounded complex-valued functions on G. Hence, the set of
functions of the form (r cos θ, r sin θ) 7→

∑
`∈I1

∑
k∈I2 ckJk(µ`r)e

−ikθ, where I1 and I2 are finite subsets of Z,

µ` > 0 and ck ∈ C, is dense for the uniform convergence on compact sets of R2, in the continuous bounded
complex-valued functions on R2. In the examples of applications of our results, we will focus on output maps h
of the form h(h(x)) =

∑
k∈I ckJk(µr)e−ikθ for some h : Rm → Cm and some fixed µ > 0.

5.2. Explicit strong left-inverse

Having in mind to use the strategy developed in the previous section, we now explicitly construct a strong
left-inverse π of τ defined in (5.2) over some compact set. With Corollary 4.11, we already know that a strong
left-inverse π exists. However, we would like to give an explicit expression. This can be done by employing
the relationship between Bessel functions of the first kind given in (4.3) and the embedding τ, as shown in
equation (5.3).

Indeed, let j1 denote the first zero of J ′1. Then J1 is increasing over [0, j1]. Denote J−1
1 its inverse over [0, j1].

Let Φ : C 3 x1 + ix2 7→ (x1, x2) ∈ R2 be the canonical bijection. Let j ∈ (0, j1). For all ζ ∈ C, let

f(ζ) =


0 if ζ = 0

Φ
(
iζ̄
µ|ζ|J

−1
1 (|ζ|)

)
if 0 < |ζ| 6 J1(j)

Φ
(
iζ̄
µ|ζ|j1

)
if |ζ| > J1(j1)

(5.4)

If J1(j) < |ζ| < J1(j1), define f(ζ) such that f is continuously differentiable and globally Lipschitz over C. Denote
by `f its Lipschitz constant. Let e1 ∈ Z be defined by e1(s) = eis for all s ∈ S1. Let

π : Z −→ R2

ξ 7−→ f(〈ξ, e1〉Z)
(5.5)

Lemma 5.5. The map π is a strong left-inverse of τ over B̄R2(0, jµ ).

Proof. Set K = B̄R2(0, jµ ). According to (5.4), φ(ξ) ∈ K for all x ∈ K. Let x = (r cos θ, r sin θ) in K. Then, with

(5.3),

〈τ(x), e1〉Z = ie−iθJ1(µr) ∈ BC (0, J1 (j)) .
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Hence π(τ(x)) = Φ(reiθ) = x. Let ξ ∈ Z. We have

|π(ξ)− x| = |π(ξ)− π(τ(x))| = |f(〈ξ, e1〉Z)− f(〈τ(x), e1〉Z)| 6 `f|〈ξ − τ(x), e1〉Z |.

Hence π is a strong left-inverse of τ over K.

Remark 5.6. Letting µ tend towards 0, the domain of the left-inverse tends towards R2. This will be of use to
achieve semi-global stabilization.

5.3. Well-posedness and boundedness of trajectories

We now check the well-posedness of the closed-loop system (4.13). In a second step, since π(ξ) is meaningful
only if |〈ξ, e1〉Z | 6 J1(j), we show that by selecting the (perturbation) parameter δ sufficiently small, ẑ remains
in this domain along the trajectories of the closed-loop system.

Lemma 5.7. For all µ, α, δ,∆ > 0 and all x0, x̂0 in B̄R2(0, jµ ), the system (4.13) (with π as in Lem. 5.5)

admits a unique solution (x, ẑ) ∈ C0(R+,R2 × D) such that x(0) = x0 and ẑ(0) = τ(x̂0). Moreover, for all
k ∈ N, (x, ẑ)|[tk,tk+1] ∈ C1([tk, tk+1],R2 × Z).

Proof. Let K = B̄R2(0, jµ ) and x0, x̂0 in K. Set z0 = τ(x0) ∈ D and ε0 = τ(x̂0)− τ(x0) ∈ D. The well-posedness

of system (4.13) is equivalent to the well-posedness of the following system:

ż = A(u)z

ε̇ = (A(u)− αC∗C)ε
u(tk) = φ(π(z(t−k ) + ε(t−k ))) + δN 2(z(t−k ) + ε(t−k )− 1)

u(t) = u(tk), t ∈ [tk, tk+1)

z(0) = z0, ε(0) = ε0

(5.6)

where A(u) = − ∂
∂s + iµu sin and C ∈ L (Z,Cm). For all u ∈ R, A(u) is the generator of a strongly continuous

semigroup on Z. Since, C is bounded, according to Chapter 3, Theorem 1.1 of [33], A(u) − αC∗C is also the
generator of a strongly continuous semigroup on Z. Thus, reasoning by induction on k ∈ N, (5.6) admits a unique
solution (z, ε) ∈ C0(R+, Z

2). Moreover, since z0, ε0 ∈ D, (z, ε) ∈ C0(R+,D2) and is continuously differentiable
(with values in Z2) on [tk, tk+1] for all k ∈ N. Setting x = π(z) and ẑ = z + ε, we get the statement.

Now that existence and uniqueness of solutions of (4.13) have been proved, let us show that the trajectories
are bounded.

Lemma 5.8. For all µ > 0, all R2 ∈ (0, jµ ) and all R1 ∈ (0, R2), there exist R0 ∈ (0, R1), δ0 > 0 and ∆0 > 0

such that for all x0, x̂0 in BR2(0, R0), all α > 0, all δ ∈ (0, δ0) and all ∆ ∈ (0,∆0), the unique solution (x, ẑ) ∈
C0(R+,R2 × D) of (4.13) such that x(0) = x0 and ẑ(0) = τ(x̂0) satisfies |x(t)| < R1, |〈ẑ(t), e1〉Z | < J1(µR2)
and |π(ẑ(t))| < R2 for all t ∈ R+.

Proof. For any bounded u : R+ → R, we can decompose the dynamics of x as ẋ = (A + bK)x + b(u −Kx).
Thus for any initial condition x0 ∈ R2, the variation of constants formula yields

x(t) = et(A+bK)x0 +

∫ t

0

e(t−s)(A+bK)b(u(s)−Kx(s)) ds.
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Since A+ bK is Hurwitz, ‖et(A+bK)‖ 6 1 and there exists constants γ1, γ2 > 0 such that
∣∣et(A+bK)b

∣∣ 6 γ1e
−γ2t

for all t > 0. Then there exists M > 0 (depending only on A, b and K) such that

|x(t)| 6 |x0|+M sup
s∈[0,t]

|u(s)−Kx(s)| ∀t ∈ R+. (5.7)

We use this expression to bound |x|. Recall κ = |K|. Denote by `π the global Lipschitz constant of π. Since
J0(0) = 1, we can pick R0 ∈ (0, R1), δ0 > 0 and ∆0 > 0 small enough so that the following inequalities are
satisfied (with ν defined by (4.12)):

R0 +M
(

2κ`π
√

2(1− J0(µR0)) + 16ν2δ0 + κ∆0(R1 + 3κ`π + 16ν2δ0)
)
< R1, (5.8)

2
√

2(1− J0(µR0)) + J1(µR1) < J1(µR2). (5.9)

Let δ ∈ (0, δ0), ∆ ∈ (0,∆0), x0, x̂0 ∈ BR2(0, R0), (x, ẑ) as in Lemma 5.7, z = τ(x), ε = ẑ − z, tk = k∆ for
k ∈ N, u(tk) = φ(π(ẑ(t−k ))) + δN 2(ẑ(t−k ) − 1) and u(t) = u(tk) for t ∈ [tk, tk+1). Let k ∈ N and t ∈ [tk, tk+1).
The expression of u allows to split |u−Kx| into three parts (recall π(z(tk)) = x(tk)):

|u(t)−Kx(t)| 6 κ|π(ẑ(tk))− π(z(tk))|+ κ|x(tk)− x(t)|+ δN 2(ẑ(tk)− 1). (5.10)

We bound these terms going right to left. First,

N 2(ẑ(tk)− 1) 6 ν2 ‖ẑ(tk)− 1‖2Z (by (4.12))

6 ν2 (‖ε(tk)‖Z + ‖z(tk)− 1‖Z)
2

(by triangular inequality)

6 ν2 (‖ε0‖Z + 2)
2

(since ‖ε‖Z is non-increasing and ‖τ(x(t))‖Z = 1)

Since ‖ε0‖Z 6 ‖ẑ0‖Z + ‖z0‖Z = 1 + 1, this yields

N 2(ẑ(tk)− 1) 6 16ν2. (5.11)

This allows to give a bound on u(tk):

|u(tk)| 6 κ|π(ẑ(tk))|+ δN 2(ẑ(tk)− 1) 6 κ`π(‖ε(tk)‖Z + ‖z(tk)‖Z) + 16ν2δ 6 3κ`π + 16ν2δ.

Then, with another variation of constants, we obtain (since |b| = 1, and ∆ small enough)

|x(tk)− x(t)| 6 |(e(t−tk)A − IR2)x(tk)|+ |u(tk)|(t− tk) 6 ∆
(
|x(tk)|+ 3κ`π + 16ν2δ

)
. (5.12)

Finally, note that for any x0 ∈ BR2(0, R0),

‖τ(x0)− 1‖Z =
(
‖τ(x0)‖2Z + 1− 2〈τ(x0), 1〉Z

) 1
2

=
√

2(1− J0(µ|x0|)) 6
√

2(1− J0(µR0)).

Then

‖ε0‖Z 6 ‖ẑ0 − 1‖Z + ‖z0 − 1‖Z 6 2
√

2(1− J0(µR0)),

which implies

|π(ẑ(tk))− π(z(tk))| 6 `π ‖ε(tk)‖Z 6 `π ‖ε0‖Z 6 2`π
√

2(1− J0(µR0)). (5.13)
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In conclusion, κ× (5.13) + κ× (5.12) + δ × (5.11) implies that (5.10) becomes

|u(t)−Kx(t)| 6 2κ`π
√

2(1− J0(µR0)) + κ∆
(
|x(tk)|+ 3κ`π + 16ν2δ

)
+ 16ν2δ (5.14)

Assume for the sake of contradiction that there exists t ∈ R+ such that |x(t)| > R1. Let T = min{t ∈ R+ :
|x(t)| = R1}. Then (5.7) at t = T combined with (5.8) and (5.14) yields

R1 6 R0 +M
(

2κ`π
√

2(1− J0(µR0)) + κ∆(R1 + 3κ`π + 16ν2δ) + 16ν2δ
)
< R1,

which is a contradiction. Thus |x(t)| < R1 for all t ∈ R+. Furthermore, for all t ∈ R+,

|〈ẑ(t), e1〉Z | 6 |〈ε(t), e1〉Z |+ |〈z(t), e1〉Z |
6 ‖ε(t)‖Z + |〈τ(x(t)), e1〉Z |
6 ‖ε0‖Z + J1(µ|x|)

6 2
√

2(1− J0(µR0)) + J1(µR1)

< J1(µR2).

Thus, (5.9) yields |〈ẑ(t), e1〉Z | < J1(µR2) for all t ∈ R+. Finally, since J1(µR2) < J1(j), |π(ẑ(t))| =
|f(〈ẑ(t), e1〉Z)| = 1

µJ
−1
1 (〈ẑ(t), e1〉Z) 6 R2.

For any compact set of initial conditions, taking µ, δ and ∆ sufficiently small ensures that trajectories are
bounded. This is shown in the following corollary.

Corollary 5.9. For all R0 > 0, there exist µ0, δ0,∆0 > 0 and R2 > R1 > R0 such that for all x0, x̂0 in
BR2(0, R0), all µ ∈ (0, µ0), all δ ∈ (0, δ0), all ∆ ∈ (0,∆0), and all α > 0, the unique solution (x, ẑ) ∈
C0(R+,R2 × D) of (4.13) such that x(0) = x0 and ẑ(0) = τ(x̂0) satisfies |x(t)| < R1, |〈ẑ(t), e1〉Z | < J1(µR2)
and |π(ẑ(t))| < R2 for all t ∈ R+.

Proof. Let β2 > β1 > 1 to be fixed later, and let R1 = β1R0 and R2 = β2R0. Then there exist µ0, δ0,∆0 > 0
small enough such that (5.8) holds for all µ ∈ (0, µ0), δ ∈ (0, δ0) and ∆ ∈ (0,∆0), Recall the following asymptotic
expansions of the Bessel functions of the first kind at 0:

J0(r) = 1− r2

4
+ o(r2), J1(r) =

r

2
+ o(r).

Then for all µ > 0,

2
√

2(1− J0(µR0)) + J1(µR1) = µR0

(√
2 +

β1

2

)
+ o(µ), J1(µR2) = µR0

β2

2
+ o(µ).

Hence, if β2 > 2
√

2 + β1, then there exists µ0 > 0 such that (5.9) holds for all µ ∈ (0, µ0). Set β1 = 2 and
β2 = 2

√
2 + 3. Then there exist µ0, δ0,∆0 > 0 such that µ0R2 < j and (5.8) and (5.9) are satisfied for all

µ ∈ (0, µ0), δ ∈ (0, δ0) and ∆ ∈ (0,∆0). Reasoning as in the proof of Lemma 5.8, the result follows.

5.4. Observability analysis

To achieve state estimation in the embedded system in presence of an observability singularity at the target,
we need to check that enough information is still accessible during the stabilization process. This takes the form
of two last assumptions on the linear output map C ∈ L (Z,Cm) (obtained from the function h in Asm. 5.1),
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reminding of the discussions in Section 2, except in the new infinite-dimensional context. The short time 0-
detectability assumption states that the measure distinguishes the target point for its neighbors. The isolated
observability singularity assumption regards separation of the unobservable input u ≡ 0 from other singular
inputs of the infinite-dimensional system. For each assumption, we discuss examples of suitable output maps
h. Following Remark 5.4, we investigate the case where at least one of the components of the output map is in
the linear span of a finite number of elements of the Hilbert basis. This component is used to ensure the two
observability properties.

Assumption 5.10 (Short time 0-detectability). Let u : R+ → R be constant over [tk, tk+1) for all k ∈ N, where
tk+1 − tk = ∆ is a positive constant. Let x be a solution of (5.1) bounded by j

µ . If there exists a subsequence

(tkn)n∈N such that u(tkn) −→
n→+∞

0 and Cτ(x(tkn + t′)) −→
n→+∞

Cτ(0) for all t′ ∈ [0,∆], then x(tkn) −→
n→+∞

0.

Remark 5.11. Assumption 5.10 implies the necessary Condition 2.4 (local). Indeed, if x is a solution of
(5.1) with u = 0 and h(x(t)) = 0 for all t > 0, then for any positive increasing sequence (tn)n∈N → +∞,
u(tn) = 0 and Cτ(x(tn + t)) = h(0) for all n ∈ N and all t > 0. Hence, according to Assumption 5.10, x(tn)→ 0
and Condition 2.4 (local) is satisfied. Moreover, if h has a continuous inverse in a neighborhood of 0, then
Assumption 5.10 implies (for piecewise constant inputs only) the input/output-to-state stability condition (see
e.g., [25]), which states that any solution x of (5.1) such that u(t)→ 0 and y(t)→ 0 is such that x(t)→ 0 as
t→ +∞. This condition has proved to be of interest in the context of output feedback stabilization.

Proposition 5.12 (Outputs satisfying Asm. 5.10). If one of the components of C (seen as a m-tuple of lin-
ear forms on Z) has the form 〈·, ζ〉Z where ζ =

∑
p∈I cpep ∈ Z \ {0}, with I ⊂ Z finite, then (5.1) satisfies

Assumption 5.10.

Proof. Since x is bounded, we show that its only accumulation point is 0. With no loss of generality, we may
assume that x(tkn) tends towards some x? = (r? cos θ?, r? sin θ?) 6= 0. According to (5.3), we have 〈τ(x(tkn +
t′)), ζ〉Z =

∑
p∈I cpJp(µr(tkn + t′))e−ipθ(tkn+t′), with x = (r cos θ, r sin θ). As n goes to +∞, since Cτ(x(tkn + t′))

tends towards Cτ(0), 〈τ(x(tkn + t′)), ζ〉Z tends towards c0 if 0 ∈ I, or to 0 otherwise. In particular, for t′ = 0,
we get that

∑
p∈I cpJp(µr

?)e−ipθ
?

= c0 if 0 ∈ I, or 0 otherwise. Thus c0J0(µr?) = c0 if 0 ∈ I, and cpJp(µr
?) = 0

for p ∈ I \ {0}. Since u(t) = u(tkn) for all t ∈ [tkn , tkn+1] tends towards 0 as n goes to +∞, Duhamel’s formula
implies that for all t′ ∈ [0,∆],

x(tkn + t′)− et
′Ax(tkn) −→

n→+∞
0,

i.e.,

r(tkn + t′)− r(tkn) −→
n→+∞

0 and eiθ(tkn+t′) − ei(θ(tkn )+t′) −→
n→+∞

0.

Hence, since I is finite, for all t′ ∈ [0,∆],
∑
p∈I cpJp(µr(tkn))e−ipθ(tkn )e−ipt

′
tends towards c0 if 0 ∈ I, or towards

0 otherwise, as n goes to +∞. Denote by j0 the first zero of J0. Then Jp(r) 6= 0 for any r ∈ (−j0, j0) \ {0}
and any p ∈ Z. Since for some p ∈ I, cp 6= 0, we have Jp(µr(tkn)) → Jp(0), hence r? = 0 since |x| < j

µ with
j < j1 < j0.

Remark 5.13. In the above definition of ζ, if there exist k1, k2 ∈ Z with |k1| 6= |k2|, ck1 6= 0 and ck2 6= 0, then
j0 = +∞ is a suitable choice due to the Bourget’s hypothesis, proved by Siegel in [37].

One can easily check that condition (4.10) is satisfied if C = 〈·, ζ〉Z for some ζ ∈ D (because C∗CA = 〈·,A∗ζ〉ζ).
Thus, if C has the form 〈·, ζ〉Z with ζ as in Proposition 5.12, solutions of (4.6) are such that Cε(t)→ 0 as t→ +∞.
In order to obtain the convergence of ε towards 0, we need an additional observability assumption. Let us recall
the usual definition of approximate observability of (4.4) (see, e.g., [43]).
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Definition 5.14 (Approximate observability). System (4.4) is said to be approximately observable in some time
T > 0 for some constant input u if and only if

(∀t ∈ [0, T ], CTt(z0, u) = 0) =⇒ z0 = 0. (5.15)

Since (4.4) is a linear system, Definition 5.14 coincides with Definition 1.2 in the finite-dimensional context.

Assumption 5.15 (Isolated observability singularity). Let u ∈ [−umax, umax] where umax = κ jµ + 16ν2δ. If

u 6= 0, then the constant input u makes (4.4) approximately observable in any positive time.

In Example 1 of [12], the authors investigated the observability of (4.4) in the case where µ = 1 and C = 〈·,1〉Z
(i.e., h ◦ h(x) = J0(|x|), see Ex. 5.3). Using a similar method, we prove the following.

Proposition 5.16 (Outputs satisfying Asm. 5.15). If one of the components of C has the form 〈·, ζ〉Z where ζ =∑
k∈I ckek ∈ Z \ {0}, with I ⊂ Z finite, and µumax < j0 for some j0 > 0, then (5.1) satisfies Assumption 5.15.

Proof. Let z0 ∈ Z, u ∈ R \ {0} and z(t) = Tt(z0, u) be the unique corresponding solution of (4.4). The method
of characteristics yields

〈z(t), ζ〉Z =
1

2π

∫ 2π

0

e−iµu
∫ t
0

sin(s−σ) dσz0(s− t)
∑
k∈I

c̄ke
−iks ds

=
1

2π

∫ 2π

0

(∑
k∈I

c̄ke
−iµu cos(s)−iks

)
eiµu cos(s−t)z0(s− t) ds

= (ψ ∗ψ0) (t)

where ∗ denotes the convolution product over Z, ψ : s 7→
∑
k∈I c̄ke

−iµu cos(s)−iks and ψ0 : s 7→ eiµu cos(s)z0(s).
Hence, according to Parseval’s theorem,

1

2π

∫ 2π

0

|〈z(t), ζ〉Z |2 dt = ‖ψ ∗ψ0‖2Z =
∥∥∥ψ̂ · ψ̂0

∥∥∥2

Ẑ
=
∑
`∈Z
|〈ψ, e`〉Z |2|〈ψ0, e`〉Z |2,

where ψ̂ (resp. ψ̂0) denotes the Fourier series coefficients of ψ (resp ψ0) in Z = L2(S1,C) ⊂ L1(S1,C) and
Ẑ = l2(Z,C). Hence, it is sufficient to show that there exists j0 > 0 such that, if µu < j0, then 〈ψ, e`〉Z 6= 0 for
all ` ∈ Z. Indeed, it yields that if Cz(t) = 0 for all t ∈ [0, 2π], then ψ0 = 0, i.e.,z0 = 0, and thus u makes (4.4)
approximately observable in time 2π.

Note that

〈ψ, e`〉Z =
1

2π

∫ 2π

0

∑
k∈I

c̄ke
−iµu cos(s)−i(k+`)s ds =

∑
k∈I

c̄ki
kJk+`(µu). (by (5.3))

Set dk = c̄ki
k and F`(r) =

∑
k∈I dkJk+`(r) for all r ∈ R. Since F` is analytic for each ` ∈ Z, its zeros are

isolated. Hence, for all L > 0, there exists j0 > 0 such that, if |`| < L, then F`(r) 6= 0 for all r ∈ (−j0, j0) \ {0}.
Now, let kmin = min{k ∈ I : dk 6= 0} and let us prove that there exists j0 > 0 such that F`(r) 6= 0 for all
r ∈ (−j0, j0) \ {0} and all ` > −kmin. (One can reason similarly for ` 6 max{k ∈ I : dk 6= 0}). We have

F`(r) = dkmin
Jkmin+`(r)

(
1 +

∑
k∈I

dk
dkmin

Jk+`(r)
Jkmin+`(r)

)
. According to [32], |Jk+`(r)| 6 1

(k+`)!

(
|r|
2

)k+`

for all r ∈ R.

Moreover, according to [26], if |r| 6 1, then

|Jkmin+`(r)| > |r|kmin+`Jkmin+`(1) >
|r|kmin+`

(kmin + `)!2kmin+`

(
1− 1

2(kmin + `+ 1)

)
.



28 L. BRIVADIS ET AL.

Hence

|F`(r)| > |dkmin
| |Jkmin+`(r)|

(
1−

∑
k∈I

|dk|
|dkmin

|
|Jk+`(r)|
|Jkmin+`(r)|

)

> |dkmin
| |Jkmin+`(r)|

(
1− 2

∑
k∈I

|dk|
|dkmin

|

(
|r|
2

)k−kmin
)
.

Hence, there exits j0 > 0 such that, if 0 < |r| < j0, |F`(r)| >
|dkmin |

2 |Jkmin+`(r)| for all ` ∈ Z. Choosing j0 6
min{r > 0 : J0(r) = 0}, one has Jkmin+`(r) 6= 0 for all ` ∈ Z, hence F`(r) 6= 0.

In particular, if ζ = ek for some k ∈ I, then j0 = min{r > 0 : J0(r) = 0} is a suitable choice. Indeed,
Jk(r) 6= 0 for all r ∈ (−j0, j0) \ {0} and all k ∈ Z. Hence, if µumax < j0, then u makes (4.4) approximately
observable in time 2π. Let ζ(t) = T∗t (ζ, u), i.e., the solution of ζ̇ = A(u(t))∗ζ, ζ(0) = ζ. Since ζ is analytic,
t 7→ ζ(t) is analytic as the unique solution of an analytic system. Hence t 7→ 〈z(t), ζ〉Z = 〈z0, ζ(t)〉Z is also
analytic. Thus u makes (4.4) approximately observable in any positive time, because t 7→ 〈z(t), ζ〉Z vanishes on
[0, T ] for some T > 0 if and only if it vanishes on [0, 2π].

Remark 5.17. It is always possible to make µumax < j0 by choosing κj and µδ small enough. As explained
in Remark 5.4, the considered set of such maps C is sufficient to approximate any output map h. Moreover, if
〈·, ek1〉Z and 〈·, ek2〉Z are two of linear forms of C with |k1| 6= |k2|, then j0 = +∞ is a suitable choice due to the
Bourget’s hypothesis, proved by Siegel in [37].

We are now in position to state the main result of Section 5.

Theorem 5.18. Let K ⊂ R2 be a compact set. Let R0 > 0 be such that K ⊂ BR2(0, R0). Let µ0, δ0,∆0 >
0 be as in Corollary 5.9. Suppose there exists µ ∈ (0, µ0) such that for all δ ∈ (0, δ0) and all ∆ ∈ (0,∆0),
Assumptions 5.1, 5.10 and 5.15 are satisfied. Then system (5.1) is stabilizable over K by means of an infinite-
dimensional piecewise constant dynamic output feedback. Moreover, the closed-loop system is explicitly given by
(4.13) for any α > 0 and with τ as in (5.2) and π as in (5.5).

Combining Propositions 5.2, 5.12 and 5.16, we obtain Theorem 4.4 as an immediate corollary. Regarding
Corollary 4.5, the proof is as follows.

Proof of Corollary 4.5. Let K ⊂ R2 be a compact set. Let R0 > 0 be such that K ⊂ BR2(0, R0). Let µ0, δ0,∆0 >
0 be as in Corollary 5.9. According to Example 5.3 and Proposition 5.12, Assumptions 5.1 and 5.10 are sat-
isfied for any µ ∈ (0, µ0) by considering h : y 7→ J0(µ

√
2y). Moreover, by choosing κj < j0 and δ < j0−κj

16ν2µ ,
Assumption 5.15 is also satisfied according to Proposition 5.16. Hence, Theorem 5.18 does apply on K.

5.5. Proof of Theorem 5.18

Let K be a compact subset of R2. Let R0 > 0 be such that K ⊂ BR2(0, R0) and µ0, δ0,∆0 > 0 be as in
Corollary 5.9. This implies the statement (i) of Definition 4.2, with Ξ = τ(K). Only (ii) and (iii) remain to be
proved. Let α > 0, τ be as in (5.2) and π be as in (5.5). Let x0 and x̂0 be in K, (x, ẑ) be the corresponding
solution of (4.4), z = τ(x), ε = ẑ − z and u = φ(π(ẑ)) + δN 2(ẑ − 1). Remark that

‖ε‖Z − `τ|x| 6 ‖ẑ − 1‖Z + ‖z − 1‖Z − `τ|x|
= ‖ẑ − 1‖Z + ‖τ(x)− τ(0)‖Z − `τ|x|
6 ‖ẑ − 1‖Z
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and

‖ẑ − 1‖Z 6 ‖ε‖Z + ‖z − 1‖Z 6 ‖ε‖Z + `τ|x|

where `τ is the Lipschitz constant of τ over K. Hence proving statement (ii) of Definition 4.2 reduces to prove
(again with Ξ = τ(K)) that for some µ, δ and ∆ small enough,
(ii’) For all Rx, Rε > 0, there exists rx, rε > 0 such that for all (x0, ẑ0) ∈ K× τ(K), if |x0| < rx and ‖ε0‖Z < rε,

then |x(t)| < Rx and ‖ε(t)‖Z < Rε for all t > 0.

Since τ is continuous, if x → 0, then τ(x) → 1, and, a fortiori, τ(x)
w
⇀ 1. Hence proving statement (iii) of

Definition 4.2 reduces to prove that for some µ, δ and ∆ small enough,

(iii’) x(t)→ 0 and ε(t)
w
⇀ 0 as t goes to infinity.

We prove (ii’) in Section 5.5.1 and (iii’) in Section 5.5.2.

5.5.1. Stability

In order to prove stability, we reason as in Section 3.2.6. Let Rx, Rε > 0. We seek rx, rε > 0 such that for all
(x0, ẑ0) ∈ K × τ(K̂), if |x0| < rx and ‖ε0‖Z < rε, then |x(t)| < Rx and ‖ε(t)‖Z < Rε for all t > 0. Since ‖ε‖Z is
non-increasing, choosing rε 6 Rε proves the stability of ε. The dynamics of x(t) can be written as:

ẋ(t) = (A+ bK)x(t) + δN 2(τ(x(t))− 1)b (5.16)

+ bK(x(tk)− x(t)) + δN 2(τ(x(tk))− 1)b− δN 2(τ(x(t))− 1)b (5.17)

+ bK(π(ẑ(tk)− x(tk)) + δN 2(ẑ(tk)− 1)b− δN 2(τ(x(tk))− 1)b (5.18)

First, we show that (5.16) is a locally exponentially stable dynamical system when δ is small enough. Indeed,
A+ bK is Hurwitz and for all ξ1, ξ2 in Z,

∣∣N 2(ξ1)−N 2(ξ2)
∣∣ 6∑

k∈N

1

k2 + 1

∣∣|〈ξ1, ek〉Z |2 − |〈ξ2, ek〉Z |2∣∣
6
∑
k∈N

1

k2 + 1
|〈ξ1 − ξ2, ek〉Z | (|〈ξ1, ek〉Z |+ |〈ξ2, ek〉Z |)

6 ν2‖ξ1 − ξ2‖Z(‖ξ1‖Z + ‖ξ2‖Z). (5.19)

Hence, for all x1, x2 in R2, ∣∣δN 2(τ(x1)− 1)− δN 2(τ(x2)− 1)
∣∣ 6 4δν2`τ|x1 − x2|.

Let P ∈ R2×2 be positive definite such that P (A+ bK) + (A+ bK)′P < −2IR2 . If χ is a solution of (5.16), then
we have

d

dt
(χ′Pχ)(t) 6 −2|χ(t)|2 + 4δν2`τ|Pb||χ(t)|2

Thus, by choosing δ < min(δ0,
1

4ν2`τ|Pb| ), we get d
dt (χ

′Pχ)(t) 6 −|χ(t)|2, hence the local exponential stability

of (5.16). Now, we show that the perturbation term (5.17) preserve stability. If χ is a solution of (5.16)–(5.17),
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then, with the variation of constants,

χ(t) = e(t−tk)(A+bK)χ(tk) +

∫ t

tk

e(t−s)(A+bK)b
(
K(χ(tk)− χ(s)) + δN 2(τ(χ(tk))− 1)

)
ds.

Hence, for all k ∈ N and all t ∈ [tk, tk+1),

|χ(t)− χ(tk)| 6
∥∥∥IR2 − e(tk−t)(A+bK)

∥∥∥ |χ(t)|+
∫ t

tk

∥∥∥e(tk−s)(A+bK)
∥∥∥ (κ|χ(tk)− χ(s)|+ 4δν2`τ|χ(tk)|

)
ds

6

(∥∥∥IR2 − e(tk−t)(A+bK)
∥∥∥+ 4δν2`τ

∫ t

tk

∥∥∥e(tk−s)(A+bK)
∥∥∥ds

)
|χ(t)|

+

∫ t

tk

∥∥∥e(tk−s)(A+bK)
∥∥∥κ|χ(tk)− χ(s)|ds+

∫ t

tk

∥∥∥e(tk−s)(A+bK)
∥∥∥ 4δν2`τ|χ(t)− χ(tk)|ds.

Since
∥∥IR2 − e(tk−t)(A+bK)

∥∥ 6 ∆‖A+ bK‖e∆‖A+bK‖ and
∫ t
tk

∥∥e(tk−s)(A+bK)
∥∥ds 6M for some M > 0 indepen-

dent of t and k (as in the proof of (5.7)), we obtain

(1− 4δν2`τM)|χ(t)− χ(tk)| 6 (∆‖A+ bK‖e∆‖A+bK‖ + 4δν2`τM)|χ(t)|

+

∫ t

tk

∥∥∥e(tk−s)(A+bK)
∥∥∥κ|χ(tk)− χ(s)|ds.

Choosing δ < 1
8ν2`τM

, we obtain by Grönwall’s lemma,

|χ(t)− χ(tk)| 6 2
(

∆‖A+ bK‖e∆‖A+bK‖ + 4δν2`τM
)
e2∆κM |χ(t)| (5.20)

Using the fact that with δ as above d
dt (χ

′Pχ)(t) 6 −|χ(t)|2 if χ satisfies (5.16), we also get if χ satisfies
(5.16)–(5.17) that

d

dt
(χ′Pχ)(t) 6 −|χ(t)|2 + |χ(t)||Pb|

(
κ|χ(tk)− χ(t)|+ 4δν2`τ|χ(tk)− χ(t)|

)
(5.21)

Combining (5.20) and (5.21) shows that (5.16)–(5.17) is still locally exponentially stable by choosing δ and
∆ small enough. Finally, we show that the perturbation term (5.18) preserves stability. Since the dynamical
system (5.16)–(5.17) is locally exponentially stable, there exists rx > 0 and η > 0 such that, if |x0| 6 rx and the
perturbation term (5.18) is bounded by η, then |x(t)| 6 Rx for all t ∈ R+. Since we have

|bKπ(ẑ(tk))− x(tk)| 6 κ`π ‖ε(tk)‖Z 6 κ`πrε

and (by (5.19)),∣∣δN 2(ẑ(tk)− 1)− δN 2(τ(x(tk))− 1)
∣∣ 6 δν2‖ε(tk)‖Z(‖ẑ(tk)‖Z + ‖τ(x(tk))‖Z) 6 δν2rε(rε + 2)

we obtain the desired result by choosing

κ`πrε + δν2rε(rε + 2) 6 η. (5.22)
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5.5.2. Attractivity

Step 1: Show that ε
w
⇀ 0. Let Ω be the set of weak limit points of (ε(t))t∈R+ . According to (4.9), ε is bounded.

Hence, by Alaoglu’s theorem, Ω is not empty. It remains to show that Ω = {0}. Let ε? ∈ Ω and an increasing

sequence (tn)n∈N → +∞ such that ε(tn)
w
⇀ ε? as n→ +∞.

For all n ∈ N, let kn be such that tn ∈ [tkn , tkn+1). Again, after passing to a subsequence, we may assume that
(tkn) is increasing. Let p ∈ N to be fixed later. Consider the sequences (u(tkn)), (u(tkn−1)), . . . , (u(tkn−p)) (with
t` = 0 if ` < 0). According to Corollary 5.9, |u| is bounded by κ jµ + 16ν2δ. Moreover, combining (4.8) and (4.9), ẑ

is also bounded. Hence, after passing to a subsequence, we may assume that (u(tkn)), (u(tkn−1)), . . . , (u(tkn−p))
converge and ẑ(tkn−p) converges weakly to some ẑ? ∈ Z.

If there exists j ∈ {0, . . . , p} such that (u(tkn−j))n∈N does not converge to 0, then the arguments used
with persistance assumptions (such as the ones found in [12]) remain valid. According to Assumption 5.15,
(u(tkn−j))n∈N has an accumulation point u? that makes the system (4.4) approximately observable in any
positive time. Since u(t) = u(tkn−j) for all t ∈ [tkn−j , tkn−j+1) we obtain by Theorem 3.5 of [8] (see also [12],
Thm. 7, Step 4) that ε? = 0.

Now, assume that u(tkn−j)→ 0 as n→ +∞ for all j ∈ {0, . . . , p}. The system is sufficiently explicit to allow
computation of ẑ(tkn−j) from the knowledge of ẑ(tkn−p) for all j ∈ {0, . . . , p− 1}. The assumption u(tkn−j)→ 0
as n→ +∞ then implies strong constraints on the weak limit ẑ? of ẑ(tkn − p). With p = 2, we actually obtain

that the only possible case corresponds to (ẑ(tn), ε(tn))
w
⇀ (1, 0). This takes the remainder of the step.

Passing to the limit in the expression of u(tkn−p), we get the existence of N 2
∞ ∈ R+ such that N 2(ẑ(tkn−p)−

1)→ N 2
∞ and

Kf(〈ẑ?, e1〉Z) + δN 2
∞ = 0. (5.23)

Using the method of characteristics, one can show that for all t, t′ ∈ R+ and almost all s ∈ S1,

z(t+ t′, s) = I(t+ t′, t, s)z(t, s− t′). (5.24)

where I(t+ t′, t, s) = e−iµ
∫ t+t′
t

u(σ) sin(s−σ) dσ. Then, according to Duhamel’s formula,

ẑ(t+ t′, s) = I(t+ t′, t, s)ẑ(t, s− t′)− α
∫ t+t′

t

I(t+ t′, σ, s)
(

(C∗Cε(σ)) (s− t′)
)

dσ. (5.25)

Since u(t) = u(tkn−j) for all t ∈ [tkn−j , tkn−j+1) and u(tkn−j) → 0 as n → +∞ for all j ∈ {0, . . . , p}, we have
that I(tkn−p + t′, tkn−p, s)→ 1 as n→ +∞, uniformly in s ∈ S1, for all t′ ∈ [0, p∆]. Then

‖ẑ(tkn−p + t′, ·)− ẑ(tkn−p, · − t′)‖Z 6 sup
s∈S1

|I(tkn−p + t′, tkn−p, s)− 1| ‖ẑ(tkn−p)‖Z (5.26)

+ α sup
σ∈[tkn−p,tkn−p+t′]

s∈S1

|I(tkn−p + t′, σ, s)|

∥∥∥∥∥
∫ tkn−p+t′

tkn−p

C∗Cε(σ) dσ

∥∥∥∥∥
Z

tends towards 0 as n goes to +∞ since ẑ and ε are bounded, t 7→ ‖Cε(t)‖Z is integrable over R+ (see (4.9))
Hence, for all t′ ∈ [0, p∆],

〈ẑ(tkn−p + t′, ·), e1〉Z → 〈ẑ?(· − t′), e1〉Z = e−it
′
〈ẑ?, e1〉Z (5.27)

and

N 2(ẑ(tkn−p + t′, ·)− 1)→ N 2(ẑ?(· − t′)− 1) = N 2
∞. (5.28)
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as n goes to +∞. According to (5.27) and (5.28) for t′ = j∆ and j ∈ {0, . . . , p}, and since u(tkn−j) → 0,
we get

Kf(e−ij∆〈ẑ?, e1〉Z) + δN 2
∞ = 0, ∀j ∈ {0, . . . , p}. (5.29)

For all t ∈ R and all ζ ∈ BC (0, J1 (j)), we have by (5.4), Kf(eitζ) = KR(t)f(ζ) where R(t) =

(
cos t sin t
− sin t cos t

)
.

Equations (5.29) with p = 2 can be rewritten as the matrix equality

 K 1
KR(∆) 1
KR(2∆) 1

(Kf(〈ẑ?, e1〉Z)
δN 2
∞

)
= 0.

Since the square matrix on the left hand side is invertible for ∆ ∈ (0, π), we get that N 2
∞ = 0 i.e. ẑ(tkn−p)

w
⇀

1. Combining it with (5.26), we have ẑ(tkn − t′)
w
⇀ 1 as n goes to +∞ for all t′ ∈ [0, p∆]. In particular,

Cẑ(tkn − t′) → Cτ(0). Since Cε(t) → 0 as t → +∞ by (4.9), we obtain Cτ(x(tkn − t′)) → Cτ(0) as n → +∞.

Hence, by Assumption 5.10, x(tkn)→ 0 i.e. z(tkn)→ 1. Thus ε(tkn)
w
⇀ 0 i.e. ε? = 0.

Step 2: Show that x → 0. Recall that x satisfies the following dynamics:

ẋ = (A+ bK)x+ bK(π(ẑ)− x) + δN 2(ẑ − 1)b.

Since A+ bK is Hurwitz, there exists P ∈ R2×2 positive definite such that P (A+ bK) + (A+ bK)′P < −2IR2 .
Set V : R2 3 x 7→ x′Px. Then

d

dt
V (x) 6 −2|x|2 + 2|x||Pb|κ|π(ẑ)− x|+ 2|x||Pb|δN 2(ẑ − 1)

6 −2|x|2 + 2|Pb| j
µ

(
κ|π(ẑ)− x|+ δN 2(ẑ − 1)

)
.

We have

N (ẑ − 1) 6 N (ε) +N (z − 1) 6 N (ε) + ν ‖z − 1‖Z 6 N (ε) + ν`τ|x|

where `τ is the Lipschitz constant of τ over K. Hence, if δ 6 µ
4|Pb|jν2`2τ

(which we can assume without loss of

generality by replacing δ0 by min(δ0,
µ

4|Pb|jν2`2τ
), since diminishing δ ), then

d

dt
V (x) 6 −|x|2 + 2|Pb| j

µ

(
κ|π(ẑ)− x|+ 2δN 2(ε)

)
.

Recall that |x| and |π(ẑ)| are bounded by j
µ . Moreover, N (ε(t))→ 0 as t→ +∞ by Step 1, and π(ẑ)− x→ 0

as t→ +∞ since π is a strong left-inverse of τ (see Cor. 4.11).
For all r > 0, set D(r) = {x ∈ R2 : V (x) 6 r}. In order to prove that x→ 0, we show that for all r > 0, there

exists T (r) > 0 such that x(t) ∈ D(r) for all t > T (r). If r > 0 is such that B̄R2(0, jµ ) ⊂ D(r) then T (r) = 0

satisfies the statement. Let 0 < r < R be such that B̄R2(0, jµ ) 6⊂ D(r) and B̄R2(0, jµ ) ⊂ D(R). Since N (ε(t))→ 0

and π(ẑ(t))− x(t)→ 0, there exists T1(r) > 0 such that for all t > T1(r), if x(t) 6∈ D(r), then d
dtV (x) < −m̄, for

some m̄ > 0. First, this implies that if x(t) ∈ D(r) for some t > T1(r), then x(s) ∈ D(r) for all s > t. Second,
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for all t > 0,

V (x(T1(r) + t)) = V (x(T1(r))) +

∫ t

0

d

dτ
V (x(T1(r) + τ)) dτ 6 R− m̄t (while x(T1(r) + t) /∈ D(r).)

Set T2(r) = R−r
m and T (r) = T1(r) + T2(r). Then for all t > T (r), x(t) ∈ D(r), which concludes the proof.

6. Conclusion

The goal of the paper was to illustrate new approaches to tackle the problem of output stabilization at an
unobservable target. As we explained, Luenberger observers can be employed, as long as some embedding is
provided. To mitigate the effect of the observability singularity, we rely on the dissipativity of the error system
and perturbations of the feedback law. The promise of such strategies is well exemplified by Theorem 3.3,
where we were able to set up this approach. However, while classical output linearization methods allow to
introduce linear observers, the dissipativity is not guaranteed. Relying on representation theory, we explored,
for a specific control system, a different approach to obtain an embedding of the dynamics into a unitary infinite
dimensional system. This allowed to design an observer for many nonlinear outputs of the original system while
guaranteeing the dissipative nature of the error system, with Theorem 4.4 also covering some of the cases treated
in Theorem 3.3.

Beyond the method we explored in the present article, we wish to stress that topological obstructions to
output feedback stabilization can be lifted when infinite-dimensional observers are considered. More precisely,
the obstruction brought up in [14] regarding the stabilizability of ẋ = u, y = x2 and extended in Corollary 3.2
vanishes if one extends the usual definition of dynamic output feedback stabilizability by allowing infinite-
dimensional states fed by the output, as in Definition 4.2.

Therefore, new infinite-dimensional embedding techniques for output feedback stabilization, either based on
the more general framework of [12], or on other infinite-dimensional observers, need to be investigated.

Appendix A. The matrix Q is invertible

Let us compute the determinant of Q.

detQ =

∣∣∣∣∣∣∣∣∣
K δ 0
KA 0 −δα

...
...

...
KAn+1 0 δ(−α)n+1

∣∣∣∣∣∣∣∣∣ = (−1)n+1δ2α

∣∣∣∣∣∣∣
KA 1

...
...

KAn+1 (−α)n

∣∣∣∣∣∣∣ = −δ2α

n∑
k=0

αkQ(k)

where

Q(k) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

K̃A0

...

K̃Ak−1

K̃Ak+1

...

K̃An

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, K̃ = KA, k ∈ {0, . . . , n}.



34 L. BRIVADIS ET AL.

Let P (X) =
∑n
k=0 ckX

k be the characteristic polynomial of A. Since A is skew-symmetric and invertible, it
holds that n is even, P is minimal for A, positive on R, cn = 1. Then,

An = −
n−1∑
k=0

ckA
k.

Let ∆ be the determinant of the Kalman observability matrix of (K̃, A). Since (K,A) is observable and A is
invertible, ∆ 6= 0. Then for k < n,

Q(k) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

K̃A0

...

K̃Ak−1

K̃Ak+1

...∑n−1
i=0 ciK̃A

i.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

K̃A0

...

K̃Ak−1

K̃Ak+1

...

−ckK̃Ak.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −ck(−1)n−k∆.

The case k = n simply yields Q(n) = ∆. Then

detQ = δ2α∆

n∑
k=0

ck(−1)kαk = δ2α∆P (−α).

Since P is positive on R, detQ 6= 0 as soon as α > 0.
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their applications. Collège de France Seminar, Vol. XI (Paris, 1989–1991). Vol. 299 of Pitman Research Notes In Mathematics
Series, Longman Scientific & Technical, Harlow (1994) 68–86.

[16] K.-J. Engel and R. Nagel, One-parameter semigroups for linear evolution equations. Vol. 194 of Graduate Texts in Mathematics.
With contributions by S. Brendle, M. Campiti, T. Hahn, G. Metafune, G. Nickel, D. Pallara, C. Perazzoli, A. Rhandi, S.
Romanelli and R. Schnaubelt. Springer-Verlag, New York (2000).

[17] E. Flayac, Coupled methods of nonlinear estimation and control applicable to terrain-aided navigation, Thèse de doctorat
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