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I. ABSTRACT

The building blocks of Nature, namely atoms
and elementary particles, are described by quan-
tum mechanics. This fundamental theory is the
ground on which physicists have built their major
mathematical models [1]. Today, the unique fea-
tures of quantum objects have led to the advent of
promising quantum technologies [2, 3]. However,
the macroscopic world is manifestly classical, and
the nature of the quantum-to-classical crossover
remains one of the most challenging open ques-
tion of Science to date. In this respect, moving
objects play a specific role [4, 5]. Pioneering ex-
periments over the last few years have begun ex-
ploring quantum behaviour of micron-sized me-
chanical systems, either by passively cooling sin-
gle GHz modes, or by adapting laser cooling tech-
niques developed in atomic physics to cool specific
modes far below the temperature of their sur-
roundings [6–11]. Here instead we describe a very
different approach, passive cooling of a whole mi-
cromechanical system down to 500 µK, reducing
the average number of quanta in the fundamen-
tal vibrational mode at 15 MHz to just 0.3 (with
even lower values expected for higher harmonics);
the challenge being to be still able to detect the
motion without disturbing the system noticeably.
With such an approach higher harmonics and the
surrounding environment are also cooled, leading
to potentially much longer mechanical coherence
times, and enabling experiments questioning me-
chanical wave-function collapse [12], potentially
from the gravitational background [13, 14], and
quantum thermodynamics [15]. Beyond the aver-
age behaviour, here we also report on the fluctua-
tions of the fundamental vibrational mode of the
device in-equilibrium with the cryostat. These
reveal a surprisingly complex interplay with the
local environment and allow characteristics of two
distinct thermodynamic baths to be probed.

II. INTRODUCTION

Centre-of-mass motion stands out in quantum mechan-
ics [4, 5]. It plays a central role in quantum models of
gravity [14, 16] and is at the core of continuous sponta-
neous localisation (or collapse) models (CSL) [12]. Un-
derstanding the quantum behaviour of macroscopic mov-
ing objects could thus be the key to unification of quan-
tum mechanics and general relativity, solving at the same
time the long-standing issue of the wave-packet reduction
postulate interpretation [17]. In practice CSL models are
most effectively challenged by probing lengthscales of or-
der 10 − 100 nm: within the mesoscopic range [12]. Be-
sides, motion is at the core of the basic definition of heat:
phonons arise in quantum mechanics as the quasi-particle
describing how atoms move. It is therefore important to
explore practical ways in which thermodynamics could
be probed at the quantum level beyond electromagnetic
degrees of freedom [18, 19].

Very few setups can detect motion near the Heisenberg
limit, that is with the minimum back-action allowed by
quantum mechanics [20–22]. In practice, this can be con-
veniently realized by coupling the mechanical degree of
freedom to an optical cavity [23, 24]. The tremendous
capabilities of opto-mechanics for force sensing have led
recently to gravitational wave detection [25]. One ex-
tremely promising technology is the microwave version
of opto-mechanics, where the mechanical element modu-
lates the resonance frequency of an RLC circuit [6, 26].
It inherits the properties of conventional opto-mechanics,
is directly compatible with quantum electronics technolo-
gies [27, 28], with the great advantage of low energy
photons being more compatible with cryogenic setups
[6, 10, 29].

Conventionally, a mechanical mode can be said in
its quantum ground state when its thermal population
n(T ) < 1, which can be achieved by lowering the tem-
perature T . Alternatively, the high degree of control
reached within optomechanical systems enables the use
of back-action cooling [6, 30]. This comes at a cost: the
mode is strongly damped by the light field, while the sur-
rounding bath remains warm [9, 31]. GHz acoustics has
been passively cooled to the ground state using conven-
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tional dilution cryostats [32–34]. However, these systems
are limited to extremely small centre-of-mass displace-
ments (zero in the case of breathing modes [32, 34]), even
though they do contain a very large number of individual
atoms. Hence, they are not suitable for tests of quantum
decoherence and collapse theories [4].

Mechanical modes within micro/nano-mechanical sys-
tems with macrocopic masses and which can tolerate
large motional amplitudes have resonance frequencies in
the MHz range. Their passive cooling therefore neces-
sitates sub-milliKelvin temperatures, which is the range
attained by ultimate cryogenics: nuclear adiabatic de-
magnetisation. The ability to measure the system with-
out disturbing it, and the demonstration of its thermal
equilibrium with the cryostat are both significant chal-
lenges [35].

Here we report on in-equilibrium ground-state cool-
ing of a whole 15-micron diameter aluminium mechani-
cal device resonating at ωm = 2π × 15.1 MHz in its first
flexure and coupled to a ωc = 2π × 5.7 GHz microwave
cavity, installed on a nuclear demagnetization cryostat
reaching about 500 µK. Remarkably, no signs of thermal
saturation are detected in the mechanical properties as
shall be discussed below. The mechanical device con-
sists of a 50 nm vacuum-gap capacitor (see Fig. 1) which
forms a drum-head [10], and the cryogenic setup consists
of a home-made laminar copper nuclear stage mounted
on a wet dilution cryostat (see Ref. [36] for details).
The single-phonon opto-mechanical coupling g0 for these
modes is measured to be about 2π× 230 Hz. Single-tone
microwave opto-mechanics is used here only for motion
detection [37]. A pump tone (of power Pin) is applied at
an angular frequency ωc +ωm (blue-detuned scheme), or
conversely at ωc − ωm (red-detuned scheme). The me-
chanical motion generates a sideband peak in the output
spectrum at the cavity frequency ωc. Energy is trans-
ferred between the mechanical mode and the microwave
field, resulting in either enhanced damping of the motion
as we increase the drive power (red-detuning), or ampli-
fication (blue-detuning). Measurements are performed
at the lowest possible powers (ncav ∝ Pin about 300
- 600 drive photons confined in the cavity) in order to
limit the impact of damping/amplifying. However, driv-
ing the system up to the blue-detuned instability (when
the damping vanishes), we can show that the mechani-
cal mode exhibits self-sustained motion in the nanometer
range [38], which means that these devices are potentially
very well adapted for exploring CSL physics. Further-
more, no physical heating of the device can be detected
in this range of injected powers, down to 500 µK, which is
remarkable. Optical systems are usually limited by their
ability to feed-in energy from the photon field, making
pulsed experiments mandatory [34, 39]. Details on the
setup and measurements can be found in Supplementary
Information.
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FIG. 1: Mechanical properties versus temperature.
Main graph: mechanical mode frequency shift (ωm[T ] −
ω0)/(2π) [with respect to ω0/(2π) ≈ 15.1 MHz] as a function
of cryostat temperature. The black line is a simple Logarith-
mic fit, while the dashed line is the full theoretical fit func-
tion (see text). An optical picture of a device from the same
batch is also shown. Bottom inset: corresponding mechanical
damping Γm/(2π). The black line is a linear fit (see text).
Top inset: measured temperatures at beginning of cooling in
a demagnetization process (starting at the dashed vertical).
The red curve corresponds to the cryostat Tcryo, while the two
blue curves are mechanical mode temperatures Tmode calcu-
lated from the spectrum (from two distinct runs, see text).

III. RESULTS

Formally, three distinct temperatures have to be
considered here: the cryostat Tcryo, the fundamental
mechanical mode Tmode, and the baths Tbaths directly in
contact with it [36]. Demonstrating that thermal equi-
librium is maintained across these different subsystems
is the key challenge for passive cooling, which we shall
address first. Furthermore, characterizing the properties
of the baths that couple to the mechanical mode is of
itself a significant issue. This is our second topic, demon-
strating the capabilities of our microwave/microkelvin
platform.

In Fig. 1 we present the mechanical frequency shift
ωm(T )− ω0 (with respect to the high-temperature value
ω0, main graph) and the damping Γm (bottom inset) of
the first flexural mode, as a function of cryostat tem-
perature Tcryo. These parameters are obtained from
Lorentzian fits of the measured sideband peak (position
and linewidth, respectively). Below 100 mK, the me-
chanical damping saturates which is a signature of clamp-
ing losses [40, 41]. This means that “phonon tunneling”
dominates energy relaxation, and therefore one of the
baths to be considered is the phonons surrounding the
drum device. On the other hand, the frequency shift fol-
lows a Logarithmic temperature dependence in the whole
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range, as is commonly observed with low temperature
nanomechanics [42]. This is interpreted as the signature
of Two-Level Systems (TLS) defects present in the struc-
ture, that couple to the macroscopic mode via the strain
field [43, 44]. The exact fit expression from theory is
shown as the dashed line in Fig. 1 (see Supplementary
Information for details) [45]. This leads us to identify a
second bath coupled to the mechanics, namely the TLSs.
The absence of thermal saturation on ωm(T ) proves that
this bath does cool to the lowest temperatures [36]. Since
it thermalises through the bulk phonons themselves [45],
the surrounding phonon bath has to be cold as well. We
can thus infer TTLS ≈ Tphonons ≈ Tbaths ' Tcryo.

Cooling from about 10 mK to the lowest temperature
takes about 2 to 3 days; the beginning of the process
is shown in Fig. 1 top inset. The mechanical mode
temperature Tmode is inferred from the area of the mea-
sured sideband peak using a blue-detuned pumping, as
explained below. We clearly see that, on average, the
drum-head mode and the cryostat temperatures follow
each other, in good equilibrium. Furthermore, we can
also see that the mechanics reproducibly displays both
very large, and very slow temperature fluctuations. In
the following we will start by discussing the averaged
behaviour in detail before going on to describe the prop-
erties of the fluctuations.

The sideband signal encodes the position-fluctuations
spectrum of the mechanical mode. At low drive pow-
ers, the area of the measured peaks with blue and red
pumping (Stokes and Anti-Stokes sidebands) are propor-
tional to Pin × (n + 1) and Pin × (n) respectively, with
n(Tmode) = 1/(Exp[(~ωm)/(kBTmode)] − 1) the Bose-
Einstein population [29, 37]. It is therefore convenient
for the experimentalist to define from these areas two
“effective mode temperatures”:

Tblue = (n + 1)(~ωm)/kB for blue-detuned pumping,
measuring Stokes peak,

Tred = (n)(~ωm)/kB for red-detuned pumping, mea-
suring anti-Stokes peak.

We will in the following demonstrate thermalisation
of Tmode by studying Tblue, Tred and their ratio as a
function of Tcryo. In Fig. 2 a (right insets) we show
sideband spectra measured at different cryostat temper-
atures and the same drive power (about 300 photons),
with their Lorentzian fits. For this microwave input,
a slight amplifying/de-amplifying exists that is visible
from the peak height difference of the high temperature
spectra (blue and red colour for Stokes and anti-Stokes).
In order to extract the genuine small-drive limit, we
measure the power dependence for each temperature
and pumping scheme. This enables us to plot in Fig. 2
a (main graph) the Tblue, Tred dependencies with respect
to Tcryo. Lines are theoretical calculations, with no free
parameters. At high temperature, Tblue ≈ Tred ≈ Tcryo,
as it should; this is essentially the limit of conventional
experiments using commercial dilution cryostats [36],
and justifies the wording “effective temperature”.

However below typically 10 mK, sideband asymmetry
is visible: for blue pumping, Tblue saturates while for red
Tred vanishes (see fits in Fig. 2 a main graph). This effect
is a signature of zero-point-fluctuations in the microwave
cavity [29]. While Tblue, Tred are no longer simply pro-
portional to Tcryo, the asymmetry leads to an in-built pri-
mary thermometry by plotting the ratio of Anti-Stokes
over Stokes peak areas [46]. Indeed, in the ideal case of
low powers this reduces to n/(n + 1); for the finite mi-
crowave drive amplitude used for the peaks displayed, the
function is renormalized by the ratio of the amplified/de-
amplified peak linewidths. This is shown in the top left
inset, Fig. 2 a; with the black line being theory with no
free parameters. Technical details are given in Supple-
mentary Information. The experiment therefore demon-
strates cooling down to an average population for the first
flexure of 0.3 quanta (c.f. the lowest Stokes data point in
Fig. 2 a). A discussion on the thermal modeling of the
device can be found in Supplementary Information.

Although the long-time average mode temperature al-
ways matches that of the cryostat to within measure-
ment uncertainties, we observe strong fluctuations that
occur over a surprisingly long timescale, as mentioned
earlier. Landauer famously remarked ”the noise is the
signal” [47], and in this case the fluctuations provide im-
portant information about the complexity of the thermal
environment surrounding the mechanics. To character-
ize them, we acquire continuously (at fixed drive power,
600 photons, and Tcryo) sideband spectra using the blue-
detuned pumping scheme at a reasonably high repetition
rate (typically 1 second per file), and then post-process
these data with a sliding average of window 20 minutes
that produces a fitable peak [36]. From the fit we can
extract peak position, width and area as a function of
time. The area can then be converted (from the cal-
ibrated power-dependence) into mode temperature (top
inset, Fig. 1), or population (Fig. 2 b centre) [36]. Width
and position shall be discussed later in this article. While
a true reconstruction of the phonon tunnelling statistics
is out of the scope of the present paper (the measure-
ment is not at the single phonon level), what we obtain
is a sort of “smoothed” estimator of the mode occupation
number. Furthermore, since the finite measuring power
disturbs the system we must always correct for this to
obtain the unpumped behaviour. Errors associated with
the correction process explain the slight negativity of the
lowest histograms in Fig. 2 b. These issues are discussed
explicitly below and in Supplementary Information.

From time-traces we compute the fluctuations spec-
tra (Fig. 2 b left). These can be fit by a Lorentzian
shape: producing a 1/f2 dependence (Brown noise)
above a cutoff frequency 1/tc (see full lines). Such a
spectrum is reminiscent of an Ornstein-Uhlenbeck pro-
cess [48]. The question that arises then is: from what
thermodynamic bath? We expect fluctuations due to
coupling to the phonon bath to have a characteristic
timescale τm = 2/Γm ≈ 1 ms, the mechanical relaxation
time. This timescale is clearly outside of our bandwidth
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FIG. 2: Passive ground state cooling. a, Main graph: the peak area of blue and red sideband pumping measurements
leads to two different Tblue, Tred estimates, ∝ n+1 and ∝ n (blue and red lines) respectively, a phenomenon known as sideband
asymmetry [29]. Right insets: sideband peaks (blue and red colour for Stokes and anti-Stokes) measured for four different
temperatures, with their Lorentzian fits (vertically shifted to 2-photon baseline for readability). The slight shift in position
(with respect to the actual ωm[T ]) is due to a small remnant optical spring due to imperfect tuning of the pump frequency,
while the difference in peak heights at high temperature is due to the small amplifying/de-amplifying occurring at the finite
input power we use (see text and Supplementary Information). The smallest Anti-Stokes peak required 4 days of continuous
averaging. Left top inset: ratio of anti-Stokes and Stokes peak areas enabling sideband asymmetry thermometry (the black
line is the theoretical expectation). b, Measurement of in-equilibrium population fluctuations at 220, 13, 1.4 and 0.65 mK (top
to bottom) obtained with 20 minutes averaging time per point. Middle: time traces (9 h span) demonstrating very slow (and
large, see also inset Fig. 1) fluctuations. The shaded areas delimit the regions below 1 phonon. Left: spectrum (FFT transform
of autocorrelation) showing a 1/f2 type dependence (full line fit) with a low-frequency cutoff 1/tc (dashed vertical). Right:
corresponding histograms from which average n and standard deviation σph can be defined (with Gaussian fit displayed; the
slight negativity for the two lowest graphs is due to the finite precision of the analysis procedure, see text and Supplementary
Information). Error bars mostly arise from the finite stability of mechanical parameters (frequency, damping, see Fig. 1) and
are explained in Supplementary Information. Note the arrow on the central lowest time-trace that points to a time slot where
the measured population drops below our resolution for about 5 minutes (see text).

(which is at best about 1 Hz); besides, we observe that
the time tc � τm is of the order of 5(±2) hours, and
not specifically dependent on temperature (see Fig. 2 b
left). Therefore, our experiment does not directly probe
phonon fluctuations. It is thus natural to consider the
second identified bath: TLSs. As shall be discussed be-
low, from the frequency (and damping) fluctuations we
infer that TLSs are certainly involved, in a complex and
specific way. And indeed, ultra-low temperature exper-
iments that studied their dynamics report on extremely
slow timescales, which are consistent with our tc [49]. A
detailed discussion on the statistical treatment is given
in Supplementary Information.

At low temperatures the fluctuations can be especially
interesting. For example, note the arrow in Fig. 2 b cen-
tre that points to a time slot where the measured mode
population stays at essentially zero over about 5 min-
utes. Knowing that high frequency modes do cool down
to dilution temperatures with no sign of thermal satura-
tion [7, 32], higher frequency modes of the structure have
to be empty with a high probability. Making an analogy
with electronic transport, this result is reminiscent of the
one of Ref. [50] that demonstrated the absence of any
quasi-particles in a superconductor over seconds.

The statistical distributions computed from the time-
traces look reasonably Gaussian (Fig. 2 b right). We can
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√
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oscillating regime; in both graphs the orange dot is obtained
with a measuring input power twice smaller (see text).

then extract the average population n and its standard
deviation σph. This is shown in Fig. 3 (main). Remark-
ably, we find that the behaviour of σph is well-described
by 0.5

√
n, implying a sub-Poissonian mechanism. Note

that this fit extends from the truly quantum range up
to the classical one, without showing any crossover be-
haviour. This level of fluctuations is smaller than what
we would expect in terms of the fluctuations in the aver-
age energy of a system coupled to a simple thermal bath
[51, 52]. However, this is not surprising since fluctuations
associated with the phonon bath are effectively averaged
over in the measurement. The observed fluctuations are
thus most likely a signature of the (potentially rather
complex [53, 54]) mode-TLS interaction.

The behaviour of σph is completely different from fre-
quency and damping noises measured at the same time.
They both display true 1/f2 spectra (with no low fre-
quency cutoff observed), and shall thus be characterized
for a given time span (so-called Allan deviation) [55].
Their temperature dependence is similar, and reversed
from the one of phonon population, see inset of Fig. 3
presenting the frequency standard deviation σf : it grows
as we cool. This resembles what has been reported on su-
perconducting cavities, and attributed to TLSs present
in the constitutive materials [53]; here, it would be the
TLSs generating frequency shifts from strain-coupling
[43, 44, 56]. Details on the statistical analysis can be
consulted in Supplementary Information.

Before concluding, we should point out that, as for
any measurement, even if the detection power is kept
very low it is nonetheless non-zero. There is therefore
a finite back-action from the detection scheme onto the

mechanical mode: the amplifying/de-amplifying seen in
the spectra of Fig. 2 a, plus a small cavity noise. It is
rather straightforward to correct for these, and recalcu-
late average phonon populations [36, 37]. It is however
perfectly natural to wonder how the finite measurement
drive affects the fluctuations themselves, in magnitude,
spectral properties and distribution shape. In order
to verify experimentally that recalculated fluctuation
characteristics do not depend on pump power, we
measured a time-trace at half the drive and processed it
in the same way: this leads to the orange dot in Fig. 3,
which is in agreement with all other data. A thorough
discussion on the impact of the measurement scheme
can be found in Supplementary Information.

IV. DISCUSSION

In conclusion, we have demonstrated ground-state
cooling of a whole drum-head device (of mass 5 ×
10−14 kg), an object that can move its centre-of-mass
substantially (typically tens of nm in self-sustained mo-
tion of first flexure), from in-equilibrium properties of
the lowest frequency mode. Fluctuations in the occupa-
tion of the mechanical mode reveal the complexity of the
baths to which it is coupled. The microwave/microkelvin
platform developed for this experiment opens the path
to a unique new regime for experimentalists: quantum
thermodynamics can be addressed with phonons through
mesoscopic equilibrium properties near the ground state
of motion, instead of electrons (or photons) [18, 19]. The
stochastic nature of quantum heat transport can be stud-
ied from one of the collective, macroscopic mechanical
degrees of freedom of the device towards the continuum
formed by the substrate, through the constriction made
by the clamping region. “Conventional” baths (bulk
phonons, Two Level Systems) are thermalized; this is
mandatory for thermodynamics, but also a unique ad-
vantage for the unraveling of new contributions postu-
lated in CSL models [12, 13]. This is a feature which is
absent for other ground-state cooling platforms focused
on macroscopic motion [6, 9]. Besides, modal-coupling
can be controlled with all modes being cold, down to
the lowest frequency one: mechanical decoherence from
nearby “hot modes” (i.e. with a large thermal popula-
tion) is thus avoided [57, 58]. This is a unique advantage
of having a whole object ground-state cooled, in compar-
ison with a single working mode as is realized in all other
systems [6, 9, 31–34].

Passive cooling allows the ground state to be reached
while preserving the mechanical Q. This potentially
provides much longer mechanical coherence times, en-
abling unique sensitivities for force sensing to be attained
[59]; the figure of merit being Γm

2π × n ≈ 100 for us at
500 µK, with plenty of scope for improvements in Γm
(see e.g. Refs. [6, 60]). The unexpected properties
of the fluctuations reported here call for theoretical in-
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put on both thermodynamics and the constitutive mat-
ter [15, 44, 49, 56]. As for superconducting mesoscopic
electronic devices [54], Two Level Systems are certainly
the key to the understanding of the complex microscopic
environment interacting with the mechanical mode.

The present work demonstrates the compatibility be-
tween microwave optomechanics and ultra-low temper-
atures. The next generation of experiments will incor-
porate a TWPA (Travelling Wave Parametric Amplifier)
in order to open the detection bandwidth, potentially
down to the phonon relaxation time, while reaching the
quantum limit [61]. This would enable the detection of
single phonon jumps in-and-out of the mechanical mode,
similarly to electrons in an SET (Single Electron Transis-
tor), which represents the ”holy-grail” of quantum ther-
mal transport experiments. Besides, the microwave cir-
cuitry is fully compatible with standard quantum elec-
tronics; which means that future developments will also
incorporate a quantum bit [28]. This would enable ex-
periments directly focused on the study of quantum me-
chanical decoherence, as proposed e.g. in Ref. [62]. Such
proposals that rely on macroscopic motion can only be
implemented on low frequency devices [63], as opposed
to GHz modes.
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[8] E. Verhagen, S. Deléglise, S. Weis, A. Schliesser and T. J.
Kippenberg, Quantum-coherent coupling of a mechanical
oscillator to an optical cavity mode, Nature Vol. 482, pp.
63-67 (2012).

[9] Uros Delic, Manuel Reisenbauer, Kahan Dare, David
Grass, Vladan Vuletic, Nikolai Kiesel, Markus As-
pelmeyer, Cooling of a levitated nanoparticle to the
motional quantum ground state, Science Vol. 367, pp.
892895 (2020).

[10] C. F. Ockeloen-Korppi, E. Damskägg, J.-M.
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SUPPLEMENTARY
INFORMATION for
A macroscopic object
passively cooled into its
quantum ground state of

motion: beyond single-mode
cooling

APPENDIX A: SETUP

1. Microwave wiring

A
tt

.

50 W
HEMT

Double-circulator

Mixer

Sample

HEMT

CombinerR
, j

Lock-in
Sync.

LO

Generator

Sync.

Room T

Cryo. T

FIG. 4: Microwave circuit schematic. Simplified cir-
cuitry of the microwave setup (note attenuation, circulators
with 50 Ω load, R − φ opposition settings); see Ref. [36] for
details.

The microwave setup is a completely conventional one.
Two platforms have been equipped and calibrated: a
commercial dry Bluefors R© cryostat for preliminary mea-
surements (not presented in the core of the manuscript),
and the home-made wet nuclear demagnetization cryo-
stat. On the Bluefors R©, a LNF R© cryo-HEMT is present
on the 4 K stage with a power combiner mounted in front
of it allowing to cancel the strong pump tone (avoiding
amplifier saturation). On the nuclear demag. it is a
Caltech R© cryo-HEMT bolted on the 4 K stage. Both
have a second room temperature LNF R© HEMT ampli-
fier. On the nuclear demag. cryostat the “opposition

line” made with the power combiner is at room temper-
ature; the Caltech amplifier is linear enough so that it
never saturates with the pump powers we use (from an
Agilent R© 20 GHz synthesiser). After mixing up the sig-
nal with a local tone (LO) shifted by ±Ωm + 2 MHz, the
measurement is performed with a Zurich Instrument R©
lock-in that is demodulated at the shift frequency (used
in spectrum mode). A basic drawing is provided in Fig.
4. The coaxial lines from room temperature to 4 K are
stainless steel, and all the cryogenic routing below is
NbTi apart from the mixing chamber level which is cop-
per. Details with complete schematics can be found in
Ref. [36] and Ref. [64]. The noise background (brought
back at input of the cryogenic HEMT) is on the nuclear
demag. setup about 100 photons in this experiment.
Note that this is clearly not single-shot, but the circuit
has the valuable advantage of being simple.
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FIG. 5: Tuning fork 3He thermometry. Main: temper-
ature dependence of the damping (in Hz) measured on the
tuning fork. Insets: Lorentzian resonance peaks of the tuning
fork corresponding to different working points. See Ref. [36]
for details.

2. Cryogenics

The nuclear demagnetization cryostat is made of two
stages: a (conventional) home-made dilution unit that
reaches base temperature of 10 mK, followed by a copper
laminar nuclear stage on which the experimental cell is
mounted [65]. The two stages are connected to each other
through a Lancaster-made aluminium heat switch [66].
On the dilution unit, the temperature is inferred from
a calibrated carbon resistor and a commercial magnetic
field fluctuation thermometer (MFFT) from Magnicon R©.
On the nuclear stage we use a home-made 3He ther-
mometer: a quartz tuning fork immersed in the fluid that
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measures its viscosity [67]. This (almost) primary ther-
mometry also provides a fixed temperature point: the
superfluid transition Tc at 0.95 mK (for 0 bar pressure).
Calibration of the thermometer is shown in Fig. 5. Note
that near Tc the fork is very strongly damped, and the
sensitivity is rather poor; however above and below, we
can infer temperature very accurately. Details can be
looked at in Ref. [36] and Ref. [64].

The ultra-low temperature cooling process is single
shot, and starts with a precooling period of about a week:
the heat switch is closed (a small magnetic field is ap-
plied on the aluminium heat switch to make it normal),
and the copper is cooled to (almost) the mixing chamber
temperature while a 7 T field is applied to it. The coil
producing this field is well compensated, and the cell is
surrounded by a superconducting lead shield. After that,
the heat switch is opened (the aluminium is made super-
conducting by removing the small field in the switch),
and the large field of 7 T is slowly decreased down to a
final value Bfin (always larger than 100 mT); this makes
the nuclear spins of the copper atoms cool down, which
in turn cool down the conduction electrons. The cryostat
can stay cold for about a week at an almost fixed tem-
perature (see e.g. Ref. [68] for details on the technique).
The beginning of the cooling process is shown in Fig. 1
top inset of the paper.
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FIG. 6: Nuclear demag. cryostat and copper cell.
Left: picture of the dilution unit stage of the nuclear de-
magnetisation cryostat. Right: bottom of the nuclear stage
(outside of the large demag. field zone) with the copper cell
mounted (back: “weakly-coupled” drum run, front: this run).
The 3He thermometer is also shown.

3. Multiple runs

3 different chips have been measured on the 2 plat-
forms. They are mounted in copper cells with SMA
connectors. On the nuclear demag. cryostat, the cell
is bolted on a copper clamp that is located at the bot-
tom of the laminar copper stage; the 3He thermometer
is just underneath it. The copper clamp is connected to
the stage and the thermometer on either side with 1 mm
diameter annealed silver wires. Pictures of the demag.
cryostat are shown in Fig. 6.

Of the 3 samples measured, we have: a beam NEMS
made in Grenoble which was used in Ref. [36], a drum-
head NEMS made in Aalto and used in Ref. [38] that
we shall call “weakly-coupled”, and another drum-head
from Aalto (the one of this experiment), that we shall
call “strongly-coupled”. The beam device displayed in
the first flexure large amplitude fluctuations (nicknamed
“spikes”) at low temperatures, described in Ref. [36].
They come from a stochastic driving force of unknown
origin, that has been observed in different laborato-
ries over the world. The first drum (“weakly-coupled”)
showed below about 30 mK an apparent thermal de-
coupling of the fundamental mode that seemed to share
some of the “spikes” characteristics [64]. It was therefore
impossible to measure in thermal equilibrium the me-
chanical modes of these structures down to (and below)
10 mK. For both devices, the microwave power required
for the measurements is quite large, ncav in the range
104 − 106 photons confined in the cavity (see Section B
below for the definition of ncav).

However, the second drum could be measured down
to very low powers, typically 300 − 600 photons (using
the so-called blue and red-detuned schemes, see below),
thanks to its “strongly-coupled” nature. In these condi-
tions, none of the above problems was seen (consistently
with results from other labs, e.g. Ref. [60]); the re-
maining issues are fluctuations in the device properties
themselves, which are always seen in nanomechanical ex-
periments (as far as they are looked for), as discussed in
the core of the paper (and see below, section C). The link
between fluctuations, “spikes”, and microwave power re-
mains mysterious, and one can only speculate on that
(see Ref. [36] and Section C below).

APPENDIX B: SINGLE-TONE MICROWAVES

1. Chip properties

The device studied in this experiment is an aluminium
drum-head (see Fig. 1 picture) of diameter 15 µm,
100 nm thickness suspended about 50 nm above a gate
electrode coupled to a ωc = 2π × 5.7 GHz meander mi-
crowave cavity. It is made on sapphire. The total damp-
ing of the cavity resonance is κtot = 2π×500 kHz, for an
external coupling of κext = 2π × 240 kHz. The measure-
ment is performed in reflection, with a single coupling
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Stokes

Anti-Stokes

Wm

Wm

FIG. 7: Optomechanics schemes. Output spectra, with
the cavity response depicted as dashed (not to scale). The
pump tone is the vertical arrow (Dirac peak). Top: red-
detuned pumping scheme. Bottom: blue-detuned pumping
scheme. Only the enhanced sideband at ωc is measured.

port; we are in the resolved sideband regime ωm � κtot.
The two lowest modes of the mechanical structure have

been measured; the strongly coupled [0, 0] fundamen-
tal mode at ωm = 2π × 15.1 MHz (for a low temper-
ature damping of Γm = 2π × 420 Hz), and the first
non-axisymmetric mode [0, 1] at 25.9 MHz (for a damp-
ing of about 100 Hz) with a very small optomechanical
coupling (non-zero because of the slight imperfect mode
shape due certainly to the exact clamp structure). The
next axisymmetric mode [1, 0] should be around 36 MHz
but has not been characterized. From simulations, the
device stores about 240 MPa stress. Mechanical damp-
ing is dominated by (rather large) clamping losses below
100 mK, which is certainly linked to the large amount of
stress present in the device [69]. In our experiment, the
relaxation time of the mode is thus τm = 2/Γm ≈ 1 ms,
independent of temperature below 100 mK.

2. Basic calibrations

Only strict single-tone optomechanics has been used,
such that the basic theory does strictly apply. This
means that blue (microwave drive frequency ωc + ωm)
and red (microwave drive frequency ωc − ωm) detuned
pumping experiments have been performed in distinct
runs. Only these two schemes have been used; see Fig. 7
for a schematic of the techniques. The “green” pumping
(pump tone applied at the cavity frequency ωc) could
not be used; below typically 50 mK, the areas of the two

measured sidebands were not consistent anymore with
the cryostat temperature, a feature that is observed
with the “spike” problem [36]. We suspect that this
is again due to the large amount of microwave power
applied (which for this scheme is again on the order
of 105 photons). This feature, which seems to affect
all microwave optomechanical devices, deserves to be
studied but is outside of the scope of this work.

We first characterized the optomechanical coupling g0

by measuring at fixed temperature Tcryo = 100 mK the
Brownian sideband peak as a function of applied mi-
crowave power. The peak areas and the peak widths
are shown in Figs. 8 and 9 respectively.

The lineshapes are Lorentzians (see fits Fig. 2 a in-
sets). Basic formulas allow to link the measured peak
area A (in photons/s) and linewidth ∆W (in rad/s) to
the effective NEMS mode population detected neff and
applied microwave power Pin [36, 37, 64]:

A = Γopt neff for red, (B1)

A = Γopt (neff + 1) for blue, (B2)

∆W = Γm ± Γopt, (B3)

Γopt = 4
g2

κtot
, (B4)

g2 = g2
0 ncav, (B5)

ncav =
Pin κext
~ωc ω2

m

, (B6)

neff =
n(T ) Γm +NnoiseΓopt

Γm ± Γopt
, (B7)

n(T ) =
1

Exp[(~ωm)/(kBT )]− 1
, (B8)

with the sign referring to red (+) or blue (-) detuning
schemes, using the resolved-sideband condition κtot �
ωm. n(T ) is the Bose-Einstein thermal distribution,
where T = Tmode by definition. ncav is the number of
drive photons confined in the cavity for the measurement.
From fits (black lines) we extract the single phonon cou-
pling g0 = 2π × 230 Hz.

Let us discuss these simple expressions and what they
actually mean. At high temperature when neff � 1,
Eqs. (B1,B2) tell us that the areas obtained with blue
and red pumping schemes are essentially equivalent; they
are just proportional to the mode population neff . How-
ever, when neff becomes very small, they start to be
different: this effect known as sideband asymmetry [29],
is in itself a proof that the system is very cold. In Eq.
(B7) which defines the effective mode population, we see
that an extra term appears in addition to the Bose pop-
ulation: Nnoise. This term is linked to the photon noise
Ncav present in the microwave cavity (not to be confused
with ncav) through:

Nnoise = Ncav for red, (B9)

Nnoise = Ncav + 1 for blue. (B10)
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FIG. 8: Area of sideband versus power. Blue and red
detuned measurements performed at 100 mK. Lines are fits (a
slight out-of-equilibrium contribution is visible at large powers
for red detuned pumping, which is discussed later in the text);
the dashed vertical marks the threshold towards self-sustained
oscillations (see text).

For simplicity in our discussion, we assumed that the cav-
ity photon noise and the one arising from the microwave
port are the same. In Eq. (B9), we neglected a term
(κtot/4ωm)2 which is small in the limit of sideband re-
solved setups; this is actually the lower bound for red
detuned active cooling fixed by quantum mechanics [37].
A generic discussion can be found in Ref. [64]. The “+1”
appearing in Eq. (B10) is a signature of zero point fluc-
tuations in the cavity field [37]. If the noise Ncav was
limited only by the thermal noise of the cavity, and if
we take the expected electronic temperature of 40 mK to
evaluate it (see Section D), we would obtain 10−3. This is
clearly negligible, but unfortunately not the whole story,
as shall be discussed in Section B 3.

The red detuned scheme de-amplifies/cools the mode
(population decreased, linewidth increased) while the
blue scheme amplifies/heats (population increased,
linewidth decreased). When the linewidth becomes zero
(at Pthr, Figs. 8 and 9), the mechanical mode enters self-
sustained oscillations [38]. This is shown in Fig. 10. The
amplitude of motion becomes then very large, and the
mechanical frequency shifts because of the Duffing non-
linear effect (stretching of the membrane, Duffing coeffi-
cient about 20 Hz/nm2, see inset) [70]. From simulations
[38], we infer that the motion is in the nanometer range.

When the pump tone is not perfectly tuned, the po-
sition of the measured sideband moves linearly with ap-
plied power; an effect known as optical spring [37]. This
is shown in Fig. 11 for our experimental settings, and
explains the slight difference in the actual peak posi-
tions in Fig. 2 a (but has a marginal impact on other
measured parameters). The pump position ωc ± ω0 has
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FIG. 9: Width of sideband versus power. Blue and red
detuned measurements performed at 100 mK. Lines are fits
(pointing at Γm for zero power injected); the dashed vertical
marks the threshold towards self-sustained oscillations (see
text).
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FIG. 10: Self-sustained oscillations. Amplitude of side-
band signal as a function of power at 18 mK, in the blue de-
tuned scheme. The dashed line marks the threshold were the
linewidth becomes zero (see Figs. 8 and 9). Inset: measured
mechanical frequency shift versus power.

been kept constant over the whole experiment (with ω0

the high temperature value of ωm). As such, the opti-
cal spring measured was temperature-independent; the
T -dependent mechanical frequency shift (Fig. 1) being
far too small compared to κtot to have any effect on this
setting. But precisely because the mechanical frequency
shifts with temperature, any microwave-induced physical
heating of the device would add-up and create an addi-
tional (and temperature-dependent) contribution to the
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effect presented in Fig. 11 (see e.g. Ref. [36]). This
is not observed in our case, and we therefore conclude
that no relevant microwave-induced physical heating of
the device is present, at any temperature, in the range
that we explored.

0 2 4 6 8 10 12 14

-200
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Pin (pW)

FIG. 11: Optical spring. Mechanical frequency shift as a
function of microwave power at 15 mK for both red and blue
detuned schemes. Lines are fits (see text).

The point of the experiment is to use optomechan-
ics as a probe, as little invasive as possible: ide-
ally for extremely small injected power ncav → 0,
the amplification/de-amplification is negligible. Ide-
ally as well, the stochastic back-action arising from the
(very small, but) finite cavity/microwave port population
ΓoptNnoise should also be essentially zero. In this limit,
one would just measure a sideband signal proportional
to injected power, subject only to sideband asymmetry,
i.e. obtaining an area from Eqs. (B1-B2) proportional
to n(T ) in the red detuned scheme, and n(T ) + 1 for
blue. This leads us to define the “effective temperatures”
Tblue, Tred from the area A quoted in the core of the pa-
per:

Tblue = (n+ 1)
~ωm
kB

blue-detuned , (B11)

Tred = (n)
~ωm
kB

red-detuned. (B12)

These are practical parameters for the experimentalist:
above typically 10 mK, they both equalise to the mode
temperature Tmode. Having them follow Tcryo is thus a
proof of thermalisation.

We therefore keep the drive power in the range 300
to 600 photons for ncav, the lowest we can afford for
practical reasons. Even if small there is still a mea-
surable amplification/de-amplification in this range; but
this is easily corrected for since the ratio Γopt/Γm is
known (see however the discussion in Section C about
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FIG. 12: Normalised areas. Areas normalized to injected
power and linewidth as a function of Pin. Top: blue-detuned
pumping. Bottom: red-detuned pumping. Lines are fits ex-
plained in the text.

damping fluctuations). This is what is applied to cre-
ate the main graph of Fig. 2 a. However, the sideband
peaks displayed in insets have not been corrected; this
is why an asymmetry is visible at high temperature be-
tween the Stokes and anti-Stokes peaks. As such, the
ratio of their areas is bound at high temperature by
(Γm − Γopt)/(Γm + Γopt) ≈ 0.5, as can be seen in the
top inset, Fig. 2 a (sideband asymmetry thermometry).
The line in the same inset graph is theory; in principle an
independent proof of thermalisation down to the lowest
temperatures.

3. Technical heating

Unfortunately, the second assumption discussed in
the previous paragraph (ideally cold microwave mode,
Ncav = 0) is also not fully verified: as we increase the
injected microwave power Pin, there is technical heating
of the microwave mode (to be distinguished from phys-
ical heating of the whole structure; see Fig. 8 the red
detuned data). This effect is known in the community,
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and not always easy to circumvent. It is presumably due
to out-of-equilibrium photons that populate the cavity
and act (through back-action) onto the mechanical de-
gree of freedom. These out-of-equilibrium photons are
believed to originate in the phase noise of the microwave
source; an ultimate limitation of any setup. The foot of
the Dirac peak of the pump “leaks” into the cavity, so
to speak. But the actual mechanism behind this is not
fully understood, and the magnitude of this effect does
depend on sample and cool down: it has to be carefully
characterized in each run.

To demonstrate this for our experiment, we plot in Fig.
12 the area A normalised to power Pin and linewidth ∆W
as a function of Pin, for different temperatures Tcryo.
And indeed, we see at the largest power a deviation,
characteristic of this effect (without which it should re-
main flat, and ∝ Tblue, Tred). It can be fit by an out-of-
equilibrium contribution ∝ (Pin)a (a power law depen-
dence with exponent a) [36], see lines in Fig. 12. This
term is independent of the scheme, and of temperature.
It is of the order of 1 out-of-equilibrium photon at the
lowest drive used (300 photons), and can be easily cor-
rected for; it is negligible in all conditions presented in
the core of the paper, except for two measurements per-
formed around 700 µK (the time-trace taken with the
blue scheme, Fig. 2 b, 600 photons drive, and the anti-
Stokes peak Fig. 2 a, 300 photons), and the time-trace
taken at 1.4 mK (blue scheme, Fig. 2 b, 600 photons
drive). In these extreme cases, the correction nonethe-
less remains smaller than a factor two. In order to certify
that there is no flaw in the analysis, a time trace with 300
photons has also been taken and processed at 14 mK; and
indeed results are identical for 300 and 600 drive photons
(see Section C below).

As a concluding remark on the mode populations, we
can compute the n(T ) of the nearest modes at the lowest
temperature of 500 µK assuming perfect thermalization,
which as discussed in the core of the paper is essentially
guaranteed by our results obtained on the lowest mode
(see also the discussion on thermal properties in Section
D below). At this temperature the fundamental mode
[0, 0] stores 0.3 quanta on average. The nearest non-
axisymmetric mode [0, 1] stores about 0.1 quanta while
the next axisymmetric mode [1, 0] has 0.03 quanta. All
higher modes verify n(T ) ≤ 1 %.

APPENDIX C: STATISTICAL ANALYSIS

Beyond thermalisation, a striking result of the exper-
iment concerns the very slow, and rather large fluctua-
tions that are seen in mechanical properties as a func-
tion of time. Obviously our measurement is not single-
shot (detection background about 100 photons at 5 GHz),
and it is not a QND measurement of the population (n̂
operator); what we measure is the spectrum of the x̂ op-
erator, the position. We need between 5 and 20 minutes
at our highest drive level in blue-detuned pumping (600

photons) in order to have an acquisition data averaged
enough to be fitable (depending on temperature). This
means that what we measure is a “smoothed” estimator
of the time-dependent mechanical properties, but not the
real-time ones. But it is an invaluable, and unique, in-
formation about whatever processes are at stake in the
thermodynamical equilibrium of the device.

The setup and measurement scheme has been kept ba-
sic, so that it can be easily modelled by “conventional
single-tone optomechanics”. This makes the interpreta-
tion of measured data rather simple, and the only exper-
imental parameter linked to the detection that we will
have to consider for potential biases in the analysis is the
(even if small) power Pin (or number of photons ncav).
This has been already discussed in the previous Section.
And of course, because of the nature of the data pre-
sented we have to consider carefully the potential flaws
that the statistical analysis may imply. These aspects
are the subject of this Appendix.
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FIG. 13: Standard deviation versus acquisition time.
Phonon standard deviation measured at different Tcryo nor-
malised to 108 mK data, with an averaging window of 20
minutes (from 600 photon drive in blue-detuned scheme). In-
set: frequency standard deviation at 108 mK. The stars are
measured with 300 photons (see text).

1. Potential statistical flaws

The first statistical parameter we can consider is the
full acquisition time. In Fig. 13 (main graph) we show
the phonon standard deviation σph measured at differ-
ent Tcryo scaled on the 108 mK values, as a function of
the length of the acquisition time. In inset, we give the
frequency standard deviation σf measured at 108 mK
(damping noise is discussed in the next Section). For
these data, all fits have been performed on time-traces
where single points are obtained by 20 minutes averages.
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As explained in the core of the paper, this averaging win-
dow is sliding through the acquired set of data (which has
a time step of 1 second). Apart from the highest tem-
peratures, no peak can be seen on single files. σph and
σf have rather different behaviours, which are character-
istic of the nature of their fluctuation spectra. For full
acquisition times smaller than tc = 5 hours, σph grows es-
sentially linearly, similarly to the whole behaviour of σf .
This comes from the 1/f2 nature of the spectra. How-
ever, above 5 hours it becomes flat: this is a signature
of the low-frequency cutoff 1/tc seen in the fluctuation
spectrum. The standard deviation of the phonon noise
is bound, and measuring with an acquisition time of 10
hours guarantees to have a proper estimate of σph. On
the other hand, σf grows continuously: the spectrum is
not bound at low frequency, this noise is actually non-
stationary. We therefore have to quote for what acquisi-
tion length we compute σf ; this is what people refer to in
the literature with the Allan deviation [71]. Here again,
we shall compute the standard deviation with a time slot
of 10 hours.
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FIG. 14: Standard deviation versus averaging win-
dow. Phonon standard deviation at different Tcryo for acqui-
sition times longer than 10 hours scaled on 108 mK data (line
is linear guide). Inset: frequency standard deviation versus
acquisition time for 3 different averaging window, at 108 mK.
Lines are fits, and the dashed one is the extrapolation for
zero averaging (see text). All data taken at 600 photons in
blue-detuned scheme.

More importantly, we have to consider the effect of the
averaging window on the quoted standard deviations. In
Fig. 14 we show the effect of the size of the window on the
σph measured in the plateau region of Fig. 13 (beyond 10
hours acquisition, scaled on the value at 108 mK). As ex-
pected, we see a rather smooth decrease of σph when we
increase the averaging time. At first order, this looks like
a linear dependence; at most, when averaging 20 minutes
we lose about 20 % of the total phonon fluctuation am-

plitude. This has been corrected for in Fig. 3 of the core
of the paper. In inset on Fig. 14, we demonstrate the
impact of the averaging procedure on σf ; we plot it as a
function of acquisition time for 3 different averaging win-
dows. As expected, the more we average the smaller the
σf value. In all cases, the dependence seems linear with
respect to acquisition length. Increasing the averaging
time seems to impact much more the short acquisitions
(the 0-time intercept goes down very quickly by increas-
ing the averaging), while it is less pronounced at large
times. For 10 hours acquisitions, a 20 minutes averaging
window decreases the impact of frequency fluctuations
on the data by about 20 % (see dashed line in Fig. 14).
This has been corrected for in the σf (T ) plots.

One important aspect of the measurement which also
has to be discussed within the statistical analysis is the fi-
nite power at which (in blue-detuned pumping) the mea-
surement is performed. For technical reasons, this ampli-
fies the fluctuations: even when the average population
is below one, the acquisition is performed around about
3 phonons. It is thus expected than, within our resolu-
tion all distributions shown in Fig. 2 b look Gaussian
(in accord with the central limit theorem). Knowing the
gain Γm/(Γm−Γopt), one can easily recalculate the orig-
inal average value. However, it is perfectly reasonable to
wonder if the procedure could modify the amplitude of
fluctuations (like e.g. squeeze them). We therefore per-
formed a time-trace measurement at half the drive (300
photons), at a temperature high enough such that the
averaging settings we use would still be enough to pro-
cess the data over decent timescales (we took 14 mK; see
stars in Fig. 13). This leads to the orange dot in the
graphs (Fig. 3 of the paper, Fig. 15 below and stars
in Fig. 13). As one can clearly see, the obtained stan-
dard deviations are equivalent to the ones extracted with
600 photons. The overall shape of the spectra reported
are also independent of microwave power and statisti-
cal analysis: the 1/f2 nature is absolutely robust (for
both phonons and frequency/damping noises), as well as
the tc cutoff time seen for phonon fluctuations. We thus
conclude that there is no flaw in the magnitude of the
fluctuations reported. Also: if there was an influence
from other sources of noise (especially electric noise for
what concerns the optical field, damping noise impacting
the area measurement or fluctuations in cryostat tem-
perature), we would expect an effective saturation at the
lowest temperatures. This is not observed, and σph seems
to follow n monotonically in Fig. 3.

In order to conclude our discussion of the statistical
analysis, we shall comment on the relevant timescales
involved in the experiment. The physical filtering is
about 1 Hz from the lock-in, and the averaging extrap-
olation is performed from a typical time of a minute.
Therefore, our analysis is a proper treatment of the data
that reproduces genuinely only the slow component of
the population fluctuations. To be concrete, the in-
set of Fig. 1 suggests that the mechanical damping
writes Γm = Γph + ΓTLS , with Γph � ΓTLS (and thus
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Γm ≈ Γph). The phonon contribution is by far too
fast compared to our measurement; its contribution to
the statistics is suppressed by a factor of the order of
10 s/1 ms. On the other hand, the TLS contribution
ΓTLS (presumably of order 1/tc) is slow enough to be
perfectly reproduced by our analysis: this is the genuine
mechanism that has to underlie our results. Also by con-
struction, our data actually contain all possible sources
of slow noise integrated together (in particular the im-
pact of 1/f -like electronic noise, the 1/f2 damping noise
discussed below, and even the fridge long-term tempera-
ture instability). It is also true for the frequency fluctu-
ations. One could therefore guess that our σph, σf could
only possibly over-estimate genuine TLS- fluctuations, if
any imperfection is to be claimed. For this reason, it is
rather surprising to measure a sub-Poissonian statistics;
it would have been naively more natural to expect a result
above the σph =

√
n dependence. We thus conclude that

the prefactor 0.5 in the σph = 0.5
√
n law provides impor-

tant insight into the TLS bath and the way in which it
interacts with the mechanics.

2. Frequency and damping fluctuations

Besides frequency and area fluctuations, we also report
on damping fluctuations. These are usually not looked
at, but are always present in nanomechanical systems
[55]. Actually, all the essential characteristics of the fre-
quency noise (1/f2 spectrum, Gaussian-like distribution,
rare telegraph-like jumps, and 1/T a temperature depen-
dence below 200 mK) appear to be shared by damping
noise. However, these two noises seem to be not (at least
perfectly) correlated. This is demonstrated in Fig. 15.

Even if not strictly equivalent, the frequency noise
looks quite similar to what is found in superconduc-
tors: 1/fa-like, growing with decreasing temperature
[53]. Also, the damping noise seems to dominate over
other sources of errors (namely the amplifier noise, and
then the fit error) when evaluating mechanical parame-
ters, and is thus responsible for the scatter in the data.
We can only speculate on the origin of all material-
dependent fluctuations, namely “spikes” [36], frequency
noise, and damping noise. These may be related to the
same underlying mechanisms, but it will require further
work to be proven. Two-Level-Systems (TLS) are often
invoked when dealing with these issues, since they ex-
plain the frequency shifts ωm(t)− ω0 as well as the high
temperature dependence of the damping Γm. The exact
fit function (dashed line in Fig. 1) for the frequency shift
reads ωm(T ) − ω0 ∝ (Re[Ψ(1/2 + (~ω0)/(2πikBT ))] −
Ln[(~ω0)/(kBT )]) with Ψ the Digamma function [45].
This leads to the observed logarithmic-like dependence
(full line in Fig. 1). The damping happens to be lin-
ear with temperature at high temperature, a feature also
observed for other NEMS devices in the same temper-
ature range [72]. An intriguing effect has been noticed
in the mechanical frequency shift at the lowest tempera-
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FIG. 15: Damping noise. Comparing frequency (top) and
damping (bottom) fluctuations as a function of temperature
(standard deviation σΓ computed for 10 h acquisition, as for
σf ). The magenta point is inferred from the self-oscillating
state measurements (see Fig. 10 above), in agreement with
the Brownian motion result (also on Fig. 3 of the paper at
18 mK). Insets: Gaussian like statistics and 1/f2 spectra. In
the last inset, we report on a damping sudden jump, while
nothing is seen on the frequency. The black lines in the main
graphs are power laws 1/(Tcryo)a guides to the eye. The or-
ange dots, as in other graphs, are obtained at half the drive
(see text).

tures (below 10 mK): even though the equilibrium tem-
perature follows the Log (or equivalently Digamma) law,
we discovered temperature hysteresis when ramping up
the temperature after cooling. This could be the signa-
ture of some sort of “glassy” behaviour within the TLS
bath (subject to TLS-TLS interactions? See e.g. Ref.
[53, 73]), but we are again limited to speculations and
one would need further investigations to understand this.
More discussions can be found in Ref. [64].

APPENDIX D: THERMAL MODELING

The experimental work presented in the paper is
about the thermalisation of a mesoscopic mechanical
object down to 500 µK. We present in this Appendix the
basic thermal modeling of the device, that consistently
supports our experimental result. First, we will review
the fundamental models to calculate the specific heat
(Debye model) and the thermal transport (Kinetic
equation and Casimir model). Basic material-dependent
parameters will be reminded.
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Material vs θD ρ cp kbulk

Al 6700 468 2 700 0.41 ×T 3 23.4 ×T 3

TABLE I: Aluminium (Al) data for thermal properties: the
speed of sound vs in m/s, the mass density ρ in kg/m3, the
Debye temperature θD (in K). Specific heat in J.m−3.K−1 and
(bulk) thermal conductivity in W.m−1.K−1.

Nomenclature:

• k thermal conductivity W.m−1.K−1

• K thermal conductance W.K−1

• cp specific heat in J.m−3.K−1

• C heat capacity J.K−1

• Λ phonon mean-free-path

The modeling is kept basic, since only orders of mag-
nitudes are sought. As such, we should point out already
that the specific heat of materials is not affected by small
dimensions at the 100-nanometer scale (we can thus keep
using bulk values) [74]. On the other hand, for the ther-
mal conductance we need to take into account the small
dimensions of the heat conductor (and thus renormalize
the bulk values and adapt them to our 2D-membrane
sample).

1. Thermal properties of superconducting
aluminium membrane

The heat carriers that will matter for calculating the
characteristic thermalization time (and other parame-
ters) are the phonons. Indeed, thermal transport in Al
at low enough temperature is dominated by phonons and
not any more by electrons. The experiment is performed
below 200 mK: the temperature is then far lower than the
superconducting critical temperature Tc of aluminium
(Tc ≈ 1.2 K); we can thus consider that all the conduct-
ing electrons are BCS-condensed, and consequently the
thermal transport will happen through the lattice only
(phonons), because the condensed electrons cannot carry
entropy (then do not contribute to thermal transport)
[75]. This can be seen in the thermal transport measure-
ments done by Zavaritskii [76] presented in Fig. 16 where
the thermal conductivity dramatically changes between
Tc and Tc/5: below 0.2 K one sees that only the phonon
contribution remains as it varies like T 3.

As well, the contribution of electrons to the specific
heat cp is decreasing exponentially below Tc; this is a
standard result that can also be calculated in BCS-theory
[75]. We can thus also neglect electrons in the specific
heat, and consider only lattice vibrations for the heat
capacity of the object. We shall come back at the end of
this Appendix to electronic properties.

FIG. 16: Thermal conductivity. Measurement done by
Zavaritskii [76] in 1958 of thermal conductivity in aluminium,
on bulk materials (few centimeter large). The extrapolation
of that curve and the corresponding fit are given in Fig. 18
(and Tab. I). Image adapted from Ref. [76].

2. Specific heat of the Al membrane

We will use the Debye model to calculate the phonon
specific heat of aluminium associated to the crystal lat-
tice, in other terms the phonon specific heat. For T � θD
(the Debye temperature), cp is given by the following
equation using the averaged speed of sound vs:

cp =
2π2

5

k4
B

~3v3
s

T 3. (D1)

The specific heat is in J.m−3.K−1. To convert it to
J.kg−1.K−1, if necessary, one has to divide Eq. (D1) by
the density ρ in kg.m−3 (see e.g. Ref. [74]). Parameters
are given in Tab. I with the thermal conductance fit on
Ref. [76] (see Fig. 18). We find a specific heat for the
aluminium crystal lattice of cp = 0.41× T 3 J.m−3.K−1.

3. Thermal conductivity, Kinetic equation and
phonon mean-free-path in the structure

The second important calculation is about estimating
the thermal conductance of the structure in order to eval-
uate its thermalisation time (and potential thermal gra-
dients). The simplified model we consider is shown in
Fig. 17.

The phonon thermal conductance is related to spe-
cific heat and phonon mean-free-path through the kinetic
equation (coming from the Boltzmann transport equa-
tion at low temperature, see e.g. Ref. [74]):

k =
1

3
cpΛvs. (D2)
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Heat bath T0

Top view of the drum

Heat leak Pheat

FIG. 17: Thermal model. Left: schematics (not to scale) of
the suspended aluminium disk (at temperature T1) and the
(cut) torus connecting the disk to the heat bath (the sap-
phire substrate, at T0), see image in Fig. 1. Right: ther-
mal model of the suspended disk membrane of heat capacity
C ≈ Cmembrane and thermal conductance K ≈ Ktorus of the
torus (we neglect then the small cuts). “heat leak” stands for
all the heat sources acting on the membrane (see discussion
in text).

From this equation, we can calculate the bulk phonon
mean-free-path Λ if we know the bulk (experimental)
thermal conductivity k and the specific heat cp. The
measured bulk thermal conductivity is taken from Zavar-
itskii [76] (Fig. 16) by fitting the lower part of the curve
below 0.2 K (see Tab. I; and the power law extrapola-
tion in Fig. 18). This gives a mean-free-path for bulk
phonons of Λ = 2.5 × 10−2 m (2.5 cm, and indepen-
dent of temperature since both k and cp have the same
T 3 dependence). From this result, we shall simplify the
problem by considering the membrane as isothermal at
temperature T1, and assume that the temperature gradi-
ent (if any) happens at the torus region. We should now
define the thermal conductance of this zone.

When we build a system where one dimension is
smaller than this mean-free-path, the phonons will scat-
ter on the rough surfaces that confine them; then Λ will
be reduced. The new mean-free-path can be obtained
following the Casimir model [77, 79, 80], a rather simple
model, where we assume that the phonons are fully scat-
tered on surfaces (a sort of “phonon black body”). This is
indeed what happens in the torus region, where the thick-
ness ep is only about 100 nm. Then the new (“confined”)
Λtorus is essentially given by the smallest dimension of
the thermal conduction channel (a “worse estimate”, here
the thickness already quoted, much smaller than the radii
r1 and r2). Taking as an order-of-magnitude approxima-
tion Λtorus ≈ ep (then 104 times smaller than the bulk
one), the “confined” thermal conductivity writes:

kAl nano =
1

3
cpΛtorusvs, (D3)

where cp is the bulk specific heat in J.m−3.K−1, and
Λtorus the new phonon mean-free-path in the Al torus.
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of Squares

2.45361E-6

Adj. R-Square 0.9984
Value Standard Error

B Intercept -1.88616E-4 4.43559E-4
Slope 0.23439 0.00419

FIG. 18: Thermal conductivity fit. Bulk thermal con-
ductivity of aluminium as a function of T 3 extrapolated from
Zavaritskii [76] up to high temperatures enabling to calculate
the power law k ≈ 23.4 T 3 W.m−1.K−1 (Tab. I).

This is giving a thermal conductivity of kAl nano =
10−4 T 3 W.m−1.K−1.

4. Characteristic thermalisation time

The characteristic thermalisation time τth is given by
τth = Cmembrane/Ktorus. We define the membrane heat
capacity:

Cmembrane = cpV, (D4)

with V = epπr
2
1 the volume of the suspended part in

Fig. 17 (with r1 = 7 µm). The numerical value is then
Cmembrane = 6 × 10−18 T 3 J.K−1. In order to estimate
the thermal conductance Ktorus of the Al membrane to
the heat bath, we make a simple “worse estimate” cal-
culation assuming that the thermal gradient develops on
the full width of the torus, from r1 to r2 (see Fig. 17).
Since r1, r2 � Λtorus, we shall assume that the conduc-
tion is diffusive in the torus. Noting that the dominant
phonon wavelength λdom. ≈ 2.23 ~vs/(kBT ) is of the or-
der of ep around 1 K, we can treat the problem as pure
2D transport, leading to the simple result [81]:

Ktorus =
2πep

ln(r2/r1)
kAl nano, (D5)

with the two radii r1 =7 µm and r2 =10 µm. We thus
get as an estimate Ktorus = 1.6× 10−10 T 3 W.K−1.

We obtain from our estimates τth = 4 × 10−8 s (that
is 40 nanoseconds), independent of temperature. This
is obviously a rough estimate, giving however the cor-
rect order of magnitude. It tells us that the bath itself
can accept/give thermal energy at a very fast rate, up to
around a GHz.
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5. Kapitza thermal resistance and heat dissipation
within the aluminium

The simple model assumes that the sapphire substrate
and the copper cell (which are macroscopic) are well an-
chored at the cryostat temperature T0. But there is an
extra thermal boundary resistance that we did not in-
clude yet: the Kapitza resistance between the aluminum
torus and the sapphire, which is due to the acoustic
mismatch between the two solids [68]. We take from
Swartz et al. [78] the thermal conductance per sur-
face given by: kac.mis. = 0.1T 3 W.cm−2.K−1, then
KKapitza = kac.mis. × Storus with Storus the area of the
torus. From our dimensions, we calculate a contact sur-
face Storus = 1.6× 10−6 cm2, which leads to a Kapitza
thermal conductance of 1.6×10−7 T 3 W.K−1. This value
is much larger than Ktorus, which means that we can in-
deed safely neglect it in our discussion.

At the lowest temperatures, a thermal gradient might
develop between the bulk (at temperature T0) and the
aluminum drum-head (at T1):

T1 − T0 = Pheat/Ktorus, (D6)

with Pheat the total power that is absorbed by the sus-
pended membrane (Fig. 17). The question that natu-
rally arises is: what mechanisms eventually limit Pheat?
Talking only about known (and somehow steady, thus
not considering the “spike” issue here) mechanisms, one
immediately thinks of the microwave power injected, or
the imperfect r.f. filtering that reaches the sample. The
former is measured to be negligible (see Section B), while
the latter couples essentially to the electrons (see follow-
ing subsection), not to the phonons. Black-body radi-
ation is also negligible, since the whole chip is enclosed
in a copper cell thermalised to the nuclear stage, which
acts as a shield. Heating due to cosmic rays or natural
radioactivity (from the building itself) is also an eligible
mechanism [82], although almost impossible to estimate.
Since the cross section of the device (and its thickness)
is extremely small, we shall also neglect it.

Beyond radiation, one can also think about adsorption
of gas particles: using 4He as exchange gas in the 4 K
pre-cooling process, if the remaining vacuum in the can
is not low enough at cryogenic temperatures, atoms may
desorb from hot parts and condense on the cold ones (i.e.
the chip), creating thus an almost permanent heat leak
[68]. This phenomenon is well known, and has been taken
care of. Finally, the last external mechanism that people
take seriously in consideration is mechanical vibrations.
This is known to be detrimental to low frequency de-
vices, generating huge heat loads if not properly handled
by complex suspension systems [83]. For high frequency
devices, this seems to be much less of a problem: they do
thermalise to tens of milliKevin with conventional cryo-
genics [6]. In our case, the whole cryostat is suspended
on air-mounts with about a ton of concrete anchoring,

which is required for cryogenic purposes (the copper stage
shall not vibrate in the 7 T field, otherwise eddy currents
would create a huge heat leak) [68].

We are therefore left with internal sources of heat
within the Al membrane, which can become (very) rel-
evant at ultra-low temperatures [68]. These are time-
dependent (but with rather long time-scales, so that they
always contribute to some extent), and originate in H2

inclusions, structural defects (e.g. grain boundaries in
the metal layer, or TLSs in glasses) that can relax, or
even radioactive impurities (citing documented effects).
It is impossible to estimate quantitatively this contribu-
tion, apart from fitting results from an actual experiment.
We shall thus simply consider a reasonable upper bound
that supports our finding: about 0.1 nW/kg (after a few
weeks of experiments below 1 K) [68]. This number corre-
sponds to a negligible heating of the mechanical element
above 1 mK, and about 100 µK temperature increase
only around 600 µK.

6. Conduction electrons

We shall conclude our discussion on thermal properties
by a quick look at the electron bath in the (supercon-
ducting) aluminium. The electron bath decouples from
the phonon bath in the membrane following the equation
[88]:

Pe− = V ge−ph
(
T 5
e− − T 5

ph

)
, (D7)

where Pe− is the power arriving on the electrons, Te−
and Tph are respectively the electronic and phononic
temperatures, and V the volume of the drum. ge−ph
is the electron-phonon coupling constant, taken here to
be 0.4× 109 W.K−5m−3 [89]. From the discussion of the
previous section, we can take Tph = T1 ≈ T0.

Since these electrons hold a vanishingly small specific
heat [75], any small source of heat Pe− easily keeps them
hot: this is a major problem in quantum electronics,
which required a lot of work over the years to prevent su-
perconducting circuits to be poisoned by quasi-particles
(i.e. non-paired electrons) [50]. As an illustration here, a
rather correct filtering of r.f. noise leading to a heat leak
of 1 fW would create a base temperature for the elec-
trons of 40 mK, while phonons do cool below 1 mK. An
extremely good filtering producing Pe− ≈ 1 aW would
still keep Te− at about 10 mK, among the best electronic
temperatures reported in nanostructures.

DATA AVAILABILITY

The data that support the findings of this study
are openly available at the following URL/DOI:
https://cloud.neel.cnrs.fr/index.php/s/CnnYPKn8XHYZgXa.
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