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Abstract

This paper deals with the asymptotics of the ODE’s flow induced by a regular vec-
tor field b on the d-dimensional torus Rd/Zd. First, we start by revisiting the Franks-
Misiurewicz theorem which claims that the Herman rotation set of any two-dimensional
continuous flow is a closed line segment of R2. Various general examples illustrate this
result, among which a complete study of the Stepanoff flow associated with a vector
field b = a ζ, where ζ is a constant vector in R2. Furthermore, several extensions of the
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Franks-Misiurewicz theorem are obtained in the two-dimensional ODE’s context. On the
one hand, we provide some interesting stability properties in the case where the Herman
rotation set has a commensurable direction. On the other hand, we present new results
highlighting the exceptional character of the opposite case, i.e. when the Herman rotation
set is a closed line segment with 0R2 at one end and with an irrational slope, if it is not re-
duced to a single point. Besides this, given a pair (µ, ν) of invariant probability measures
for the flow, we establish new Fourier relations between the determinant det (µ̂b(j), ν̂b(k))
and the determinant det (j, k) for any pair (j, k) of non null integer vectors, which can
be regarded as an extension of the Franks-Misiurewicz theorem. Next, in contrast with
dimension two, any three-dimensional closed convex polyhedron with rational vertices is
shown to be the rotation set associated with a suitable vector field b. Finally, in the case
of an invariant measure µ with a regular density and a non null mass µ(b) with respect
to b, we show that the homogenization of the two-dimensional transport equation with the
oscillating velocity b(x/ε) as ε tends to 0, leads us to a nonlocal limit transport equation,
but with the effective constant velocity µ(b).

Keywords: ODE’s flow, asymptotics, invariant measure, rotation set, Fourier coefficients,
homogenization, transport equation

Mathematics Subject Classification: 34E10, 37C10, 37C40, 42B05

1 Introduction

Let b be a C1-regular d-dimensional vector field defined on the torus Yd := Rd \ Zd. In this
paper, we study the asymptotics of the associated ODE’s flow X(·, x) for x ∈ Yd, defined by

∂X

∂t
(t, x) = b(X(t, x)), t ∈ R

X(0, x) = x.

(1.1)

Our aim is to characterize the best as possible the asymptotics of the flow X, and among other
the set ρ(b), according to Misiurewicz and Ziemian [26, (1.1)], composed of all the limit points
related to the sequences

X(tn, xn)

tn
for any tn > 0, and any xn ∈ Yd. (1.2)

By virtue of [26, Theorem 2.4, Remark 2.5, Corollary 2.6] it turns out that the convex hull
of ρ(b) agrees with the Herman rotation set Cb [19] composed of the vector masses

µ(b) =
∫
Yd

b(x) dµ(x), (1.3)

with respect to the probability measures µ on Yd which are invariant for the flow, i.e. for any
continuous function ϕ in Yd,

∀ t ∈ R,
∫
Yd

ϕ(X(t, x)) dµ(x) =
∫
Yd

ϕ(x) dµ(x). (1.4)

The two-dimensional case is quite specific due to Poincaré-Bendixon’s theory (see, e.g., [20,
Chapter VII]) combined with Siegel’s curve theorem [32]. So in dimension two, assuming that
the vector field b is non vanishing in Y2, Peirone [31] proved that the limit (1.2) actually exists
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for any point x ∈ Y2, but he gave a counterexample in dimension three. In [31] it can be noticed
that Herman’s rotation set Cb is either a unit set, when the flow has no periodic orbit in Y2,
or a closed line segment (see Proposition 2.4). This collinearity result can be also observed
in other examples [37, 8, 9], and it is illustrated by Example 2.2. Actually, the result is more
general, since Franks and Misiurewicz [15, Theorem 1.2] proved that the rotation set of any
two-dimensional continuous flow is always a closed line segment of a line passing through the
null vector 0R2 . However, the situation is quite different for a general lift F : R2 → R2 (through
the canonical surjection Π : R2 → Y2) of some homeomorphism on Y2 homotopic to identity,
satisfying

∀ k ∈ Z2, ∀x ∈ R2, F (x+ k) = F (x) + k. (1.5)

Indeed, Kwapisz [23] proved that any convex polygone of vertices at rational points of R2, is a
rotation set of some suitable lift F : R2 → R2. In the present context of ODE (1.1) the time-1
flow F = X(1, ·) is such a lift. To deepen our exploration, we show (see Proposition 2.1 and
Example 2.1) that the two-dimensional lift F introduced by Llibre and Mackay [22, Example 2]
(which is also revisited in [27]) has the whole square [0, 1]2 as a rotation set, but it cannot
be represented by any flow X(1, ·) solution to (1.1). Actually, the set of the time-1 flows
X(1, ·) solutions to (1.1) is strictly contained in the set of the lifts F of homeomorphisms on
Y2 homotopic to identity and satisfying (1.5).

In Section 2.2 we first give a partial proof of the Franks-Miziurewicz collinearity result
(see Proposition 2.2) assuming that one of the two invariant probability measures is regular.
Then, revisiting different works [29, 2, 34, 35, 13, 14, 20, 31, 8] we recover for the specific
two-dimensional ODE’s flow (see Proposition 2.4) the alternatives satisfied by the rotation set
Cb – obtained in [15, Theorem 1.2] (recalled in Theorem 1.1 below) for any continuous flow –
in the following more accurate picture:

(I) Cb = I ζ, where I is a closed segment of R not reduced to a single point, and ζ is a
commensurable vector of R2.

(II) Cb = {ζ}, where ζ is a non null commensurable vector of R2.

(III) Cb = {ζ}, where ζ is an incommensurable vector of R2.

(IV) Cb is either {0R2}, or Cb = I ζ, where I is a closed segment of R such that 0 ∈ I 6= {0},
and ζ is an incommensurable vector of R2.

Next, in Section 2.3 we study several extensions of the Franks-Misiurewicz theorem (see
Proposition 2.6, Proposition 2.7 and Theorem 2.1), which are specific to the present two-
dimensional ODE’s context, and which are new to the best of our knowledge. First of all, some
stability properties in connection with case (I) are investigated for non vanishing vector fields b
(see Proposition 2.6). More precisely, writing b = ρΦ with ρ a positive function in C1(Y2) and Φ
a non vanishing vector field in C1(Y2)2, and assuming that the rotation set Cb satisfies case (I),
we prove that the direction of Cb only depends on Φ, and that the perturbed rotation set Cb̃
with b̃ = ρ̃Φ, still satisfies case (I) provided that the uniform norm of |ρ− ρ̃| is small enough.
On the other hand, Franks and Misiurewicz proved that in the incommensurable case (IV)
the null vector 0R2 is always an end of the closed segment Cb, and they mentioned that it is
delicate to find examples of such a situation. Then, rather than proving this incommensurable
case in the ODE’s context (see Remark 2.3 on this point), we provide (see Proposition 2.7 and
Theorem 2.1) general classes of vectors fields b which are in some sense complementary of the
incommensurable case:

• First, we consider (see Proposition 2.7 (ii)) the vector fields of type b = aΦ, where
a is a vanishing non negative function in C1(Y2) with 1/a ∈ L1(Y2), and Φ is a non
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vanishing divergence free vector field in C1(Y2)2. Assuming that the mean value Φ of Φ
is incommensurable in R2, we prove that the rotation set Cb is the closed line segment
[0R2 ,Φ] 6= {0R2}. In this context, we may observe (see Remark 2.6) that the vector field
b cannot be in C2(Y2)2, which shows the exceptional character of the closed line segment
occurrence in case (IV).

• Second, we consider (see Theorem 2.1) the vector fields of type b = aΦ, where a is a
changing sign function in C1(Y2), and Φ is a non vanishing vector field in C3(Y2)2 having
a positive invariant probability measure σ(x) dx with σ ∈ C3(Y2). Assuming that the
mean value of σΦ is incommensurable in R2, we prove that the support of any invariant
probability measure for the flow X is contained in the set {a = 0}, so that the rotation
set Cb is reduced to {0R2}.

These two results illuminate the alternative of the incommensurable case (IV). More precisely,
according to the incommensurable case of the Franks-Misiurewicz [15, Theorem 1.2], even the
change of sign of the function a in b = aΦ cannot allow 0R2 to be an interior point of the closed
line segment Cb, contrary to the commensurable case (I).

In Section 2.4 we fully illustrate the cases (I), (II), (III), (IV) and the previous results by
presenting a complete picture of the Stepanoff flow [33, 30] associated with vector fields of type
b = a ζ, where a is a function in C1(Y2) and ζ is a unit vector of R2. In particular, if the
vector ζ is incommensurable in R2, the case where Ca ζ is a closed line segment not reduced
to {0R2} only holds when a has a constant sign and 1/a ∈ L1(Y2). This again highlights the
exceptionality of this case, since a cannot be actually in C2(Y2) (see Remark 2.6).

In Section 3, we prove (see Theorem 3.1) the following original, up to our best knowledge,
integral relation satisfied by any pair (µ, ν) of invariant probability measures for the flow X
and any function ρ ∈ C2(Y2×Y2),∫

Y2

∫
Y2
ρ(x, y) det (b(x), b(y)) dµ(x) dν(y)

= R⊥ν(b) ·
∫
Y2

Ç∫
Y2
ρ(x, y) dy

å
b(x) dµ(x)−R⊥µ(b) ·

∫
Y2

Ç∫
Y2
ρ(x, y) dx

å
b(y) dν(y)

+
∫
Y2

∫
Y2

Ç
∂2ρ

∂x1∂y2

− ∂2ρ

∂x2∂y1

å
u](x) v](y) dxdy,

(1.6)

where u] and v] are the stream functions with bounded variation in Y2, satisfying the vector-
valued measure representations

b µ = µ(b) +∇⊥u] and b ν = ν(b) +∇⊥v] in Y2, (1.7)

where ∇⊥ denotes the orthogonal gradient. The key-ingredient of relation (1.6) is the Liouville
theorem for invariant measures (see, e.g., [10, Theorem 1, Section 2.2]) which is considered as
a divergence-curl result for invariant measures (see Proposition 1.1 and [8, Proposition 2.2]),
and which is combined with the representation of a divergence free field by an orthogonal
gradient in dimension two. Such a representation does not hold in dimension three, so that
there is no three-dimensional relation similar to (1.6). Moreover, it turns out that the integral
relation (1.6) is equivalent to the Fourier relations

∀ (j, k) ∈ (Z2 \ {0R2})2 ∪ {(0R2 , 0R2)}, det
Ä
µ̂b(j), ν̂b(k)

ä
= − 4π2 det (j, k) û](j) “v](k). (1.8)

Relations (1.8) show that the vector-valued measures µ b, ν b for any pair (µ, ν) of invariant
probability measures for the flow (1.1), are strongly correlated through their Fourier coefficients.
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Noting that the case j = k = 0R2 in (1.8) agrees with the Franks-Misiurewicz collinearity result
[15, Theorem 1.2], formulas (1.8) with non null collinear integer vectors may be thus regarded
(see Remark 3.4) as an extension of the collinearity result to the specific two-dimensional ODE’s
flow (1.1). Relations (1.8) do not hold true in general if only one of the two integer vectors
is null. However, if the direction of the rotation set Cb is incommensurable in R2 with 1/|b|
in L1(Y2), then the extension of equalities (1.8) to any pair of integer vectors characterizes
surprisingly some Stepanoff flows (see Proposition 3.1)

In Section 4, contrary to the former two-dimensional results, we prove (see Theorem 4.1)
that each closed convex polyhedron of R3 is a rotation set Cb for a suitable vector field b.

Finally, in Section 5 the collinearity result satisfied by Herman’s rotation set is applied to the
homogenization of the two-dimensional transport equation with an oscillating velocity b(x/ε)
as ε→ 0. This homogenization problem has been the subject of several works [5, 17, 18, 21, 37]
under the ergodic assumption, and more recently [7, 8, 9] with a non ergodic assumption. If
these assumptions hold true, the homogenized equation turns to be a transport equation with
a constant effective velocity. Otherwise, it is known [36, 3, 4] that the homogenized equation
involves a nonlocal term. Here, assuming that the flow X has an invariant measure µ with
µ(b) 6= 0R2 and a regular enough density, we derive (see Theorem 5.1) a nonlocal homogenized
equation, but with the effective constant velocity µ(b).

1.1 Notation

• (e1, . . . , ed) denotes the canonical basis of Rd, and 0Rd denotes the null vector of Rd.

• Id denotes the unit matrix of Rd×d, and R⊥ denotes the (2× 2) rotation matrix
Å

0 1
−1 0

ã
.

• “ · ” denotes the scalar product and | · | the euclidean norm in Rd.

• |A| denotes the Lebesgue measure of any measurable set in Rd or Yd.

• Yd, d ≥ 1, denotes the d-dimensional torus Rd/Zd (which may be identified to the unit
cube [0, 1)d in Rd), and 0Yd denotes the null vector of Yd.

• Π denotes the canonical surjection from Rd on Yd.

• dY2 denotes the distance function to the point 0Y2 in Y2, i.e.

dY2(x) := min
k∈Z2
|x− k| ≤ 1√

2
for x ∈ Y2. (1.9)

• 1A denotes the characteristic function of a set A, and Id : E → E denotes the identity
function in a set E given by the context.

• Ck
c (Rd), k ∈ N ∪ {∞}, denotes the space of the real-valued functions in Ck(Rd) with

compact support in Rd.

• Ck
] (Yd), k ∈ N ∪ {∞}, denotes the space of the real-valued functions f ∈ Ck(Rd) which

are Zd-periodic, i.e.
∀ k ∈ Zd, ∀x ∈ Rd, f(x+ k) = f(x). (1.10)

• The jacobian matrix of a C1-mapping F : Rd → Rd is denoted by the matrix-valued

function ∇F with entries
∂Fi
∂xj

for i, j ∈ {1, . . . , d}.
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• The abbreviation “a.e.” for almost everywhere, will be used throughout the paper. The
simple mention “a.e.” refers to the Lebesgue measure on Rd.

• dx or dy denotes the Lebesgue measure on Rd.

• For a Borel measure µ on Yd, extended by Zd-periodicity to a Borel measure µ̃ on Rd, a
µ̃-measurable function f : Rd → R is said to be Zd-periodic µ̃-a.e. in Rd, if

∀ k ∈ Zd, f(·+ k) = f(·) µ̃-a.e. on Rd. (1.11)

• For a Borel measure µ on Yd, L
p
] (Yd, µ), p ≥ 1, denotes the space of the µ-measurable

functions f : Yd → C such that ∫
Yd

|f(x)|p dµ(x) <∞.

• Lp] (Yd), p ≥ 1, simply denotes the space of the Lebesgue measurable functions f in
Lploc(Rd), which are Zd-periodic dx-a.e. in Rd.

• Mloc(Rd) denotes the space of the non negative Borel measures on Rd, which are finite
on any compact set of Rd.

• M](Yd) denotes the space of the non negative Radon measures on Yd, and Mp(Yd) denotes
the space of the probability measures on Yd.

• D ′(Rd) denotes the space of the distributions on Rd.

• BV](Yd) denotes the space of the functions f ∈ BVloc(Rd) (i.e. with bounded variation
locally in Rd) which are Zd-periodic a.e. in Rd, namely f ∈ L2

] (Yd) and ∇f ∈M](Yd)
d.

• For a Borel measure µ on Yd and for f ∈ L1
] (Yd, µ), we denote

µ(f) :=
∫
Yd

f(x) dµ(x), (1.12)

which is simply denoted by f when µ is Lebesgue’s measure. The same notation is used
for a vector-valued function in L1

] (Yd, µ)d. If f is non negative, its harmonic mean f is
defined by

f :=

Ç∫
Yd

dy

f(y)

å−1

.

• For a given measure λ ∈M](Yd), the Fourier coefficients of λ are defined by

λ̂(k) :=
∫
Yd

e−2iπk·x dλ(x) for k ∈ Zd.

The same notation is used for a vector-valued measure in M](Yd)
d.

• c denotes a positive constant which may vary from line to line.
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1.2 A few tools of ergodic theory

Let b ∈ C1
] (Yd)

d. A measure µ ∈ Mp(Yd) on Yd is said to be invariant for the flow X defined
by (1.1) if

∀ t ∈ R, ∀ψ ∈ C0
] (Yd),

∫
Yd

ψ
Ä
X(t, y)

ä
dµ(y) =

∫
Yd

ψ(y) dµ(y). (1.13)

An invariant probability measure ν for the flow X is said to be ergodic, if

∀ f ∈ L1
] (Yd, ν), invariant for X w.r.t. ν, f = ν(f) ν-a.e. in Yd. (1.14)

Then, define the set of invariant measures

Ib :=
¶
µ ∈Mp(Yd) : µ invariant for the flow X

©
, (1.15)

and the subset of Ib of composed of the ergodic measures

Eb :=
¶
ν ∈ Ib : ν ergodic for the flow X

©
. (1.16)

It is known that the ergodic measures for the flow X are the extremal points of the convex set
Ib so that

Ib = conv(Eb). (1.17)

Also define for any vector field b ∈ C1
] (Yd)

d the following non empty subsets of Rd:

• According to [26, (1.1)] the set of all the limit points of the sequences
Ä
X(n, xn)/n

ä
n≥1

in Rd obtained for any sequence (xn)n≥1 in Yd, is defined by

ρ(b) :=
⋂
n≥1

Ñ ⋃
x∈Yd

®
X(k, x)

k
: k ≥ n

´é
. (1.18)

By [26, Lemma 2.2, Theorem 2.3] it is a compact and connected set of Rd.

• The so-called Herman [19] rotation set is defined by

Cb :=
¶
µ(b) : µ ∈ Ib

©
. (1.19)

It is clearly a compact and convex set of Rd.

• By restriction to ergodic measures define the subset of Cb

Eb :=
¶
ν(b), ν ∈ Eb

©
. (1.20)

An implicit consequence of [26, Theorem 2.4, Remark 2.5, Corollary 2.6] shows that

ρ(b) ⊂ Cb = conv (ρ(b)) and #ρ(b) = 1⇔ #Cb = 1. (1.21)

Remark 1.1 Note that for any k ∈ N, X(k, ·) agrees with the k-th iteration of X(1, ·) in the
definition (1.18) of ρ(b). Hence, the equality Cb = conv (ρ(b)) in (1.21) shows that the rotation
set Cb is completely characterized by the flow X(1, ·) and its iterations. This characterization is
still more flagrant in dimension two, since by virtue of [26, Theorem 3.4 (b)] we have Cb = ρ(b).
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In view of (1.17) and (1.20) we also have (see Remark 1.2 below)

Cb = conv (Eb). (1.22)

Note that by definition (1.18) the equivalence of (1.21) can be written for any ζ ∈ Rd,

Cb = {ζ} ⇔ ∀x ∈ Yd, lim
n→∞

X(n, x)

n
= ζ ⇔ ∀x ∈ Yd, lim

t→∞

X(t, x)

t
= ζ. (1.23)

The second equivalence of (1.23) is an easy consequence of the semi-group property satisfied
by the flow, i.e.

∀x ∈ Yd, ∀ s, t ∈ R, X(s,X(t, x)) = X(s+ t, x). (1.24)

We have the following characterization of an invariant measure known as Liouville’s theorem,
which can also be regarded as a divergence-curl result with measures (see Proposition 1.1 and
[8, Remark 2.2] for further details).

Proposition 1.1 (Liouville’s theorem) Let b ∈ C1
] (Yd)

d, and let µ ∈ M](Yd). We define
the Borel measure µ̃ ∈Mloc(Rd) on Rd by∫

Rd
ϕ(x) dµ̃(x) =

∫
Yd

ϕ](y) dµ(y), where ϕ](·) :=
∑
k∈Zd

ϕ(·+ k) for ϕ ∈ C0
c (Rd). (1.25)

Then, the three following assertions are equivalent:

(i) µ is invariant for the flow X, i.e. (1.13) holds,

(ii) µ̃ b is divergence free in the space Rd, i.e.

div (µ̃ b) = 0 in D ′(Rd), (1.26)

(iii) µ b is divergence free in the torus Yd, i.e.

∀ψ ∈ C1
] (Yd),

∫
Yd

b(y) · ∇ψ(y) dµ(y) = 0. (1.27)

Remark 1.2 Let b ∈ C1
] (Yd)

d. It turns out that for any extremal point ξ of Cb, there exists
an ergodic measure ν ∈ Eb (1.16) such that ν(b) = ξ. Hence, Cb is the convex hull of the set
Eb (1.20). Equality (1.22) is stated without proof in [26, Remark 2.5]. However, although the
set Ib is the closure of the convex hull of Eb, equality (1.22) does not seem obvious to us. For
reader’s convenience a complete proof of (1.22) is given in Appendix 6.1.

1.3 The Franks-Misiurewicz result for 2D continuous flows

Franks and Misiurewicz [15, Theorem 1.2] proved that the rotational set of any two-dimensional
continuous flow is composed of collinear vectors, which yields the following result in the specific
case of the ODE’s flow.

Theorem 1.1 ([15], Theorem 1.2) Let b be a two-dimensional vector field in C1
] (Y2)2. Then,

we have
∀ (µ, ν) ∈ Ib ×Ib, det (µ(b), ν(b)) = 0, (1.28)

i.e. Herman’s rotation set Cb is a closed line segment included in a vector line of R2.
More precisely, the rotation set satisfies one of the three following assertions:
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(a) Cb is a unit set of R2,

(b) Cb is a closed segment of a line passing through 0R2 and a non null point of Q2,

(c) Cb is a closed line segment [0R2 , ζ] with ζ an incommensurable vector of R2.

On the one hand, in Proposition 2.2 below we partly recover the collinearity result (1.28),
assuming the regularity of one of the two invariant probability measures through a quite different
approach which is adapted to the more specific ODE’s flow (1.1). On the other hand, in
Proposition 2.4 below we revisit the cases (a), (b), (c) of Theorem 1.1, and as a by-product we
find the collinearity result (1.28), using essentially the Peirone result [31, Theorem 3.1] (widely
later than [15, Theorem 1.2]) combined with the Franks results [14, Theorem 3.2] and [13,
Theorems 3.5] (earlier than [15, Theorem 1.2]).

Remark 1.3 As a consequence of the collinearity property (1.28) satisfied by Herman’s rotation
set Cb, there exists a non null vector ξ ∈ R2 such that the flow X satisfies the unidirectional
asymptotics

∀x ∈ Y2, lim
t→∞

X(t, x) · ξ
t

= 0. (1.29)

Note that the scalar asymptotics (1.29) holds true everywhere and not only almost-everywhere,
unlike in Birkhoff’s theorem.
Indeed, if the rotation set Cb is the unit set {0R2}, then from (1.23) we deduce that

∀x ∈ Yd, lim
t→∞

X(t, x)

t
= 0R2 ,

which implies (1.29) for any ξ ∈ R2. Otherwise, the rotation set Cb reads as I ζ, where I is a
closed segment of R and ζ is a non null vector of R2. Then, since by (1.18), (1.21) Cb is the
convex hull of the limit points of all the sequences (X(tn, x)/tn)n∈N for any positive sequence
(tn)n∈N converging to ∞ and any x ∈ Y2, we get immediately the limits (1.29) with the non null
vector ξ := R⊥ζ orthogonal to ζ.

2 Various properties of the two-dimensional ODE’s flow

To motivate this section let us start by the two following examples which try to show the
specificity of the two-dimensional ODE’s flow compared to general continuous flows.

2.1 Some preliminary examples

2.1.1 Specificity of the ODE’s flow among continuous flows

The first Example 2.1 below is based on the two-dimensional [22, Example 2] in which the
lift F satisfying (1.5) has the whole square [0, 1]2 as a rotation set ρ(F ) (see [26, (1.1)] and
[27]). However, we will show that this lift F does not agree with any time-1 flow X(1, ·) solution
to (1.1), which is consistent with the two-dimensional result (1.28) on continuous flows. To this
end, we will use the following result which provides a necessary condition for a lift F for agreeing
with X(1, ·) for some flow X solution to (1.1).

Proposition 2.1 Let F ∈ C1(Rd)d be a lift satisfying (1.5). Then, if there exists a flow X (1.1)
associated with some vector field b ∈ C1

] (Yd)
d such that F = X(1, ·) in Yd, then the following

relation holds
(∇F ) b = b ◦ F in Yd. (2.1)

9



Moreover, we have

∀ a ∈ Rd s.t. F (a)− a ∈ Zd, det (∇F (a)− Id) 6= 0 ⇒ b(a) = 0Rd . (2.2)

Proof of Proposition 2.1. Let F ∈ C1(R2)2 satisfying (1.5), and let X be a flow associated with
a vector field b ∈ C1

] (Yd)
d by (1.1). Replacing any point x ∈ Yd by X(t, x) for any t ∈ R, and

taking the derivative with respect to t, we get that

∀x ∈ Yd, F (x) = X(1, x)

⇔ ∀ t ∈ R, ∀x ∈ Yd, F (X(t, x)) = X(1, X(t, x)) = X(t+ 1, x)

⇒ ∀ t ∈ R, ∀x ∈ Yd,
Ä
∇F (X(t, x))

ä
b(X(t, x)) = b(X(t+ 1, x))

(with t = 0) ⇒ ∀x ∈ Yd, (∇F (x)) b(x) = b(X(1, x)) = b(F (x)),

or equivalently (2.1), which proves the first assertion.
Now, assume that (2.1) holds, and let a ∈ Yd satisfying the left hand-side of the implication

(2.2). Then, since b(F (a)) = b(a), we have immediately

(∇F (a)− Id) b(a) = 0Rd ,

which implies that b(a) = 0Rd . �

Exemple 2.1 Let ϕ1, ϕ2 ∈ C1
] (Y1) be two 1-periodic functions on R such that

ϕi(0) = 0, ϕi(1/2) = 1 for i ∈ {1, 2} and ϕ′1(0)ϕ′2(1/2) 6= 0, (2.3)

and let F ∈ C1(R2)2 be the lift of [22, Example 2] defined by

F (x) := x+
Ä
ϕ2(x2 + ϕ1(x1)), ϕ1(x1)

ä
for x = (x1, x2) ∈ R2, (2.4)

which, due to F − Id ∈ C1
] (Y2)2, performs a C1-diffeomorphism on Y2, whose jacobian determi-

nant is equal to 1. Let us check that lift F cannot be represented by F = X(1, ·) for any flow
X solution to ODE (1.1).

Set a := (0, 1/2). First of all, by (2.4) and (2.3) we have

F (a)− a = e1 ∈ Z2 and ∇F (a)− Id =

Ñ
ϕ′1(0)ϕ′2(1/2) ϕ′2(1/2)

ϕ′1(0) 0

é
,

which due to ϕ′1(0)ϕ′2(1/2) 6= 0 and (2.2), implies that b(a) = 0R2.
Now, assume that F = X(1, ·) for some flow X associated with b ∈ C1

] (Yd)
d by (1.1). Let

µ ∈ Ib be an invariant probability measure on Y2 for the flow X. By Fubini’s theorem we have

µ(F − Id) =
∫
Y2

(F (x)− x) dµ(x) =
∫
Y2

(X(1, x)− x) dµ(x)

=
∫
Y2

Ç∫ 1

0
b(X(t, x)) dt

å
dµ(x) =

∫ 1

0

Ç∫
Y2
b(X(t, x)) dµ(x)

å
dt

=
∫ 1

0
µ(b) dt = µ(b).

(2.5)

This combined with [26, Definition (1.1), Theorem 3.4 (b)], [27] (in which [22, Example 2] is
revisited) and the equality from (1.21), yields

Cb =
¶
µ(b) : µ ∈ Ib

©
= conv (ρ(b)) = ρ(b) =

¶
µ(F − Id) : µ ∈ If

©
= ρ(F ) = [0, 1]2,
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where If is the set composed of the probability measures on Y2, which are invariant by the
map f of which F is a lift, i.e. f ◦Π = Π ◦ F (note that Ib ⊂ If). However, since b(a) is the
null vector, the Dirac measure δa belongs to Ib. Hence, applying (2.5) with µ = δa, we deduce
that

0R2 = b(a) = δa(b) = δa(F − Id) = F (a)− a = e1,

which gives a contradiction.

2.1.2 Illustration of the collinearity property of the ODE’s flow

The following example provides a class of two-dimensional vector fields b whose each associated
flow admits an explicit infinite family of invariant probability measures satisfying the collinearity
property (1.28).

Exemple 2.2 Let b be a vector field such that b = ρR⊥∇u, where ρ is a non negative function
in C1

] (Y2) with σ := 1/ρ ∈ L1
] (Y2), and where ∇u ∈ C1

] (Y2)2 with ∇u ∈ Z2. Let θ be a positive
function in C0

] (Y1), and let Θ be its primitive satisfying Θ(0) = 0.
First, note that the function θ(u) := θ ◦u is Z2-periodic, since the Z2-periodicity of ∇u with

∇u ∈ Z2 and the 1-periodicity of θ yield

∀ k ∈ Z2, ∀x ∈ Y2, θ(u)(x+ k) = θ
Ä
u(x) +∇u · k

ä
= θ(u(x)).

Hence, we deduce that

∀ k ∈ Z2, ∀x ∈ Y2, Θ(u)(x+ k) = Θ(u(x+ k)) = Θ(u(x) +∇u · k)

=
∫ u(x)+∇u·k

0
θ(t) dt

=
∫ ∇u·k

0
θ(t) dt+

∫ u(x)+∇u·k

∇u·k
θ(t) dt

= θ̄ ∇u · k + Θ(u)(x),

which implies that Ä
x 7→ Θ(u)(x)− θ̄ ∇u · x

ä
∈ C1

] (Y2). (2.6)

Next, by virtue of the divergence-curl result of Proposition 1.1 the Z2-periodic vector-valued
function

σ θ(u) b = σ ρ θ(u)R⊥∇u = θ(u)R⊥∇u = R⊥∇(Θ(u)) (2.7)

is divergence free in R2, which again by Proposition 1.1 implies that the probability measure
on Y2 defined by (recall that the function σ θ(u) is positive)

dµθ(x) =
σ(x) θ(u(x))

σ θ(u)
dx

is invariant for the flow (1.1) associated with the vector field b.
Therefore, we obtain an infinite family of invariant probability measures µθ for positive functions
θ ∈ C0

] (Y1), and by (2.6), (2.7) we have

µθ(b) =
1

σ θ(u)

∫
Y2
σ(x) θ(u(x)) b(x) dx =

1

σ θ(u)
R⊥∇Θ(u) =

θ̄

σ θ(u)
R⊥∇u. (2.8)

Hence, all the vectors µθ(b) ∈ Cb are parallel to the vector R⊥∇u according to assertion (1.28).
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2.2 The Franks-Misiurewicz result revisited

2.2.1 A partial proof of the collinearity result

In this section we give a partial proof of the collinearity property (1.28) based on the decompo-
sition (1.7) (the proof of which is given in Appendix 6.2) and the divergence-curl result (1.27).
Although this first proof is incomplete due to an additional hypothesis, it provides an approach
which is both simple and quite different from the purely ergodic approach of [15].

Proposition 2.2 Let b a two-dimensional vector field in C1
] (Y2)2. Assume that there exists an

invariant probability measure µ ∈ Ib for the flow X (1.1) satisfying

|b(x)| dµ(x) = σ(x) dx with σ ∈ L2
] (Y2) and µ(b) 6= 0R2 . (2.9)

Then, the collinearity result (1.28) holds.

Proof of Proposition 2.2. Let µ ∈ Ib be an invariant probability measure satisfying (2.9), and
let ν ∈ Ib be any invariant probability measure for the flow (1.1). We will use the following
result the proof of which is standard.

Lemma 2.3 Let θ be a non negative even function in C∞c (R2), whose support is contained in
the ball B1/2 of R2, centered on 0R2 and of radius 1/2, and such that θ = 1 in the ball B1/4.

Let θn be the function defined by θn(x) := n/π e−n|x|
2

for x ∈ R2, n ∈ N. Consider the even
mollifier function ρn ∈ C∞] (Y2) defined by the Z2-periodized function

ρn :=
î
θ θn / θ θn

ó
]

for n ∈ N.

Then, for any function f ∈ L2
] (Y2), the sequence

Ä
(dY2 ρn) ∗ f

ä
n∈N converges uniformly to 0

in Y2 (recall the definition (1.9) of dY2).

By the decomposition (1.7) we have

ρn ∗ (b ν) = ν(b) +R⊥∇v]n pointwise in Y2, with v]n := ρn ∗ v]. (2.10)

(note that ρn ∗ (b ν) = ν(b) due to ρn = 1). Then, using successively the divergence-curl
equality (1.27), decomposition (2.10) and Fubini’s theorem, we get that

0 =
∫
Y2
∇v]n(x) · b(x)µ(dx) =

∫
Y2
R⊥
Ä
ν(b)− ρn ∗ (b ν)(x)

ä
· b(x)µ(dx)

= det (µ(b), ν(b)) +
∫
Y2

Ç∫
Y2
ρn(x− y)R⊥(b(x)− b(y)) · b(x) dν(y)

å
µ(dx)

= det (µ(b), ν(b)) +
∫
Y2

Ç∫
Y2
ρn(y − x)R⊥(b(x)− b(y)) · b(x)µ(dx)

å
dν(y).

(2.11)

Moreover, applying the mean value theorem to b and using assumption (2.9), we have

∀ y ∈ Y2,
∣∣∣∣ ∫
Y2
ρn(y − x)R⊥(b(x)− b(y)) · b(x)µ(dx)

∣∣∣∣ ≤ ‖∇b‖L∞(Y2)2×2

Ä
(ρn dY2) ∗ σ

ä
(y),

which, by virtue of Lemma 2.3 with f = σ, converges uniformly to 0 with respect to y in Y2.
This combined with (2.11) implies that det (µ(b), ν(b)) = 0 for any ν ∈ Ib. Finally, from the
assumption µ(b) 6= 0R2 , we deduce the desired collinearity (1.28). �
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Remark 2.1 In the above proof of Proposition 2.2, we need one of the two invariant measures
to be regular. Otherwise, we have to deal with a delicate problem of product of two measures.
Indeed, it is not evident that the regularization of an invariant measure for the flow X provides
an invariant measure for X. For instance, the regularization by convolution is not effective,
since the regularized measure of an invariant measure is not invariant in general. Hence, the
following question occurs naturally:

How to prove property (1.28) in the ODE’s framework with specific ODE’s tools ? (2.12)

2.2.2 Revisiting the Franks-Misiurewicz theorem with the ODE’s flow

First of all, note that if the flow X has an infinite periodic compact orbit X(R, x0) in the
torus Y2 for some x0 ∈ Y2, i.e. satisfying

∃T > 0, ∃ k ∈ Z2 \ {0R2}, X(T, x0) = x0 + k, (2.13)

then (recalling Remark 1.1) we have

lim
t→∞

X(t, x0)

t
=
k

T
∈ ρ(b) = Cb, (2.14)

since

∀n ∈ N, X(nT, x0) = x0 + n k and lim
n→∞

X(nT, x0)

nT
=
k

T
.

Note that k/T is then a non null and commensurable vector of Cb.

Actually, the Franks-Misiurewicz Theorem 1.1 is more accurate in the ODE’s context thanks
to the following result.

Proposition 2.4 Let b be a two-dimensional vector field in C1
] (Y2)2. Then, the Herman rota-

tion set Cb (1.19) satisfies the following two-by-two disjoint cases:

(I) Cb = I ζ, where I is a closed segment of R not reduced to a single point, and ζ is a
commensurable vector in R2. In particular, this holds if the flow X (1.1) has two infinite
periodic compact orbits in Y2 with distinct asymptotics.

(II) Cb = {ζ}, where ζ is a commensurable vector in R2 \{0R2}. In this case, the vector field b
does not vanish in Y2, the flow X has at least one infinite periodic compact orbit in Y2,
and all the infinite periodic orbits have ζ as asymptotics.

(III) Cb = {ζ}, where ζ is an incommensurable vector of R2, if, and only if, b does not vanish
in Y2 and the flow X has no periodic compact orbit in Y2. For the if, we assume in
addition that b ∈ C3

] (Y2)2.

(IV) Cb is either {0R2}, or Cb = I ζ, where I is a closed segment of R such that 0 ∈ I 6= {0}
and ζ is an incommensurable vector in R2. In this case, the vector field b does vanish in
Y2, and the flow X has no periodic compact orbit in Y2.

Remark 2.2 Let Ψ ∈ C2(R2)2 be a C2-diffeomorphism on the torus Y2, i.e.

Ψ(y) = Ay + Ψ](y) for y ∈ R2, (2.15)

where A ∈ Z2×2 with det(A) = ±1 and Ψ] ∈ C2
] (Y2)2. Then, by virtue of [8, Remark 2.1] we

have

∀x ∈ Y2, lim
t→∞

X̂(t, x)

t
exists ⇔ lim

t→∞

X(t,Ψ−1(x))

t
exists, (2.16)
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where X̂ is the ODE’s flow defined by

X̂(t, x) := Ψ
Ä
X(t,Ψ−1(x))

ä
for (t, x) ∈ R× Y2, (2.17)

associated with the vector field b̂ defined by

b̂(x) := ∇Ψ(Ψ−1(x)) b(Ψ−1(x)) for x ∈ Y2. (2.18)

Moreover, the equivalence (2.16) combined with equality Cb = conv (ρ(b)) (recall (1.18) and
(1.21)) implies that

C
b̂

= ACb. (2.19)

Hence, since matrices A,A−1 map any integer vector to an integer vector, it is easy to check
that each of the four cases of Proposition 2.4 is stable under the change of flow (2.17).

Remark 2.3 In view of the incommensurable case (c) of Theorem 1.1 (see Section 1.3)), the
only missing result in Proposition 2.4 is that in case (IV) the null vector 0R2 is also an end
point of the closed line segment Cb. Actually, the Franks-Misiurewicz incommensurable case,
in particular the end of the proof of their [15, Proposition 1.6], remains rather mysterious
for non experts in ergodic theory. Indeed, an algebraic condition, i.e. the existence of an
incommensurable vector ν(b) in any rotation set Cb not reduced to a single point, does imply
the non negativity result

0R2 ∈ Cb and ∀µ(b) ∈ Cb, µ(b) · ν(b) ≥ 0, (2.20)

which is an equivalent way to regard the statement (c) of Theorem 1.1. On the other hand,
similarly to (2.12) one can ask the natural question:

How to prove property (2.20) in the ODE’s framework with specific ODE’s tools ? (2.21)

We have not managed to answer this question. However, in Section 2.3 and in Section 2.4 we
present various results and instances which partially explains property (2.20), together with the
alternative of case (IV) (see Remark 2.5) and the fact that the case Cb 6= {0R2} in (IV) imposes
some sharp restriction on the regularity of the vector field b (see Remark 2.6).

Remark 2.4 First, note that the collinearity property (1.28) is a by-product of Proposition 2.4.
Classically in ergodic theory (see, e.g., the scheme of the proof of [37, Theorem 3.1]) the cases
(I)-(II) and the case (III) of Proposition 2.4, when the vector field b does not vanish in Y2, are
equivalent respectively to:

• the existence of an infinite periodic compact orbit of the flow X in Y2 according to (2.13),

• the non existence of a periodic compact orbit of the flow X in Y2.

Or equivalently (using e.g. [20, Theorem 14.1]), in terms of the so-called rotation number α of
the flow X (see, e.g., [20, Lemma 13.1]) the alternative can be written respectively as:

• α is rational,

• α is irrational.

Moreover, in case (III) by [34, Section 4] the flow X is uniquely ergodic, and by [29, Section 5]
the limit of X(t, x)/t as t→∞ to ζ is uniform with respect to x ∈ Y2.

In the proof below, we will combine these two approaches. While in the ergodic literature
the use of the rotation number is quite classical, the use of the asymptotics of the flow is more
unusual. In view of the homogenization of the transport equation, Tassa [37, Theorems 4.2, 4.5]
distinguished two asymptotic behaviors based on the rationality or not of the rotation number,

14



but assuming the existence of an invariant probability measure for the flow with a regular den-
sity. More generally, Peirone [37, Theorem 3.1] specified the asymptotics of the flow under the
sole assumption that the vector field b is non vanishing in Y2, but he did not study the com-
mensurability of the asymptotics. Actually, the link between the asymptotics of the flow and the
rotation number is not immediate.

Proof of Proposition 2.4. Let us first prove the following result which is based on the first case
of the proof of [31, Theorem 3.1].

Lemma 2.5 Assume that the flow X (1.1) has an infinite periodic compact orbit X(R, x0) in
Y2 for some x0 ∈ Y2, i.e. satisfying (2.13). Then, the rotation set Cb contains the non null
vector ζ := k/T , and Cb = I ζ for some closed segment I of R with I 6= {0}.

Proof of Lemma 2.5. Under the assumptions of Lemma 2.5 Peirone proved that for any orbit
X(R, x), x ∈ R2, there exist α, β ∈ R such that

∀ t ∈ R, X(t, x) · k⊥ ∈ (α, β), with k⊥ := R⊥k. (2.22)

On the other hand, let µe be an ergodic invariant probability measure for the flow X (1.1). By
virtue of Birkhoff’s theorem there exists a vector ζe ∈ Cb such that

lim
t→∞

X(t, x)

t
= ζe for µ-a.e. x ∈ Y2.

This combined with (2.22) implies that ζe · k⊥ = 0, i.e. ζe ‖ k. Hence, since by (1.22) Cb is
the compact convex hull of the vectors ζe for µe ∈ Eb, we deduce that Cb = J k for some closed
segment J of R, with 1/T ∈ J due to (2.14). �

Proof of the sufficient condition of (I). Assume that the flow X (1.1) has two infinite periodic
compact orbits in Y2 with distinct asymptotics k1/T1 and k2/T2 for some k1, k2 ∈ Z2. Hence,
we deduce from Lemma 2.5 that Cb = I ζ for some commensurable vector ζ of R2, and for some
closed segment I of R which is not reduced to a single point, since k1/T1 and k2/T2 are in Cb.

Proof of (III). If Cb = {ζ} with ζ an incommensurable vector of R2, then b does not vanish in Y2

due to ζ 6= 0R2 . This corresponds exactly to the second case in the proof of [31, Theorem 3.1],
i.e. the flow X (1.1) has no infinite periodic compact orbit in Y2.

Conversely, assume that the vector field b does not vanish in Y2, and that the flow X has no
periodic compact orbit in Y2. In this case, Peirone [31, Theorem 3.1] proved that there exists
a vector ζ ∈ R2 such that

∀x ∈ Y2, lim
t→∞

X(t, x)

t
= ζ, (2.23)

or equivalently, by [8, Proposition 2.1] Cb = {ζ}.
It remains to show that the vector ζ is incommensurable (see Remark 2.4). To this end,
assuming in addition that b ∈ C3

] (Y2)2, we will proceed to a constructive proof based on two
classical homeomorphic flows (see [20, Chapter VII.14]).

First, by [2, Section 3] (see also [35, Theorem 2]) combined with the regularity b ∈ C3
] (Y2)2,

there exists a C2-diffeomorphism Ψ on Y2 such that the flow X̂ defined by (2.17) is associated
with the vector field b̂ ∈ C1

] (Y2)2 defined by (2.18) satisfying b̂1 > 0 in Y2. By Remark 2.2 the
diffeomorphism Ψ reads as (2.15), where A ∈ Z2×2 with det (A) = ±1 and Ψ] ∈ C1

] (Y2)2×2.
Hence, we easily deduce that

∀x ∈ Y2, lim
t→∞

X̂(t, x)

t
= Aζ. (2.24)
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Moreover, since

∀x ∈ Y2, ∀ k ∈ Z2, Ψ−1(x+ k)−Ψ−1(x) = A−1k ∈ Z2,

and the flow X has no compact orbit, the flow X̂ defined by (2.17) has no compact orbit either.
Next, define the mapping X̃ ∈ C1(R;C1

] (Y2))2 by

X̃(t, x) := X̂(f(t, x), x) for (t, x) ∈ R× Y2, (2.25)

where f(·, x) is the solution to the first-order ODE

∂f

∂t
(t, x) =

1

b̂1

Ä
X̂(f(t, x), x)

ä , f(0, x) = 0. (2.26)

Let x ∈ R2 and k ∈ Z2. Since the function b̂1(X̂(t, ·)) is Z2-periodic for any t ∈ R, f(·, x) and
f(·, x + k) are both solutions to equation (2.26). Hence, by the uniqueness of such a solution
we deduce that f(·, x) and f(·, x + k) agree in R, which implies that f(t, ·) is Z2-periodic for
any t ∈ R. Moreover, ∂f/∂t is uniformly bounded from above and below by positive constants
in R× Y2, so is f(t, ·)/t in (0,∞)× Y2 by the mean value theorem.
Next, by the chain rule it is easy to check that the mapping X̃ agrees with the flow associated
with the vector field b̃ ∈ C1

] (Y2)2 defined by

b̃ :=
Ä
1, b̂2/b̂1

ä
in Y2. (2.27)

Moreover, by the formula (14.4) of [20, Exercise 14.3, p. 199] we have

lim
t→∞

X̃(t, x)

t
= (1, α), (2.28)

where α is the Poincaré rotation number of the flow X̃ defined by (see, e.g., [20, Lemma 13.1])

α := lim
n→∞

X̃2(n, x2e2)

n
for any x2 ∈ R. (2.29)

Since f(·, x) is positive in (0,∞) and the flow X̂ has no compact orbit, neither has the flow X̃
defined by (2.25). Hence, by virtue of [20, Theorem 14.1] the number α is irrational.

Finally, from (2.23), (2.24), (2.17), (2.28), (2.29) we deduce that

∀x ∈ Y2, lim
t→∞

X̃(t, x)

t
=

Ç
lim
t→∞

f(t, x)

t

å
Aζ = (1, α). (2.30)

Indeed, the boundedness of f(t, ·)/t from above and below by positive constants in (0,∞)× Y2

implies that Aζ is not null, which in return implies that the limit of f(t, x)/t as t → ∞ does
exist. Therefore, due to the invertibility of A in Z2×2 and the irrationality of α, equality (2.30)
yields the incommensurability of ζ.

Proof of the necessary condition for (II). Assume that Cb = {ζ} with a non null commensurable
vector ζ of R2. On the one hand, due to ζ 6= 0R2 the vector field b does not vanish in Y2. On
the other hand, it follows from the equivalence of case (III) that the flow X (1.1) has at least
one infinite periodic compact orbit in Y2. Finally, we deduce from the sufficient condition of
case (I) that all infinite periodic compact orbits have ζ as asymptotics.
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Proof of (IV). Assume that both cases (I), (II), (III) do not hold. First of all, note that if the
vector field b does not vanish in Y2, then the alternative in the proof of [31, Theorem 3.1] shows
that either case (I) or case (II) is satisfied if there exists an infinite periodic orbit in Y2, or case
(III) is fulfilled if there is no periodic orbit in Y2. Therefore, in the present case the vector field
b does vanish in Y2, and thus 0R2 ∈ Cb.

Now, assume that there exist two non collinear vectors ξ and η in Cb = ρ(b) (by Remark 1.1).
Then, by convexity the rotation set Cb contains the closed triangle T of vertices 0R2 , ξ, η, which
has a non empty interior T̊. Hence, by virtue of [14, Theorem 3.2] the flow X has two periodic
orbits (2.13) with distinct asymptotics k1/T1 and k2/T2 in (T̊ ∩ Q2) \ {0R2}. These orbits are
infinite periodic compact orbits with distinct asymptotics, which implies that Cb satisfies case
(I), and leads us to a contradiction. Therefore, the rotation set Cb is a closed line segment
passing through 0R2 , i.e. Cb = I ζ with I a closed segment of R containing 0, and ζ a non null
vector of R2. If I = {0}, then we have Cb = {0R2}. Otherwise, if I 6= {0}, since case (I) does
not hold by hypothesis, the vector ζ is necessarily incommensurable.

The proof of Proposition 2.4 is now complete. �

2.3 New results on Herman’s rotation set

In this section we study several extensions of the Franks-Misiurewicz Theorem 1.1, which are
specific to the ODE’s context.

First, the Herman rotation set Cb can be actually characterized more precisely in the com-
mensurable cases (I) and (II) of Proposition 2.4, when b does not vanish on Y2.

Proposition 2.6 Let b be a two-dimensional vector field in C1
] (Y2)2 which does not vanish

in Y2, and such that the flow X (1.1) has at least one infinite periodic compact orbit in Y2. Let
us write b := ρΦ, where ρ is a positive function in C1

] (Y2) and Φ is a non vanishing vector field
in C1

] (Y2)2. Then, we have the following results:

(i) There exist a unique commensurable unit vector ζΦ of R2, only depending on Φ, satisfying
either ζΦ · e1 > 0 or ζΦ = e2, and a closed segment Ib of R not reduced to {0}, such that
the rotation set reads as Cb = Ib ζΦ. Moreover, if b does not vanish in Y2 and Cb is not a
unit set, Ib is a segment of the type:

Ib = [α, β] with 0 < α < β or α < 0 < β, (2.31)

i.e. 0R2 is not an end point of the rotation set Cb.

(ii) The commensurable case (I) of Proposition 2.4 is stable under a uniform perturbation of
the positive function ρ with a fixed vector field Φ in the representation b = ρΦ.

Proof of Proposition 2.6.

Proof of part (i). By Lemma 2.5 the rotation set reads as Cb = J k for some closed segment
J 6= {0} of R, and some vector k ∈ Z2 \ {0R2}. Now, consider the flow XΦ associated with the
vector field Φ (recall that b = ρΦ). Let ν be an invariant probability measure for the flow XΦ,
and define the probability measure µ on Y2 by

dµ(x) :=
cν
ρ(x)

dν(x) where cν :=

Ç∫
Y2

1

ρ(x)
dν(x)

å−1

∈ (0,∞).

By virtue of Proposition 1.1 we have

∀ϕ ∈ C1
] (Yd),

∫
Y2
b(x) · ∇ϕ(x) dµ(x) = cν

∫
Yd

Φ(x) · ∇ϕ(x) dν(x) = 0,
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which in return implies that the probability measure µ is invariant for the flow X associated
with b. Hence, we get that∫

Y2
Φ(x) dν(x) = 1/cν

∫
Y2
b(x) dµ(x) ∈ 1/cν Cb. (2.32)

Similarly, for any invariant probability measure µ for the flow X, there exist an invariant
probability measure ν for the flow XΦ and a constant cµ > 0 such that∫

Y2
b(x) dµ(x) = 1/cµ

∫
Y2

Φ(x) dµ(x) ∈ 1/cµ CΦ. (2.33)

Therefore, combining (2.32) and (2.33) with Cb = I k, the rotation set CΦ associated with Φ
reads as CΦ = J k for some closed segment J of R not reduced to {0}. Hence, the compact
convex set CΦ uniquely reads as CΦ = IΦ ζΦ, where ζΦ is the unit vector parallel to k satisfying
either ζΦ · e1 > 0 or ζΦ = e2, and IΦ is a closed segment of R not reduced to {0}. Therefore,
the vector ζΦ is commensurable in R2, and the rotation set can be written as Cb = I k = Ib ζΦ

for some closed segment Ib of R not reduced to {0}.
Now, assume that the vector field b does not vanish in Y2, and that Cb is not a unit set.

Then, the segment Ib does satisfy (2.31). Otherwise, the null vector 0R2 is an end point of
the closed line segment Cb = Ib ζΦ. Hence, by representation (1.22) there exists an ergodic
invariant probability measure µ such that 0R2 = µ(b). Therefore, by virtue of the Franks result
[13, Theorem 3.5] the vector field b does vanish, which yields a contradiction.

Proof of part (ii). Let ρ0 be a positive function in C1
] (Y2) and let Φ0 be a non vanishing vector

field in C1
] (Y2)2. Set

m0 := min
x∈Y2

ρ0(x) > 0.

If the vector field b0 = ρ0 Φ0 satisfies the conditions of the case (I) of Proposition 2.4, it is enough
to prove the existence of r ∈ (0,m0) such that any vector field b = ρΦ0 with |ρ− ρ0| < r, also
fulfills the conditions of case (I). Note that the assumptions of the case (I) for a non vanishing
vector field b in Y2 are equivalent to the following conditions stated by Peirone [31, Theorem 31]:
the flow associated with b admits at least one infinite compact orbit and #Cb > 1.

To prove the desired stability statement, consider the vector field b0 as above, and assume
by contradiction that there exist a decreasing sequence (rn)n≥1 of positive numbers satisfying
r1 < m0 and converging to 0, and a sequence (θn)n≥1 of positive functions in C1

] (Y2) satisfying

∀n ≥ 1, |θn − ρ0| < rn,

such that for any n ≥ 1, the vector field bn = θn Φ0 does not satisfy the conditions of case (I).
This combined with the case (2) of [31, Theorem 31] (noting that bn does not vanish in Y2)
implies that #Cbn = 1. Then, an easy adaptation of the perturbation result [8, Theorem 3.1]
(using that the sequence (ρ/θn)n≥1 is uniformly bounded) shows that #Cb0 = 1, which yields a
contradiction.

This concludes the proof of of Proposition 2.6. �

The next result provides an incomplete, but a rather large framework which illustrates the
incommensurable case (c) of Theorem 1.1, and which makes valid some appropriate ODE’s
approach. It deals with two general classes of vector fields for which the incommensurable
case (IV) of Proposition 2.4 holds true. The first class is a simple illustration of case (IV).
Roughly speaking, the second class is based on any vanishing vector field b associated with
an invariant probability measure σ(x) dx, such that σb is a non vanishing regular vector field.
Note that the Lebesgue density σ has to blow up at the roots of b and to be regular outside, in
order to the vector field σb to be both non vanishing and regular.
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Proposition 2.7 Let b be a vector field in C1
] (Y2)2. We have the following results:

(i) Assume that there exists an integer vector k ∈ Z2 \ {0R2} satisfying k · b ≥ 0 in Y2, and
that Cb = I ζ with I a closed segment of R and ζ an incommensurable vector of R2. Then,
we have I ⊂ [0,∞) or I ⊂ (−∞, 0]. If in addition 0R2 ∈ Cb, then the null vector 0R2 is
an end point of the closed line segment Cb.

(ii) Assume that b does vanish in Y2, and that there exists an invariant probability measure
dµ(x) = σ(x) dx ∈ Ib with a non negative function σ ∈ L1

] (Y2) of mean value 1, such that
σ b is a non vanishing vector field in C1

] (Y2)2 and µ(b) is incommensurable in R2. Then,
the rotation set Cb is a closed line segment of R2 not reduced to a single point, with one
end at 0R2 and having irrational slope.

Proof of Proposition 2.7.

Proof of part (i). We have for any invariant probability measure µ ∈ Ib,

k · µ(b) =
∫
Y2
k · b(x)︸ ︷︷ ︸
≥0

dµ(x) ≥ 0,

which implies that
k · Cb = (k · ζ) I ⊂ [0,∞).

Moreover, since the vector ζ is incommensurable and k 6= 0R2 , we have k · ζ 6= 0. Hence, we
deduce that the segment I satisfies I ⊂ [0,∞) or I ⊂ (−∞, 0]. If in addition 0R2 ∈ Cb, then
there exists α ∈ R such I = [0, α] or I = [α, 0], so that 0R2 is an end point of the closed line
segment Cb = I ζ.

Proof of part (ii). First note that our assumption is equivalent to the existence of a gradient
field ∇u ∈ C1

] (Y2)2 such that

σ b = R⊥∇u a.e. in Y2 and ∇u is incommensurable in R2,

since
∇u = −

∫
Y2
R⊥b(x) dµ(x) = −R⊥ µ(b) is incommensurable in R2.

Hence, by virtue of the [8, Corollary 3.4 (3.22)] applied with ρ = 1/σ and a = 1, the rotation
set Cb is given by

Cb = [0R2 , ζ] with ζ := ρR⊥∇u = R⊥∇u 6= 0R2 .

Therefore, Cb is a closed line segment with one end at 0R2 and having irrational slope due to
the incommensurability of ζ in R2. �

The incommensurable case (IV) of Proposition 2.4 is by far the most intricate. In contrast
with Proposition 2.7 (ii), the following general result shows that the non singleton case in the
alternative of (IV) is actually exceptional due to a counterintuitive non negativity constraint.

Theorem 2.1 Let b = aΦ be a vector field in C1
] (Y2)2, where a is a changing sign function in

C1
] (Y2), and where Φ is a non vanishing vector field in C3

] (Y2)2. Also assume that there exists
a positive function σ in C3

] (Y2) with mean value 1, such that σΦ is divergence free in R2, and

such that the mean value σΦ is incommensurable in R2. Then, the support of any invariant
probability measure in Ib is contained in the set {a = 0}, and thus in particular Cb = {0R2}.
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Remark 2.5 Theorem 2.1 shows that the change of sign of the function a forces the Herman
rotation set CaΦ to be the unit set {0R2} in the incommensurable case. On the contrary, when
a is non negative (or non positive), the part (ii) of Proposition 2.7 (with σ = 1/a and σ b = Φ)
shows that the rotation set CaΦ is a closed line segment with the null vector 0R2 as an end point.
Roughly speaking, these two results are the two complementary sides of the incommensurable
case, and illuminate the point (c) of the Franks-Misiurewicz Theorem 1.1 in the ODE’s context.

Proof of Theorem 2.1.

First step: The case of the Stepanoff flow, i.e. the vector field Φ is a constant vector ζ ∈ R2.
By virtue of the ergodic decomposition theorem (see, e.g., [11, Theorem 14.2]) it is enough to
prove that

∀µ ∈ Ea ζ , µ({a = 0}) = 1. (2.34)

Assume by contradiction that there exists an ergodic invariant probability measure µ ∈ Ea ζ
such that µ({a = 0}) < 1.

Note that the sets {± a > 0} are invariant for the flow X associated with a ζ. Indeed, for
any x ∈ Y2 such that ± a(x) > 0, we have

∀ t ∈ R, ± a(X(t, x)) > 0.

Otherwise, there exists s ∈ R such that a(X(s, x)) = 0, which implies that X(R, x) = {x}, and
thus a(x) = 0, a contradiction.

Then, by ergodicity we have µ({a > 0}) = 1 or µ({a < 0}) = 1. Without loss of generality
we can assume that µ({a > 0}) = 1. Next, by Proposition 1.1 the product of the non negative
Radon measure ν on Y2 defined by

dν(x) := a(x) dµ(x) = a+(x) dµ(x) (where a+ denotes the non negative part of a)

by the incommensurable vector ζ is divergence free in D ′(R2). Thus, by virtue of the ergodic
[9, Lemma 5.2] there exists a non negative constant c such that dν(x) = c dx. Hence, we deduce
that

ν({a < 0}) =
∫
{a<0}

a+(x) dµ(x) = 0 = c
∫
{a<0}

dx.

However, since the continuous function a does change sign in Y2, we have∫
{a<0}

dx > 0.

Therefore, we get that c = 0 and ν = 0, which implies that

µ({a > 0}) =
∫
{a>0}

a+(x) dµ(x) =
∫
{a>0}

dν(x) = 0,

a contradiction with µ({a > 0}) = 1. This establishes (2.34).

Second step: The case where the vector field Φ is not constant.
Using successively [2, Section 3] (which leads us to the case Φ1 > 0 and which needs the
regularity b ∈ C3

] (Y2)2) and the extension of a Kolmogorov’s theorem [37, Theorem 2.3] (which
is based on the hypothesis Φ1 > 0) together with the assumption that σΦ is a non vanishing
divergence free vector field in R2, we get that the flow XΦ associated with the vector field Φ
is homeomorphic to a Stepanoff flow X

Φ̂
associated with some vector field “Φ = α̂ ζ. More

precisely, there exists a diffeomorphism Ψ ∈ C2
] (Y2)2 on the torus Y2, satisfying (2.15) with

A ∈ Z2×2 and det(A) = ±1, such that equality (2.17) holds true for XΦ and (2.18) reads as

∀x ∈ Y2, α̂(x) ζ = ∇Ψ(Ψ−1(x)) Φ(Ψ−1(x)). (2.35)
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First of all, since the probability measure σ(y) dy is invariant for the flow XΦ, by (2.19) and
the equality “Φ = α̂ ζ, there exist a non empty compact interval I of R such that

σΦ ∈ CΦ = A−1 C
Φ̂

= A−1 (I ζ) = I (A−1ζ),

which, due to A−1 ∈ Z2×2, implies that ζ is incommensurable in R2.
On the other hand, in view of (2.35) it is easy to see that the flow X̂ defined by

X̂(t, x) := Ψ
Ä
X(t,Ψ−1(x))

ä
for (t, x) ∈ R× Y2, (2.36)

is the flow associated with the vector field

b̂ = â ζ where â(x) := a(Ψ−1(x)) α̂(x) for x ∈ Y2. (2.37)

Now, let µ be a probability measure on Y2 and let µ̂ be the pushforward measure of µ by Ψ.
Then, by equality (2.36) we have for any function f ∈ L1

] (Y2, µ) and f̂ := f ◦Ψ−1,

∀ t ∈ R,


∫
Y2
f(X(t, y)) dµ(y) =

∫
Y2
f̂(X̂(t, x)) dµ̂(x)∫

Y2

∣∣∣f(X(t, y))− f(y)
∣∣∣ dµ(y) =

∫
Y2

∣∣∣f̂(X̂(t, x))− f̂(x)
∣∣∣ dµ̂(x).

(2.38)

The first equality of (2.38) shows that the probability measure µ is invariant for the flow X
if, and only if, the probability measure µ̂ is invariant for the flow X̂. The second equality of
(2.38) shows that the probability measure µ is ergodic for the flow X (recall definition (1.14))
if, and only if, the probability measure µ̂ is ergodic for the flow X̂. Therefore, since by (2.35)
the function α̂ does not vanish in Y2, from the first case applied with the Stepanoff flow X̂ we
deduce that for any invariant probability measure µ in IaΦ,

µ({a = 0}) = µ̂
Ä¶
a ◦Ψ−1 = 0

©ä
= µ̂

Ä¶
(a ◦Ψ−1) α̂ = 0

©ä
= µ̂({â = 0}) = 1,

which concludes the proof of Theorem 2.1. �

2.4 A complete picture of the Stepanoff flow

It turns out that the Stepanoff flows allow us to illustrate the four cases of Proposition 2.4 as
well as the results of Section 2.3. To this end, consider a vector field b = a ζ in C1

] (Y2)2, where
a is a function in C1

] (Y2) and ζ is a unit vector in R2.

1. Assume that the function a has a constant sign in Y2, for instance a ≥ 0 in Y2.

On the one hand, when the vector ζ is commensurable in R2, i.e. T ζ ∈ Z2 for some
T > 0, we have the following alternative:

• If the function a(· ζ + x) does not vanish in R, it is easy to check that

X(t, x) = F−1
x (t) ζ + x, where Fx(t) :=

∫ t

0

ds

a(s ζ + x)
for t ∈ R, (2.39)

and F−1
x denotes the reciprocal of the function Fx. Therefore, we get that

lim
t→∞

X(t, x)

t
= m(x) ζ, where m(x) :=

Ç
1

T

∫ T

0

dt

a(t ζ + x)

å−1

∈ (0,∞). (2.40)

The limit m(x) in (2.40) is deduced from the T -periodicity of a(· ζ + x) (due to
T ζ ∈ Z2 and the Z2-periodicity of a).
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• If a(x) = 0, then we have X(·, x) = x. Otherwise, if a(x) 6= 0 and the function
a(· ζ+x) does vanish in R, then the new function Fx obtained by a similar expression
as the one of (2.39), is defined not on R but on the bounded interval (αx, βx) of R,
where αx < 0, respectively βx > 0, is the largest negative, respectively the smallest
positive, root of the T -periodic function a(· ζ + x). More precisely, we have

X(t, x) = F−1
x (t) ζ + x for t ∈ R,

where Fx(u) :=
∫ u

0

ds

a(s ζ + x)
for u ∈ (αx, βx).

(2.41)

Hence, the reciprocal F−1
x maps R on the bounded interval (αx, βx), so that the

trajectory X(·, x) is bounded in R2. Therefore, we get that

lim
t→∞

X(t, x)

t
= 0R2 . (2.42)

On the other hand, when the vector ζ is incommensurable in R2, by virtue of [8, Theo-
rem 3.1] (see also [9, Proposition 5.4]) we have

Ca ζ :=

 {a} ζ if a > 0 in Y2

[0, a] ζ if a does vanish in Y2,
where a :=

Ç∫
Y2

dy

a(y)

å−1

∈ [0,∞). (2.43)

More precisely, when a > 0 in Y2, the unit set {a} ζ is also deduced from formula (2.39).
Then, we approximate the continuous function 1/a uniformly on Y2 by Fejér’s type
trigonometric polynomials, and we notice that

∀ k ∈ Z2 \ {0R2}, lim
t→∞

Ç
1

t

∫ t

0
e−2iπ s ζ·k ds

å
= 0.

On the contrary, when the function a does vanish in Y2, we may apply the perturbation
result [8, Theorem 3.1] with the sequence an := a + 1/n > 0 for n ≥ 1, since by the
previous case Can ζ = {an} ζ and by Beppo-Levi’s theorem

lim
n→∞

an = lim
n→∞

Ç∫
Y2

dy

a(y) + 1/n

å−1

= a ∈ [0,∞).

Therefore, collecting limits (2.40), (2.42) combined with (1.18), (1.21), and the incom-
mensurable case (2.43), we obtain the complete characterization of the Herman rotation
set Cb for the Stepanoff flow, when the function a has a constant sign:

Ca ζ =


î
min
Y2

m,max
Y2

m
ó
ζ if ζ is commensurable in R2

{a} ζ if ζ is incommensurable and a > 0 in Y2

[0, a] ζ if ζ is incommensurable and a does vanish in Y2,

(2.44)

with the convention  a := 0 if 1/a /∈ L1
] (Y2)

m(x) := 0 if a(· ζ + x) does vanish in R.
(2.45)

Note that in the first case of (2.44), the whole rotation set Cb may be represented thanks
to the asymptotics of the flow X, namely we have

∀µ ∈ Ib, ∃x ∈ Y2, µ(b) = lim
t→∞

X(t, x)

t
. (2.46)

The situation is less clear in the third case of (2.44).
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2. Now, assume that the function a does change sign in Y2, which in particular implies that
a does vanish in Y2 (with possibly an infinite number of roots).

The case where ζ is commensurable is quite similar. Indeed, using the explicit formula
(2.41) of the flow X, the first formula of (2.44) for Cb still holds.

On the contrary, applying Theorem 2.1 with Φ = ζ, the case where ζ is incommensurable
leads us to the null asymptotics of the flow, or equivalently by (1.23), to Cb = {0R2}.

Let us now illustrate the cases (I), (II) (III), (IV) of Proposition 2.4 thanks to Stepanoff’s flows
with suitable functions a.

(I) Let ζ := e1, and define a(x) := a1(x1) a2(x2) for x = (x1, x2) ∈ Y2, where a1 is a positive
function in C1

] (Y1) and a2 is a non constant function in C1
] (Y1) with a finite positive

number of roots in Y1 (so that a has a constant sign). Then, the function m defined in
(2.40) is given by

m(x) = a2(x2)

Ç∫ 1

0

dt

a1(t+ x1)
dt

å−1

= a1 a2(x2) for x ∈ Y2,

where a1 denotes the harmonic mean of a1 on Y1. Therefore, from the first case of (2.44)
we deduce that

Ca e1 =
î
min
Y1

a2,max
Y1

a2

ó
a1 e1, with min

Y1
a2 < max

Y1
a2.

(II) We take again the previous example, but assuming this time that the function a2 is a
constant function c2 ∈ R. Therefore, we deduce that

Ca e1 = {a1 c2} e1.

(III) Let ζ be an incommensurable vector in R2, and let a be any positive (or negative) function
in C1

] (Y2). Therefore, from the second case of (2.44) we deduce that

Ca e1 = {a} ζ.

(IV) Let ζ be an incommensurable vector in R2, and let a be any vanishing non negative (or
non positive) function in C1

] (Y2) with a finite number of roots in Y2. Therefore, from the
third case of (2.44) we deduce that that Ca ζ is the closed line segment

Ca ζ = [0, a] ζ.

An example of such a function a is given by

a(x) :=
Ä

sin2(πx1) + sin2(πx2)
äα
, x = (x1, x2) ∈ Y2, for any α ∈ (1/2,∞),

which satisfies

a =

®
∈ (0,∞) if α ∈ (1/2, 1)

0 if α ≥ 1.

Let us conclude this section by a remark on the necessary regularity restriction of the vector
field b under the incommensurable case (c) of the Franks-Misiurewicz Theorem 1.1.
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Remark 2.6 Theorem 2.1 shows that the incommensurable case of the Stepanoff flow associ-
ated with a vector field a ζ, with a ∈ C1

] (Y2) and ζ incommensurable in R2, is fully characterized
by the four following situations:

Ca ζ =



{0R2} if a changes sign in Y2

{0R2} if a has a constant sign and does vanish in Y2, with 1/a /∈ L1
] (Y2)

[0, a] ζ if a has a constant sign and does vanish in Y2, with 1/a ∈ L1
] (Y2)

{a} ζ if a does not vanish in Y2.

(2.47)

Therefore, the case (c) of Theorem 1.1 holds only when a does vanish and has a constant sign
in Y2 with 1/a ∈ L1

] (Y2). This condition is rather restrictive, since it cannot be satisfied by a
function a ∈ C2

] (Y2). Indeed, if for instance the non negative function a ∈ C2
] (Y2) vanishes at

the point 0R2, then we have ∇a(0R2) = 0R2, and we deduce that there exist R > 0 and C > 0
satisfying ∫

Y2

dx

|a(x)|
≥
∫
{|x|<R}

dx

|a(x)|
≥
∫
{|x|<R}

C

|x|2
dx = 2π C

∫ R

0

dr

r
=∞. (2.48)

Beyond the Stepanoff flows class, the same restriction applies in the more general framework
of Proposition 2.7 (ii). Indeed, in this setting the vector field b reads as b = aΦ, where Φ is a
non vanishing vector field, and where a = 1/σ with σ(x) dx an invariant probability measure in
Ib, is a vanishing non negative function which cannot belong to C2

] (Y2) due to (2.48).

3 Fourier relations satisfied by invariant measures

The following result provides an integral relation and equivalent Fourier relations satisfied by
any pair of invariant probability measures for the flow (1.1). As a by product the Fourier
relations (3.3) for j = k extend the Franks-Misiurewicz collinearity result (1.28).

Theorem 3.1 Let µ and ν be two invariant probability measures for the flow (1.1) associated
with a vector field b ∈ C1

] (Y2)2. Then, there are unique (up to additive constants) stream
functions u], v] in BV](Y2) defined by the vector-valued measure representations (see Remark 3.1
just below)

b µ = µ(b) +R⊥∇u] and b ν = ν(b) +R⊥∇v] in Y2. (3.1)

Moreover, for any function ρ ∈ C2
] (Y2×Y2), we have the following integral relation∫

Y2

∫
Y2
ρ(x, y) det (b(x), b(y)) dµ(x) dν(y)

= R⊥ν(b) ·
∫
Y2

Ç∫
Y2
ρ(x, y) dy

å
b(x) dµ(x)−R⊥µ(b) ·

∫
Y2

Ç∫
Y2
ρ(x, y) dx

å
b(y) dν(y)

+
∫
Y2

∫
Y2

Ç
∂2ρ

∂x1∂y2

− ∂2ρ

∂x2∂y1

å
u](x) v](y) dxdy,

(3.2)

or equivalently, in terms of the Fourier coefficients

∀ (j, k) ∈ (Z2 \ {0R2})2 ∪ {(0R2 , 0R2)}, det
Ä
µ̂b(j), ν̂b(k)

ä
= − 4π2 det (j, k) û](j) “v](k). (3.3)

Remark 3.1 The two equalities of (3.1) have to be understood in the sense of the vector-valued
Radon measures on Y2, including an integration by parts for the orthogonal gradient term. For
instance, the first equality of (3.1):
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• on the space R2, according to the definition of the Radon measure µ̃ ∈M (R2) in (1.25),
means that for any smooth function with compact support Φ in C∞c (R2)2,∫

R2
b(x) · Φ(x) µ̃(x) =

∫
R2
µ(b) · Φ(x) dx+

∫
R2

div(R⊥Φ)(x)u](x) dx, (3.4)

• or equivalently, on the torus Y2 using (1.25), means that for any Z2-periodic function Ψ
in C∞] (Y2)2, which is associated with a periodized function Ψ := Φ] by [6, Lemma 3.5],∫

Y2
b(x) ·Ψ(x) dµ(x) =

∫
Y2
µ(b) ·Ψ(x) dx−

∫
Y2
R⊥Ψ(x) · d∇u](x)

=
∫
Y2
µ(b) ·Ψ(x) dx+

∫
Y2

div(R⊥Ψ)(x)u](x) dx.
(3.5)

See Appendix 6.2 below for further details.

Remark 3.2 As an immediate consequence of relation (3.2), we have

∀ f ∈ C0
] (Y2),

∫
Y2

∫
Y2
f(x± y) det (b(x), b(y)) dµ(x) dν(y) = 0. (3.6)

Indeed, for any function f ∈ C2
] (Y2), by (1.28) the function ρ : (x, y) 7→ f(x ± y) satisfies the

equalities

R⊥ν(b) ·
∫
Y2

Ç∫
Y2
f(x± y) dy

å
b(x) dµ(x)−R⊥µ(b) ·

∫
Y2

Ç∫
Y2
f(x± y) dx

å
b(y) dν(y)

= 2 f det (µ(b), ν(b)) = 0,

and
∂2ρ

∂x1∂y2

− ∂2ρ

∂x2∂y1

= 0 in Y2×Y2.

The case where the function f is only continuous easily follows from a density argument.

Remark 3.3 Actually, in any dimension d ≥ 2 and for any invariant probability measure µ
related to the flow (1.1) induced by any vector field b ∈ C1

] (Yd)
d, we have the Fourier relations

∀ k ∈ Zd \ {0Rd}, µ̂b(k) · k = 0. (3.7)

Indeed, applying the divergence-curl equality (1.27) with measure µ and any regular function ψ
in C∞] (Yd), and using Parseval’s equality, we get that

0 =
∫
Yd

∇ψ(y) · b(y) dµ(y) = − 2iπ
∑
k∈Zd

“ψ(k) k · µ̂b(k),

which, due to the arbitrariness of ψ, thus yields (3.7).

Remark 3.4 Note that the case j = k = 0R2 in relation (3.3) corresponds to the collinearity
result (1.28). Furthermore, changing k by − k for any integer vector k, a by-product of relations
(3.3) is given by the following correlation between the Fourier coefficients of any two divergence
free vector-valued measures µ b and ν b,

∀ j, k ∈ Z2 \ {0R2},

det (j, k) = 0 ⇒


det

(
Re
Ä
µ̂b(j)

ä
,Re
Ä
ν̂b(k)

ä)
= det

(
Im
Ä
µ̂b(j)

ä
, Im
Ä
ν̂b(k)

ä)
= 0

det
(
Re
Ä
µ̂b(j)

ä
, Im
Ä
ν̂b(k)

ä)
= det

(
Im
Ä
µ̂b(j)

ä
,Re
Ä
ν̂b(k)

ä)
= 0.

(3.8)
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Therefore, Fourier relations (3.3) and (3.8) may be regarded as an extension of the Franks-
Misiurewicz [15, Theorem 1.2] for the continuous flows to the ODE’s flows, with more substan-
tial correlation between the invariant measures.

On the other hand, since the stream functions u] and v] of (3.1) belong to L2
] (Y2), from

relations (3.3) and Parseval’s formula we also deduce the estimate

∑
(j,k)∈Z2×Z2,det (j,k)6=0

∣∣∣∣∣∣ det
Ä
µ̂b(j), ν̂b(k)

ä
det (j, k)

∣∣∣∣∣∣
2

≤ 16π4 ‖u]‖2
L2
]
(Y2) ‖v

]‖2
L2
]
(Y2) <∞.

Proof of Theorem 3.1. The proof of the classical representation (3.1) is postponed in Ap-
pendix 6.2.

The case j = k = 0R2 in (3.3) corresponds exactly to the collinearity result (1.28).
Now, let j, k ∈ Z2 \ {0R2}. Taking the Fourier coefficients of the representations (3.1) of the
vector-valued measures µ b, ν b respectively at the integer points j, k, and using Kronecker’s
symbol δj,k, we get that

det
Ä
µ̂b(j), ν̂b(k)

ä
=
Ä
µ(b) δj,0R2 ,+R⊥

‘∇u](j)ä ·R⊥Äν(b) δk,0R2 +R⊥
‘∇v](k)

ä
= ‘∇u](j) ·R⊥‘∇v](k) = − 4π2 det (j, k) û](j) “v](k),

which implies the Fourier relations (3.3).
On the other hand, a trigonometric polynomial Σ in Y2×Y2 can be written as

Σ(x, y) =
∑

(j,k)∈J×K
cj,k e

−2iπ (j·x+k·y) for (x, y) ∈ Y2×Y2,

where J,K are any non empty finite subsets of Z2, and cj,k for (j, k) ∈ J×K are any complex
numbers. Taking into account equality (1.28), any trigonometric polynomial Σ satisfies the
three following equalities:∫

Y2

∫
Y2

Σ(x, y) det (b(x), b(y)) dµ(x) dν(y) =
∑

(j,k)∈J×K\{(0R2 ,0R2 )}
cj,k det

Ä
µ̂b(j), ν̂b(k)

ä
,

and

−R⊥µ(b) ·
∫
Y2

Ç∫
Y2

Σ(x, y) dx

å
b(y) dν(y) +R⊥ν(b) ·

∫
Y2

Ç∫
Y2

Σ(x, y) dy

å
b(x) dµ(x)

=
∑

k∈K\{0R2}
c0R2 ,k

det
Ä
µ̂b(0R2), ν̂b(k)

ä
+

∑
j∈J\{0R2}

cj,0R2 det
Ä
µ̂b(j), ν̂b(0R2)

ä
,

and∫
Y2

∫
Y2

Ç
∂2Σ

∂x1∂y2

(x, y)− ∂2Σ

∂x2∂y1

(x, y)

å
u](x) v](y) dxdy = − 4π2

∑
(j,k)∈J×K

cj,k det (j, k) û](j) “v](k).
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These equalities combined with relations (3.3) yield∫
Y2

∫
Y2

Σ(x, y) det (b(x), b(y)) dµ(x) dν(y) +R⊥µ(b) ·
∫
Y2

Ç∫
Y2

Σ(x, y) dx

å
b(y) dν(y)

−R⊥ν(b) ·
∫
Y2

Ç∫
Y2

Σ(x, y) dy

å
b(x) dµ(x)

=
∑

(j,k)∈J\{0R2}×K\{0R2}
cj,k det

Ä
µ̂b(j), ν̂b(k)

ä
= − 4π2

∑
(j,k)∈J\{0R2}×K\{0R2}

cj,k det (j, k) û](j) “v](k)

= − 4π2
∑

(j,k)∈J×K
cj,k det (j, k) û](j) “v](k)

=
∫
Y2

∫
Y2

Ç
∂2Σ

∂x1∂y2

(x, y)− ∂2Σ

∂x2∂y1

(x, y)

å
u](x) v](y) dxdy.

(3.9)

Hence, any trigonometric polynomial Σ satisfies relation (3.2). Therefore, applying Fejér’s

approximation theorem to the continuous functions ρ and ∂2ρ
∂x1∂y2

− ∂2ρ
∂x2∂y1

in Y2×Y2, we deduce

from (3.9) that any function ρ ∈ C2(Y2×Y2) satisfies the integral relation (3.2).
The proof of Theorem 3.1 is now complete. �

The Fourier relations (3.3) are not satisfied in general for any pair of vectors (j, k) ∈ Z2.
Surprisingly, the validity of the Fourier relations (3.3) adding all the pairs (j, 0R2) and (0R2 , k)
with j, k ∈ Z2 \ {0R2}, characterizes a subclass of two-dimensional Stepanoff flows as shows the
following result.

Proposition 3.1 Let b ∈ C1
] (Y2)2 be a vector field which has a finite number of roots in Y2,

with 1/|b| ∈ L1
] (Y2), and such that there exists an invariant probability measure m ∈ Ib for the

flow (1.1), with m(b) incommensurable in R2. Then, we have the following equivalence

∀µ, ν ∈ Ib, ∀ j, k ∈ Z2, det
Ä
µ̂b(j), ν̂b(k)

ä
= − 4π2 det (j, k) û](j) “v](k)

m

∃ a ∈ C1
] (Y2) with constant sign such that

1

a
∈ L1

] (Y2) and b = am(b) in Y2.

(3.10)

Proof of Proposition 3.1. Assume that the Fourier relations of (3.10) hold. Let u] be the
stream function in L2

] (Y2) associated with m, i.e. by (3.1) satisfying

mb = m(b) +R⊥∇u] in Y2. (3.11)

Taking µ = ν = m and j = 0R2 in the first assertion of (3.10), we get that

∀ k ∈ Z2 \ {0R2}, det
Ä
m(b), m̂b(k)

ä
= − 2iπ û](k)m(b) ·R⊥k = 0.

This combined with the incommensurability of m(b) yields

∀ k ∈ Z2 \ {0R2}, û](k) = 0,

which implies that u] is constant in Y2. Hence, we deduce from (3.11) that mb = m(b) in Y2.
Then, we have for any function ϕ ∈ C0

] (Y2) and for any ε > 0,∫
Y2

Ç
ϕ(x) b(x)

|b(x)|2 + ε

å
· b(x) dm(x) =

∫
Y2

Ç
ϕ(x) b(x)

|b(x)|2 + ε

å
·m(b) dx.
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Passing to the limit as ε → 0 in the previous equality and using Lebesgue’s theorem with
respect to measures dm(x) and dx (recall that 1/|b| ∈ L1

] (Y2)), we get that for any ϕ ∈ C0
] (Y2),

∫
Y2
ϕ(x)1{b 6=0R2}(x) dm(x) =

∫
Y2
ϕ(x)

b(x) ·m(b)

|b(x)|2
1{b 6=0R2}(x) dx,

or equivalently,

1{b6=0R2}(x) dm(x) =
b(x) ·m(b)

|b(x)|2
1{b 6=0R2}(x) dx in Y2.

Multiplying by b(x) the previous equality and using that b(x) dm(x) = m(b) dx in Y2, it follows
that

m(b) =
b(x) ·m(b)

|b(x)|2
b(x) for any x ∈ {b 6= 0R2}. (3.12)

Therefore, since by hypothesis b has a number finite of roots in Y2 and m(b) 6= 0R2 , we deduce
from (3.12) that the function a defined by

a(x) :=


|b(x)|2

b(x) ·m(b)
if b(x) 6= 0R2

0 if b(x) = 0R2 ,

satisfies b = am(b) in Y2, belongs to C1
] (Y2) since b does, has a constant sign, and

1

|a|
≤ |m(b)|
|b|

∈ L1
] (Y2).

Conversely, assume that the vector field b reads as b = a ξ, where a is a non negative (for
instance) function in C1

] (Y2) having a finite number of roots in Y2 with 1/a ∈ L1
] (Y2), and

where ξ is an incommensurable vector in R2. Then, by virtue of [29, 25] and more precisely by
[9, Proposition 5.1, Remark 5.2]), the set Eb of the ergodic measure of the associated so-called
Stepanoff flow [33] is finite and is given by

Eb =
¶
m(dx) = a/a(x) dx

©
∪
¶
δx : a(x) = 0

©
,

where m is also the unique invariant probability measure on Y2 which does not load the zero
set of a. Since by (1.17) each probability measure in Ib is a convex combination of elements
of the finite set Eb, it is enough to show that any pair (µ, ν) of measures in Eb satisfies the
Fourier relations (3.10). It is immediate if at least one of the two measures in the pair (µ, ν),
for instance µ, is a Dirac measure δx with a(x) = 0. Indeed, we then have δx b = 0R2 , so that”µ b = 0. Otherwise, we have µ = ν = m. Therefore, since mb = a ξ = m(b), the associated
stream function u] defined by (3.11) is constant in Y2, so that the Fourier relations satisfy

∀ j, k ∈ Z2, det
Ä
m̂b(j), m̂b(k)

ä
= det

Ä
m(b) δj,0R2 ,m(b) δk,0R2

ä
= 0

− 4π2 det (j, k) û](j) û](k) = − 4π2 det (j, k) δj,0R2 δk,0R2 (u])2 = 0,

which yields the first assertion of (3.10). This concludes the proof of Proposition 3.10. �
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Figure 1: Four cylinders being at a positive distance from each other in Y3.

4 Dimension two versus dimension three

The situation for the three-dimensional ODE’s flow is radically different, since we have the
following result.

Theorem 4.1 For any closed convex polyhedron P of R3 with rational vertices, there exists a
vector field b ∈ C1

] (Y3)3 such that the associated Herman rotation set Cb agrees with P.

Remark 4.1 Theorem 4.1 illuminates the gap between dimension three and dimension two in
relation to the asymptotics of the flow. Indeed, the Franks-Misiurewicz Theorem 1.1 ensures
that the two-dimensional rotation set Cb is always a closed line segment of R2.

The three-dimensional result of Theorem 4.1 appears as the extension in dimension three of
the similar two-dimensional closure result of Kwapisz [23] for any convex polygon with rational
vertices, which is obtained for a suitable lift F : R2 → R2 of some homeomorphism on Y2

homotopic to identity, rather than the ODE’s lift X(1, ·) : R2 → R2 associated with a suitable
two-dimensional vector field b.

The proof of Theorem 4.1 is based on a cylinders structure (see Figure 1) similar to the one
used by Llibre and Mackay [22, Example 4]. However, these authors built a particular flow F
on the torus Y3 homotopic to identity, directly from the cylinders structure. In contrast, we
construct below a vector field b directly from a general cylinders structure (see from (4.2) to
(4.4)), which itself induces the flow X (1.1). The aim in both approaches consists in deriving a
rotation set which has the shape of a convex polyhedron of R3.

We need the following algebraic result which is proved at the end of the section.

Lemma 4.1 Let (ξ1, . . . , ξn−1) be n−1 vectors in Q3 \{0R3} and let ξn ∈ Q3, for n ≥ 2. Then,
there exist n points x1, . . . , xn in R3 such that

∀ i 6= j ∈ {1, . . . , n}, Π(xi + R ξi) ∩ Π(xj + R ξj) = Ø, if ξn 6= 0R3 ,

∀ i 6= j ∈ {1, . . . , n− 1},

 Π(xi + R ξi) ∩ Π(xj + R ξj) = Ø

Π(xi + R ξi) ∩ {0Y3} = Ø,
if ξn = 0R3 ,

(4.1)

where Π denotes the canonical surjection from R3 on Y3.
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Proof of Theorem 4.1. Let P(ξ1, . . . , ξn) be a closed convex polyhedron of R3 with rational
vertices, and let ξ1, . . . , ξn−1 be non null vectors of R3.

First case: ξn 6= 0R3.

Consider n points x1, . . . , xn ∈ R3 satisfying the first assertion of (4.1). For each i ∈ {1, . . . , n},
let Ci be the closed cylinder of R3 of axis xi + R ξi and of radius R > 0. In view of (4.1) we
may choose R small enough such that

∀ i 6= j ∈ {1, . . . , n}, ∀ k 6= ` ∈ Z3, (k+Ci)∩ (`+Ci) = Ø and Π(Ci)∩Π(Cj) = Ø. (4.2)

Figure 1 represents the n = 4 two-by-two disjoint “cylinders” of Y3

A1 = Π(C1), B1 = Π(C2), A2 = Π(C3), A3 = Π(C4),

such that the cylinders C1, C2, C3, C4 of R3 have respective directions e1, e1, e2, e3.
Moreover, note that each “cylinder” Π(Ci) for i ∈ {1, . . . , n}, is a compact set of Y3, since

Π−1(Π(Ci)) =
⋃
k∈Z3

(k + Ci)

is a closed set of R3 due to the first equality of (4.2), and thus Π(Ci) is a closed set of Y3.
This combined with the second equality of (4.2) implies that the two-by-two disjoint compact
sets Π(C1), . . . ,Π(Cn) are to a positive distance from each other. Hence, we may consider a
partition of unity (ϕ1, . . . , ϕn) in C1

] (Y3) associated with Π(C1), . . . ,Π(Cn), satisfying

0 ≤ ϕi ≤ 1 in Y3, for any i ∈ {1, . . . , n},

ϕi = 1 in Π(Ci), for any i ∈ {1, . . . , n},
n∑
i=1

ϕi = 1 in Y3.

(4.3)

Then, define the vector field b ∈ C1
] (Y3)3 by

b(y) :=
n∑
i=1

ϕi(y) ξi for y ∈ Y3, (4.4)

and define the probability measures µ1, . . . , µn on Y3 by

dµi(y) :=
1Π(Ci)(y)

|Π(Ci)|
dy for i ∈ {1, . . . , n}. (4.5)

Let i ∈ {1, . . . , n}, and let ψ ∈ C∞] (Y3). By [6, Lemma 3.5] the function ψ can be represented
as a periodized function ϕ], according to (1.25), of a suitable function ϕ ∈ C∞c (Rd). Then,
using successively (4.4), the first equality of (4.2) which implies that

1Π(Ci) = [1Ci
]] =

∑
k∈Z3

1k+Ci
in R3,

and integrating by parts on each cylinder k + Ci, we get that∫
Y3
b(y) · ∇ψ(y) dµi(y) =

1

|Π(Ci)|

∫
Y3

[1Ci
]](y) ξi · ∇ϕ](y) dy

=
1

|Π(Ci)|
∑
k∈Z3

Ç∫
Y3

[1Ci
]](y) ξi · ∇ϕ(y + k) dy

å
=

1

|Π(Ci)|

∫
R3

[1Ci
]](x) ξi · ∇ϕ(x) dx

=
1

|Π(Ci)|

∫
R3

Å ∑
k∈Z3

1k+Ci
(x)
ã
ξi · ∇ϕ(x) dx =

1

|Π(Ci)|
∑
k∈Z3

Ç∫
k+Ci

ξi · ∇ϕ(x) dx

å
=

1

|Π(Ci)|
∑
k∈Z3

Ö∫
k+∂Ci

ξi · ν(x)︸ ︷︷ ︸
=0

ϕ(x) dσ(x)

è
= 0,

30



where ν(x) is the unit outer normal to the cylinder ∂Ci orthogonal to the direction ξi of Ci.
Hence, by virtue of Proposition 1.1 the probability measure µi is invariant for the flow associated
with b. Therefore, by (4.4) we obtain that

∀ i ∈ {1, . . . , n}, µi(b) =
1

|Π(Ci)|

∫
Π(Ci)

ξi dx = ξi.

By convexity this implies that the rotation set Cb contains the closed polyhedron P(ξ1, . . . , ξn).
Conversely, by the definition (4.4) of the vector field b combined with (4.3), we have for any

invariant probability measure µ for the flow associated with b,

µ(b) =
n∑
i=1

Ç∫
Y3
ϕi(y) dµ(y)

å
ξi with

n∑
i=1

∫
Y3
ϕi(y) dµ(y)︸ ︷︷ ︸
∈[0,1]

= 1.

Hence, the vector µ(b) belongs to P(ξ1, . . . , ξn) for any µ ∈ Ib, so that the rotation set Cb
agrees with the polyhedron P(ξ1, . . . , ξn). This concludes the first case.

Second case: ξn = 0R3.

By the second assertion of (4.1), Π(C1), . . . ,Π(Cn−1) and {0Y3} are two-by-two disjoint compact
sets of Y3, which are thus at a positive distance from each other. Hence, we may consider a
partition of unity (ϕ1, . . . , ϕn) in C1

] (Y3) associated with Π(C1), . . . ,Π(Cn−1) and {0Y3} satis-
fying 

0 ≤ ϕi ≤ 1 in Y3, for any i ∈ {1, . . . , n},

ϕi = 1 in Π(Ci), for any i ∈ {1, . . . , n−1},

ϕn(0Y3) = 1,
n∑
i=1

ϕi = 1 in Y3.

Then, define the vector field b ∈ C1
] (Y3)3 by

b(y) :=
n−1∑
i=1

ϕi(y) ξi for y ∈ Y3,

and define the probability measures µ1, . . . , µn on Y3 by

dµi(y) :=
1Π(Ci)(y)

|Π(Ci)|
dy for i ∈ {1, . . . , n− 1} and µn := δ0Y3

.

Therefore, proceeding as in the first case we obtain that the rotation set Cb agrees with the
convex polyhedron P(ξ1, . . . , ξn−1, 0R3).

The proof of Theorem 4.1 is now complete. �

Remark 4.2 Contrary to dimension three, the geometrical structure (4.4) of the vector field b
is necessarily restricted in dimension two to a stratification in some direction k ∈ Z2 \ {0R2} by

b(y) :=
n∑
i=1

ϕi(y)αi k for y ∈ Y2,

where (ϕ1, . . . , ϕn) is a partition of the unity in C1
] (Y2; [0, 1]) associated with n subsets A1, . . . , An

of Y2 which are two-by-two disjoint closure open strips in the direction orthogonal to k, and
where α1, . . . αn are n real constants. See Figure 2 with two strips A1, A2 in the direction or-
thogonal to the vector k := e1 + e2. This leads us to a closed line segment Cb carried by [0R2 , k].
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Figure 2: Above two strips being at a positive distance from each other in Y2.
Below the periodic repetition in R2.

Proof of Lemma 4.1.

First case: ξn 6= 0R3.
Let us prove by induction on n ≥ 2 that the first assertion (4.1), including in the induction
hypothesis the condition

∀ i ∈ {1, . . . , n}, xi /∈ E0 :=
⋃

k∈Z3\{0R3}

⋃
p∈Z

¶
x ∈ R3 : x · k = p

©
. (4.6)

The proof of the transition from n−1 to n includes the initialization with n = 2. Assume that
that the first assertion of (4.1) hold for the n−1 vectors ξ1, . . . , ξn−1 in Q3 \ {0R3}, with n−1
points x1, . . . , xn−1 in R3 satisfying (4.6).

First of all, since for any i ∈ {1, . . . , n−1}, for any k ∈ Z3 \ {0R3} and for any p ∈ Z, the
hyperplanes of R3 ¶

x ∈ R3 : x · k = p
©

and
¶
x ∈ R3 : (x− xi) · k = p

©
have zero Lebesgue’s measure, so have the countable unions E0 in (4.6) and

E :=
n−1⋃
i=1

⋃
k∈Z3\{0R3}

⋃
p∈Z

¶
x ∈ R3 : (x− xi) · k = p

©
, (4.7)

which implies that E0 ∪ E 6= R3. Then, consider a point xn ∈ R3 \ (E0 ∪ E), and assume by
contradiction that for some i ∈ {1, . . . , n−1}, there exists x ∈ R3 such that

Π(x) ∈ Π(xi + R ξi) ∩ Π(xn + R ξn).
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Hence, there exist ti, tn ∈ R and ki, kn ∈ Z3 such that

x = xi + ti ξ
i + ki = xn + tn ξ

n + kn. (4.8)

Now, solve the linear system of unknown (ti, tn):
ξi1 ti − ξn1 tn = xn1 − xi1 + kn1 − ki1
ξi2 ti − ξn2 tn = xn2 − xi2 + kn2 − ki2
ξi3 ti − ξn3 tn = xn3 − xi3 + kn3 − ki3,

(4.9)

with ξi, ξn, ki, kn ∈ Q3 and ξi, ξn non null. If the vectors ξi and ξn are not parallel, then for
example, the (2×2) determinant ξi2 ξ

n
3 − ξi3 ξn2 is non zero, so that the two last equations of (4.9)

have a unique solution (ti, tn) in R2. Putting this solution in the first equation of (4.9) we get
that

∃ (α1, α2, α3) ∈ Q3 \ {0R3}, α1 (xn1 − xi1) + α2 (xn2 − xi2) + α3 (xn3 − xi3) ∈ Q, (4.10)

where α1 = 1 in the case ξi2 ξ
n
3 − ξi3 ξn2 6= 0. The other cases are similar. Otherwise, if ξi = α ξn

for α ∈ R \ {0}, then (4.8) yields

xi − xn = (tn − α ti) ξn + kn − ki,

which still leads us to (4.10). Hence, in all cases we deduce from (4.10) the existence of a vector
k ∈ Z3 \{0R3} such that (xn−xi) ·k ∈ Z, which contradicts the choice xn /∈ E defined by (4.7).
Therefore, we obtain that

∀ i 6= j ∈ {1, . . . , n− 1}, Π(xi + R ξi) ∩ Π(xn + R ξn) = Ø,

which combined with the induction hypothesis shows the first assertion of (4.1).

Second case: ξn = 0R3.
Let i ∈ {1, . . . , n−1}. If 0Y3 ∈ Π(xi + R ξi), then there exist ti ∈ R and ki ∈ Z3 such that
xi = ti ξ

i + ki. Hence, due to ξi 6= 0R3 , there exists a vector k ∈ Z3 \ {0R3} such that xi · k ∈ Z,
which contradicts the induction hypothesis (4.6) for n−1. Therefore, the second assertion of
(4.1) holds, which concludes the proof of Lemma 4.1. �

5 Homogenization of 2D linear transport equations

Let T ∈ (0,∞), let b ∈ C1
] (Y2)2, and let u0(x, y) ∈ C0

c (R2;C0
] (Y2)). Consider the transport

equation in the cylinder QT := (0, T )× R2


∂uε
∂t

(t, x)− b(x/ε) · ∇xuε(t, x) = 0 in QT

uε(0, x) = u0(x, x/ε) for x ∈ R2.

(5.1)

In the sequel, we define for f ∈ L1
] (Y2), the rescaled function fε by fε(x) := f(x/ε), x ∈ R2.

We have the following homogenization result.

Theorem 5.1 Let b be a vector field in C1
] (Y2)2, and let σ be an almost-everywhere positive

function in Y2 satisfying

σ ∈ W 1, 2r
r+2

] (Y2) with r ∈ (2,∞) and
1

σ
∈ Lp] (Y2) with p >

r

r − 2
, (5.2)

33



div (σ b) = 0 in D ′(R2) and ζ := σ b =
∫
Y2
σ(y) b(y) dy 6= 0R2 . (5.3)

Then, for any function u0(x, y) in C0
c (R2;C0

] (Y2)), the solution uε to equation (5.1) satisfies,
up to a subsequence,

σε(x)uε(t, x) ⇀ v(t, x) := U(t, x, ·) weakly in Lq(QT ), with q :=
p r

p r − p− r
∈ (1, r), (5.4)

where U(t, x, y) ∈ Lq(QT ;Lq](Y2)) is solution to the infinite dimensional system of transport
equations in Y2

∂U

∂t
(t, x, y)− b(y) · ∇yU(t, x, y) = 0 in Y2

divy
Ä
U(t, x, y) b(y)

ä
= 0 in Y2,

for a.e. (t, x) ∈ QT , (5.5)

and the weak limit v of σεuε is solution to the nonlocal homogenized equation
∂v

∂t
(t, x)− ζ

|ζ|2
· ∇
Ç∫

Y2
U(t, x, y) b(y) · ζ dy

å
= 0 in QT

v(0, x) = σ u0(x, ·) for x ∈ R2.

(5.6)

Moreover, if Cb = {ζ}, then homogenized equation (5.6) becomes the local transport equation
∂v

∂t
(t, x)− ζ · ∇v(t, x) = 0 in QT

v(0, x) = σ u0(x, ·) for x ∈ R2.

(5.7)

Remark 5.1 Theorem 5.1 is an extension of [21, Theorem 3.2] and [9, Theorem 3.2] obtained
with σ = 1, as well as an extension of [7, Proposition 3.1] obtained with σ being the jacobian
determinant of some C2-diffeomorphism on Y2. The homogenized transport equation (5.7) was
also derived [8, Theorem 5.1] in any dimension under the sole assumption that the rotation set
Cb is a unit set, but without oscillating initial condition, i.e. for u0(x, y) independent of the fast
variable y.

In the two-dimensional framework of Theorem 5.1, the case #Cb = 1 is regarded as a by-
product of the more general limit equation (5.6). This limit equation illuminates the specific
two-dimensional dynamics of Theorem 1.1, namely the fact that Cb is a closed line segment of
R2. As a consequence, the drift velocity term in equation (5.6) appears as a nonlocal term as
shown by Tartar [36, Section 2] in dimension one (see also [3, 4] and the references therein).
However, and that is the new point, the nonlocal drift acts in a fixed direction ζ ∈ Cb. In other
words, the loss of compactness by homogenization of the transport equation (5.1) holds only in
the direction of the rotation set Cb.

Proof of Theorem 5.1. First of all, note that by virtue of [12, Proposition II.1, Theorem II.2]
equation (5.1) has a unique solution uε in L∞(QT ) for a fixed ε > 0. Moreover, using a

density argument with σ ∈ W 1,2r/(r+2)
] (Y2) and uε ∈ L∞(QT ), and the change of test functions

φ(t, x)→ φ(t, x)σε(t, x), the variational formulation of (5.1)

∀φ ∈ C∞c ([0, T )× R2),


−
∫
QT

∂φ

∂t
(t, x)uε(t, x) dtdx−

∫
R2
φ(0, x)u0(x, x/ε) dx

+
∫
QT

div (φ(t, x) bε(x))uε(t, x) dtdx = 0,
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may be extended to

∀φ ∈ C∞c ([0, T )× R2),


−
∫
QT

∂φ

∂t
(t, x)σε(x)uε(t, x) dtdx−

∫
R2
φ(0, x)σε(x)u0(x, x/ε) dx

+
∫
QT

div
Ä
φ(t, x)σε(x) bε(x)

ä
uε(t, x) dtdx = 0.

Hence, since σε bε is divergence free, it follows that for any φ ∈ C∞c ([0, T )× R2),
−
∫
QT

∂φ

∂t
(t, x)σε(x)uε(t, x) dtdx−

∫
R2
φ(0, x)σε(x)u0(x, x/ε) dx

+
∫
QT

σε(x)uε(t, x) bε(x) · ∇xφ(t, x) dtdx = 0,

(5.8)

which implies that the function vε(t, x) := σε(x)uε(t, x) is solution to the equation
∂vε
∂t

(t, x)− σε(x) bε(x) · ∇xuε(t, x) = 0 in QT

vε(0, x) = σε(x)u0(x, x/ε) for x ∈ R2.

(5.9)

Then, multiplying formally |uε|s−2 uε for s ≥ 1 in equation (5.9), and integrating by parts with
σε bε divergence free, we get the equality

d

dt

Å∫
R2
σε(x) |uε|s(t, x) dx

ã
=
∫
R2

(σε bε)(x) · ∇
Ä
|uε|s(t, x)

ä
dx = 0,

which can be justified by the regularization procedure used in the proof of [12, Proposition II.1].
This combined with σ ∈ L1

] (Y2) and u0(x, y) ∈ C0
c (R2;C0

] (Y2)), implies that there exists a
constant c > 0 such that∫

R2
σε(x) |uε|s(t, x) dx =

∫
R2
σε(x) |u0(x, x/ε)|s dx ≤ c for a.e. t ∈ (0, T ). (5.10)

Next, recalling that X is the flow (1.1) associated with the vector field b, then εX(t/ε, x/ε) is the
rescaled flow associated with the rescaled vector field bε(x). Moreover, using the characteristics
method the solution uε to the transport equation (5.1) reads as

uε(x) = u0

Ä
εX(t/ε, x/ε), X(t/ε, x/ε)

ä
for (t, x) ∈ QT ,

with

∀ (t, x) ∈ QT ,
∣∣∣ εX(t/ε, x/ε)− x

∣∣∣ =

∣∣∣∣∣ ε
∫ t/ε

0
b(X(s, x/ε)) ds

∣∣∣∣∣ ≤ ‖b‖L∞(Y2)2 .

Hence, since the initial condition u0(x, x/ε) is compactly supported independently of ε, so is
the function uε in a compact [0, T ] × K of QT . Therefore, by the Hölder inequality with the
conjugate exponents r−1

q−1
and r−1

r−q , and by the Sobolev embedding W 1,2r/(r+2)(Y2) ↪→ Lr](Y2)

satisfied by σ in (5.2), from the estimate (5.10) with s = q(r−1)
r−q , we deduce that for a.e.

t ∈ (0, T ),∫
R2

∣∣∣σε(x)uε(t, x)
∣∣∣q dx =

∫
R2

(σε(x))
r(q−1)
r−1 (σε(x))

r−q
r−1 |uε(t, x)|q dx

≤
Å ∫

K
σrε(x) dx

ã q−1
r−1
Å ∫

R2
σε(x) |uε(t, x)|

q(r−1)
r−q dx

ã r−q
r−1 ≤ c,
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which implies that the sequence vε(t, x) := σε(x)uε(t, x) is bounded in L∞((0, T );Lq(R2)).
On the other hand, by the two-scale convergence of Nguetseng-Allaire [1, 28] extended to

the Lr-spaces in [24, Section 3], there exists U(t, x, y) ∈ Lq(QT ;Lq](Y2)) such that (5.4) holds
as well as the two-scale limit

lim
ε→0

Å ∫
QT

vε(t, x) Φ(t, x, x/ε) dt dx
ã

=
∫
QT×Y2

U(t, x, y) Φ(t, x, y) dtdxdy, (5.11)

for any test function Φ ∈ C∞([0, T ];C∞c (R2;C∞] (Y2))).
Now, let us follow the two-scale procedure of [21, Section 2] (see also [9, Section 2]). Testing the
variational formulation (5.8), respectively with any function φ(t, x) ∈ C1

c ([0, T )×R2), and with
function φ(t, x) = ε ϕ(t, x)ψ(x/ε) for any ϕ(t, x) ∈ C1

c ([0, T ) × R2) and for any ψ ∈ C1
] (Y2),

and passing to the two-scale limit as type (5.11), we get that, respectively

−
∫
QT×Y2

∂φ

∂t
(t, x)U(t, x, y) dtdxdy −

∫
R2×Y2

φ(0, x)u0(x, y) dxdy

+
∫
QT×Y2

b(y) · ∇xφ(t, x)U(t, x, y) dtdxdy = 0,

(5.12)

and ∫
QT×Y2

ϕ(t, x) b(y) · ∇yψ(y)U(t, x, y) dtdxdy

=
∫
QT

ϕ(t, x)
Å ∫

Y2
U(t, x, y) b(y) · ∇yψ(y) dy

ã
dtdx = 0.

(5.13)

Due to the arbitrariness of functions ϕ(t, x) and ψ(y), equation (5.13) leads us to (see, e.g., [9,
Proposition 1.1])

divy(U(t, x, ·) b) = 0 in D ′(R2), for a.e. (t, x) ∈ (0, T )× Rd, (5.14)

or, equivalently, U(t, x, y) dy is a signed invariant measure for the flow X associated with the
vector field b. Note that since 1/σ ∈ Lp] (Y2) by hypothesis, the function U(t, x, ·)/σ is in Lr

′
] (Y2),

where by (5.4)
1

p
+

1

q
=

1

r′
,

while by (5.2) the function σ is in Lr](Y2). Then, by virtue of [9, Lemma 2.2] taking the pair

(σ0, f) = (σ, U(t, x, ·)/σ) in the product Lr](Y2)× Lr′] (Y2) rather than in L1
] (Y2)× L∞] (Y2), the

function U(t, x, ·)/σ is an invariant function for the flow X (related to Lebesgue’s measure), so
are the positive and negative parts U±(t, x, ·)/σ of U(t, x, ·)/σ. Then, again by [9, Lemma 2.2]
the measures U±(t, x, y) dy are invariant for X. Moreover, applying the collinearity result (1.28)
with the probability measure µ(dx) = σ(x)/σ dx which by (5.3) is invariant for the flow X and
satisfies µ(b) = σ b = ζ 6= 0R2 , we get that Cb is a closed line set carried by a vector line spanned
by ζ. Hence, we deduce that

U(t, x, ·) b = U+(t, x, ·) b− U−(t, x, ·) b ‖ ζ a.e. (t, x) ∈ QT . (5.15)

Therefore, putting (5.15) with the definition (5.4) of v(t, x) in the two-scale limit problem (5.12)
we get that

−
∫
QT×Y2

∂φ

∂t
(t, x) v(t, x) dtdx−

∫
R2×Y2

φ(0, x)σ u0(x, ·) dx

+
∫
QT×Y2

∇xφ(t, x) ·
Å
U(t, x, ·) (b · ζ)

ζ

|ζ|2
ã
dtdx = 0,
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which is the variational formulation of the desired limit equation (5.6).
Finally, if in addition we assume that Cb = {ζ}, condition (5.15) becomes the equality

U(t, x, ·) b = U(t, x, ·) ζ = v(t, x) ζ a.e. (t, x) ∈ QT ,

which combined with (5.6) leads us to the homogenized equation (5.7). �
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6 Appendix

6.1 Proof of (1.22)

Let ξ be an extremal point of the convex set Cb. By the definition (1.19) of Cb there exists
an invariant probability measure µ ∈ Ib such that µ(b) = ξ. As a consequence of (1.18) and
(1.21) any limit point of X(t, x)/t as t→∞, belongs to Cb. Hence, we deduce from Birkhoff’s
theorem that

lim
t→∞

X(t, x)

t
= ∆(x) for µ-a.e. x ∈ Yd,

where ∆ is some measurable function on Yd taking its values in Cb and satisfying∫
Yd

∆(x) dµ(x) =
∫
Yd

b(x) dµ(x) = ξ.

Let us prove that A := {x ∈ Yd : ∆(x) = ξ} is a full measure set. To this end, assume by
contradiction that µ(A) < 1, and set Ac := Yd \ A. From the equality

ξ =
∫
Yd

∆(x) dµ(x) = µ(A) ξ +
∫
Ac

∆(x) dµ(x),

it follows that

ξ =
1

µ(Ac)

∫
Ac

∆(x) dµ(x). (6.1)

Note that the set Cb \ {ξ} is convex, since ξ is an extremal point of Cb. Then, considering the
supporting hyperplane to the convex set Cb at the point ξ, there exists a non null vector ϑ ∈ Rd

such that
∀x ∈ Ac, (ξ −∆(x)) · ϑ > 0.

Hence, from (6.1) we deduce that

0 <
1

µ(Ac)

∫
Ac

(ξ −∆(x)) · ϑ dµ(x) = ξ · ϑ−
Ç

1

µ(Ac)

∫
Ac

∆(x) dµ(x)

å
· ϑ = 0,
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which yields a contradiction. We have just proved that

µ(A) = 1 and ∀x ∈ A, lim
t→∞

X(t, x)

t
= ξ. (6.2)

Next, define the set

B :=

®
x ∈ Yd : lim

t→∞

X(t, x)

t
= ξ

´
.

There exists an ergodic invariant probability measure ν ∈ Eb such that ν(B) = 1. Otherwise,
we have ν(B) = 0 for any ν ∈ Eb, since the set B is invariant for the flow X (1.1) associated
with b (due to the semi-group property (1.24)). Then, by virtue of the ergodic decomposition
theorem (see, e.g., [11, Theorem 14.2]) we get that for any µ ∈ Ib, µ(B) = 0. This contradicts
(6.2), since we have A ⊂ B and µ(A) = 1.

Finally, applying Birkhoff’s theorem with this measure ν ∈ Eb, we get that

lim
t→∞

X(t, x)

t
=
∫
Yd

b(y) ν(dy) for ν-a.e. x ∈ Yd,

which implies that ξ = ν(b). �

6.2 Proof of the measure representation (3.1)

We have chosen to work first in the space R2 rather than directly in the torus Y2, for treating
the equations with no regular solutions in the distributional sense.

First of all, by virtue of the divergence-curl Proposition 1.1 the Borel measure µ̃ on R2

defined by (1.25) satisfies that b µ̃ is divergence free in R2. Hence, there exists a stream function
with bounded variation u ∈ BVloc(R2) (see, e.g., [16, Theorem 3.1]), unique up to an additive
constant, such that

b µ̃ = R⊥∇u in D ′(R2). (6.3)

Next, let us prove that there exists u] ∈ BV](Y2) such that the stream function u of (6.3) reads
as

u(x) = ξ · x+ u](x) for a.e. x ∈ R2, where ξ := −R⊥µ(b). (6.4)

Integrating by parts we have for any k ∈ Z2 and any Φ ∈ C∞c (R2)2,∫
R2

div (R⊥Φ)(x)u(x+ k) dx =
∫
R2

div (R⊥Φ)(x+ k)u(x) dx =
∫
R2

Φ(x+ k) ·R⊥d∇u(x),

which by (6.3) and (1.25) yields∫
R2

div (R⊥Φ)(x)u(x+ k) dx =
∫
Y2

[Φ(·+ k)]](y) · b(y) dµ(y) =
∫
Y2

Φ](y) · b(y) dµ(y),

which is independent of the integer vector k. Hence, we deduce that

∀Φ ∈ C∞c (R2)2,
∫
R2

div (R⊥Φ)(x) (u(x+ k)− u(x)) dx = 0,

which implies that there exists a constant ck ∈ R such that

u(x+ k)− u(x) = ck for a.e. x ∈ R2. (6.5)

Then, define the vector ξ ∈ R2 by

ξ · ei := ci = u(·+ ei)− u for i ∈ {1, 2}. (6.6)
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It easily follows from (6.5) and (6.6) that

∀ k ∈ Z2, u(x+ k)− u(x) = ξ · k for a.e. x ∈ R2,

which implies that the function u] defined by

u](x) := u(x)− ξ · x for a.e. x ∈ R2,

is Z2-periodic, or equivalently, u] ∈ L2
] (Y2).

Next, by [8, Lemma 2.3] there exists a function ϕ ∈ C∞c (R2) such that ϕ] = 1 according
to (1.25). On the one hand, integrating by parts we have∫

R2
ϕ(x)R⊥d∇u(x) =

Å∫
R2
ϕ(x) dx

ã
R⊥ξ +

∫
R2
ϕ(x)R⊥d∇u](x)

=

Ç∫
Y2
ϕ](y) dy

å
R⊥ξ −R⊥

∫
R2
∇ϕ(x)u](x) dx,

which due to the Z2 periodicity of u] yields∫
R2
ϕ(x)R⊥d∇u(x) = R⊥ξ −R⊥

∫
R2
∇ϕ](y)︸ ︷︷ ︸

=0

u](y) dy = R⊥ξ.

On the other hand, by (1.25) and (6.3) we have∫
R2
ϕ(x)R⊥d∇u(x) =

∫
R2
ϕ(x) b(x) dµ̃(x) =

∫
Y2
ϕ](y)︸ ︷︷ ︸

=1

b(y) dµ(y) = µ(b).

Therefore, we get that ξ = −R⊥µ(b), which leads us to (6.4).
Finally, using successively equality (6.4), integrations by parts over Y2 with Z2-periodic

functions and over R2 with compact support functions in R2, and equality (6.3), we get that
for any vector-valued function Φ ∈ C∞c (R2)2,∫

Y2
Φ](y) ·R⊥d∇u(y) =

∫
Y2

Φ](y) ·R⊥ξ dy +
∫
Y2

Φ](y) ·R⊥d∇u](y)

=
∫
Y2

Φ](y) ·R⊥ξ dy +
∫
Y2

div (R⊥Φ])(y)u](y) dy

=
∫
R2

Φ(x) ·R⊥ξ dy +
∫
R2

div (R⊥Φ)(x)u](x) dx

=
∫
R2

div (R⊥Φ)(x) (ξ · x+ u](x)) dx =
∫
R2

div (R⊥Φ)(x)u(x) dx

=
∫
R2

Φ(x) ·R⊥d∇u(x) =
∫
R2

Φ(x) · b(x) dµ̃(x) =
∫
Y2

Φ](y) · b(y) dµ(y),

namely,

∀Φ ∈ C∞c (R2)2,
∫
Y2

Φ](y) ·R⊥d∇u(y) =
∫
Y2

Φ](y) · b(y) dµ(y).

This combined with the representation of any smooth function in C∞] (Y2)2 by Φ] for a suitable
function Φ ∈ C∞c (R2)2 (see [8, Lemma 2.3]), thus yields by (6.4)

b µ = R⊥∇u = µ(b) +R⊥∇u] in Y2,

which is the desired representation (3.1). �
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