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Abstract

This work numerically investigates the dynamics of a Chua’s circuit model experiencing a truncated sinusoidal force and

driven by an external perturbed excitation. We mainly study the impact of the system’s nonlinearity on the occurrence

of Vibrational Resonance (VR) and Ghost-Vibrational Resonance (GVR) phenomena. When a truncated sinusoidal

nonlinearity is used, the system requires relatively smaller perturbation amplitude to attain its maximum response

better than the one achieved with a sawtooth nonlinearity which requires a larger perturbation amplitude. Therefore,

the system with a truncated sinusoidal nonlinearity outperforms the one with a sawtooth nonlinearity. Exciting the

system with two low frequency inputs and an additive high frequency perturbation, we identify different ranges of the

perturbation amplitude in which the occurrence of VR and GVR phenomena are maximized. We show that depending

on the perturbation amplitude, the system can synchronize its response with the ghost frequency or one of the two input

low frequencies.

Keywords: Nonlinear dynamics, Multistability, Vibrational resonance, Ghost-vibrational resonance.

1. Introduction

Due to its unpredictable nature and applications, non-

linearity has become a dominant property for exploration

in all fields ranging from medical to cognitive and neuro-

sciences. Biological models ruled by Hodgkin-Huxley or

FitzHugh-Nagumo equations as well as electronic circuit

models such as the famous Chua’s circuit model, have re-

vealed diverse fascinating nonlinear dynamical properties

for decades. Among the trending and most studied dynam-

ical effects in nonlinear systems are undoubtedly Stochas-

tic Resonance (SR) and Vibrational Resonance (VR). SR

effect [1] is a resonance induced phenomenon where a weak

signal interacts in a nonlinear systems with a random noise

perturbation to produce a better signal response at the sys-

tem output. By contrast, for VR effect [2], the system’s

1Corresponding author: smorfu@u-bourgogne.fr

response to an input low frequency signal is improved by

adding an appropriate amount of a high frequency pertur-

bation instead of noise. VR and SR effects have attracted

considerable attention due to their outstanding applica-

tions and were studied both theoretically and experimen-

tally in many systems [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]

and in different contexts [15, 16, 17, 18, 19].

Especially, the observation of VR and SR phenomena

in electronic circuits have led to many applications rang-

ing from signal to image processing. More specifically, SR

has revealed the possibility to enhance visual perception

[20, 21]. Recently, it has been shown that VR can en-

hance the perception of subthreshold noisy images [22].

VR has also revealed potential applications in image pro-

cessing which are still under investigation [23]. Because of

these promising applications, properties of VR and SR are

widely under investigation.

October 5, 2021

Vibrational resonance and ghost-vibrational resonance occurrence in Chua’s circuit
models with specific nonlinearities

B. I. Usama, S. Morfu1, P. Marquie

ImViA EA 7535, Univ. Bourgogne Franche-Comté, F-21000 Dijon, France.
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More surprisingly, excitable nonlinear systems corrupt-

ed with an external input perturbation, can induce reso-

nance in their output signal at a missing frequency lower

than the input frequencies. Resonance induced at a miss-

ing low frequency due to a noise perturbation is called

Ghost-Stochastic Resonance (GSR) [24, 25, 26, 27], whereas

that alternatively induced by a high frequency perturba-

tion is termed Ghost-Vibrational Resonance (GVR) [28,

29]. In this paper, we focus on VR and GVR occurrence

and their properties in a modified Chua’s circuit model

experiencing a truncated sinusoidal nonlinearity.

On the other hand, the nature of the nonlinearity have

significant impact on the dynamical response of nonlin-

ear systems. For instance, a multistable nonlinearity has

proven to have applications in image processing [30]. In

particular, Chua’s circuit model, which was first intro-

duced to study chaotic behavior in electronic circuits, is

based on a multistable nonlinearity [31]. This model was

used to study many nonlinear properties and phenom-

ena such as the existence of multi-scroll chaotic attractors

[32, 33], bifurcation analysis [34, 35], SR [36], VR [28, 37]

and GVR [28].

Recently, Chua’s circuit model was used with a multi-

stable sawtooth force as form of nonlinearity to study the

occurrence of VR and GVR [28]. However, we must admit

that the dynamics of Chua’s circuit model in the context of

nonlinear resonances was not explored with a truncated si-

nusoidal force, which is also multistable. Indeed, nonlinear

systems with the truncated sinusoidal force have revealed

applications in image processing [30] and have also enabled

information storage in memristors [38, 39, 40]. Owing to

these promising applications, it is of crucial interest to

characterize the impact of a truncated sinusoidal nonlin-

earity on VR and GVR occurrence. In this paper, we

study how a truncated sinusoidal force affects the occur-

rence of VR and GVR in a modified Chua’s circuit model.

Moreover, we compare the dynamics of this model with

our proposed nonlinearity and the one studied by K. Abi-

rami et al, which considered nonlinearity consisting of a

periodic sawtooth function [28].

The subsequent sections of this paper are arranged in

the following order. Firstly, the system under considera-

tion is described in Section 2 with its setup and the nu-

merical procedure used throughout the paper. Next, the

analyses of the VR and GVR are presented in Sections

3 and 4 respectively. Lastly, section 5 is devoted to the

conclusion and outlooks of our studies.

2. Description of the system

Chua’s circuit was first invented in 1983 by Leon O.

Chua to study the existence of double-scroll chaotic at-

tractors occuring in the system with a piece-wise linear

function [31]. These attractors were numerically confirmed

in 1984 by Matsumotu [41] and the chaotic behavior of the

circuit was experimentally shown one year later [42]. The

modification of the initial nonlinearity of the system has

also attracted attention, which initially presented two at-

tractors since it has allowed to generate multi-scroll attrac-

tors by increasing the number of equilibrium points [33].

In this paper, we also focus on the impact of the nonlin-

earity and its multistable properties on the dynamics of

the following modified Chua’s circuit model:

dx

dt
= αy +

dΦn(x, α)

dx
+ ep(t)

dy

dt
= x− y + z (1)

dz

dt
= −βy.

In this paper, the system is set such that it does not ex-

hibit chaos in absence of driving and it presents equilib-

rium points defined by the potential Φn(x, α). This three

dimensional system describes the evolution of three vari-

ables x, y and z, when it is driven by an input perturbed

excitation ep(t). The term Φn(x, α) is a nonlinear poten-

tial which provides the multistability and whose derivative

2



will refer to a nonlinearity of order n in the whole article.

Moreover, α is a constant parameter which also adjusts the

height of the potential barrier. The corresponding nonlin-

ear force Fn(x, α) is derived from the potential Φn(x, α)

by the relation

Fn(x, α) = −
dΦn(x, α)

dx
. (2)

2.1. The nonlinear force Fn(x, α)

The most crucial part of the Chua’s circuit model de-

fined by the set of eqs. (1) is the nonlinear force Fn(x, α)

due to its significant impact on the dynamical response of

the system. Indeed, variety of dynamical behaviors were

studied while considering different nonlinear forces or non-

linearities Fn(x, α) such as: a sigmoid force [43], a piece-

wise linear force [44], a discontinuous force [45], a saturated

force [46] and a sawtooth force [33, 36, 28] among others.

A recent study by K. Abirami et al reported the role of

a sawtooth type nonlinearity on VR and GVR occurrence

in a modified Chua’s circuit model [28]. This sawtooth

force is redefined here with our own notations for conve-

nience and to allow direct comparison with the nonlinear-

ity proposed in this paper. The sawtooth force of order n

and parameter λ is then redefined by the following expres-

sion:

Fn(x, α) = −α

{

A0

A
x+

(

(−1)n + 1

2

)

A0 sgn(x)−

A0

n
∑

j=0

[

sgn

(

x+

(

2j −

(

(−1)n − 1

2

))

A

)

+ (3)

sgn

(

x−

(

2j −

(

(−1)n − 1

2

))

A

)] }

,

where sgn is a sign function, n is the order of nonlinear-

ity and the constant parameters α, A and A0 adjust the

potential barrier. The sawtooth force Fn(x, α) described

by eq. (3) is presented in Fig. 1 with its corresponding

potential Φn(x, α) for two values of the nonlinearity order,

namely n = 0 and n = 1.

The number of stable and unstable states of the po-

tential is controlled by n. Indeed, for each value of n, we
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Figure 1: Sawtooth force Fn(x, α) and its corresponding potential

Φn(x, α) for two values of nonlinearity order n: (a) n = 0, (b) n = 1.

Parameters: α = 6, A = 0.5, A0 = 0.125. ∆X∗ represents the

spacing between two consecutive stable or unstable states that is,

the potential width and ∆Φ is the potential barrier height.

obtain n+1 unstable states and n+2 stable states, whose

positions are given by

X∗

h,n =
h

4A
,

where h is an integer value in the interval [−(n+1);n+1],

while the second index n refers to the nonlinearity order.

The parameter n categorizes these stability positions in

two cases:

• if n is odd, the positions X∗

h,n =
h

4A
correspond to

stable states for even values of h and unstable states

for odd values of h.

• if n is even, the positions X∗

h,n =
h

4A
correspond to

stable states for odd values of h and unstable states

for even values of h.

Moreover, for all values of n, the potential starts at the

left with a stable state at the positionX∗

−(n+1),n = −
n+ 1

4A
and ends at the right with a stable state at positionX∗

(n+1),n

=
n+ 1

4A
. The potential barrier height ∆Φ associated to

the sawtooth force is defined by ∆Φ =
αA0

32A3
and the spac-

ing ∆X∗ between any two consecutive stable or unstable
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states of the potential is given as ∆X∗ =
1

2A
.

In this paper, we introduce another multistable non-

linearity to investigate its impact on the dynamics of the

modified Chua’s circuit model, especially in the context

of VR and GVR. More precisely, we propose a truncated

sinusoidal force which is expressed as:

Fn(x, α) =















































































−2παV0k
2[x+X∗

(n+1),n],

for x < X∗

−(n+1),n

−(−1)nαV0k[sin(2πkx)],

for X∗

−(n+1),n ≤ x ≤ X∗

(n+1),n

−2παV0k
2[x+X∗

−(n+1),n],

for x > X∗

(n+1),n .

(4)

In eq. (4), as for the potential driven from the sawtooth

force, X∗

−(n+1),n and X∗

(n+1),n correspond to the respective

positions of the two ends of the potential associated to our

truncated sinusoidal force. Moreover, the truncated sinu-

soidal force defined in eq. (4) is also multistable owing

to its sinusoidal behavior. Note also that it is truncated

because the force is replaced by the tangent of the sinu-

soidal function at both the two ends of the force as ex-

pressed in relation (4). Fig. 2 illustrates the form of the

truncated sinusoidal force Fn(x, α) and its corresponding

potential Φn(x, α) for the orders of the nonlinearity n = 0

and n = 1. In the definition of the truncated sinusoidal

force given by eq. (4), the parameter k accounts for the

periodicity and width of the potential ∆X∗. Moreover, α

and V0 adjust the potential barrier height ∆Φ.

Similarly, n sets the number of stable and unstable

states of the potential. Furthermore, this potential still

exhibits n+1 unstable states and n+2 stable states located

at positions

X∗

h,n =
h

2k
,

where h is an integer in the range [−(n+ 1); (n+ 1)] and

the second index n refers to the nonlinearity order. The

stability of each of these positions depends on the parity
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Figure 2: Truncated sinusoidal force Fn(x, α) and its corresponding

potential Φn(x, α) for two values of nonlinearity order n: (a) n = 0,

(b) n = 1. Parameters: α = 6, V0 =
π

32
, k = 1. ∆X∗ represents the

spacing between two consecutive stable or unstable states and ∆Φ is

the potential barrier height.

of n:

• if n is odd, the positions X∗

h,n =
h

2k
correspond to

stable states for even values of h and unstable states

for odd values of h.

• if n is even, the positions X∗

h,n =
h

2k
correspond to

stable states for odd values of h and unstable states

for even values of h.

Lastly, whatever the value of n, the two ends of the

potential correspond to stable states whose positions are

given as X∗

−(n+1),n = −
(n+ 1)

2k
and X∗

(n+1),n =
(n+ 1)

2k
.

The barrier height of the potential driven from the trun-

cated sinusoidal force, defined in eq. (4), is ∆Φ =
αV0

π
and the spacing between any consecutive stable or unsta-

ble states of the truncated sinusoidal potential is given by

∆X∗ =
1

k
.

To compare the respective impact of the two nonlinear-

ities defined by eqs. (3) and (4) on the system’s response,

it is necessary that the corresponding potentials share the

same features in terms of barrier height ∆Φ and width

∆X∗. This implies that, for our truncated sinusoidal force,
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the parameter V0 must be tuned to V0 =
πA0

32A3
while the

periodicity k of the truncated sinusoidal potential must be

adjusted to k = 2A.

In the study of K. Abirami et al [28], the parametersA0

and A of their sawtooth force were adjusted to A0 = 0.125

and A = 0.5. Consequently, throughout this paper, the

parameters of our truncated sinusoidal nonlinearity are set

to V0 =
π

32
and k = 1. With these parameters settings,

both potentials of the two models share the same potential

barrier height ∆Φ and width ∆X∗, that is numerically

∆Φ =
α

32
and ∆X∗ = 1.

2.2. Input perturbed excitation ep(t)

The system defined by eqs. (1) is driven by an in-

put perturbed excitation ep(t) consisting of low frequency

signal(s), corrupted by an additive high frequency pertur-

bation, that is,

ep(t) = e(t) + p(t). (5)

Here, e(t) refers to the input low frequency signal(s) de-

fined as

e(t) = b cos(ω1t)δ + b

[

cos(ω1t) + cos(ω2t)

]

(1− δ), (6)

where the boolean variable δ allows to select the appro-

priate stimuli to investigate VR (δ = 1) or GVR (δ = 0).

In eq. (6), the parameter b represents the low frequency

amplitude whereas ω1 and ω2 are two close low angular

frequencies whose difference will define the ghost angular

frequency ω0. Therefore, in the whole paper, we choose ω1

and ω2 so that they satisfy the classical setting to observe

GVR, that is ω1 = 2ω0 and ω2 = 3ω0. Lastly, in the input

perturbed excitation ep(t) defined by eq. (5), p(t) stands

for the high frequency perturbation which satisfies

p(t) = B cosΩt. (7)

In expression (7), B and Ω are the perturbation amplitude

and its angular frequency respectively. Throughout this

paper, we consider the high angular frequency to be much

greater than the low angular frequencies namely, Ω ≫ ω1

and Ω ≫ ω2, which corresponds to the commonly used

condition for achieving VR and GVR phenomena.

In absence of driving (ep(t) = 0), according to the null-

clines of the system (1) (
dx

dt
= 0,

dy

dt
= 0,

dz

dt
= 0), the

equilibrium points are directly defined by the roots of the

nonlinearity Fn(x, α). From a physical point of view, the

system remains in its rest states near the stable states.

The low frequency drivings e(t), with weak amplitudes do

not allow the crossing of the potential barrier inducing a

response which is a slow amplitude oscillation near the

rest state. Next, including the high frequency perturba-

tion p(t) involves the crossing of the potential barrier and

then induces large excursions synchronized with the low

frequencies.

2.3. General numerical procedure

To study the dynamics of the system described by the

set of eq. (1), it is pertinent to first define the numerical

procedure. Taking into account zero initial conditions for

all variables, namely x(0) = y(0) = z(0) = 0, and by using

the fourth order Runge-Kutta algorithm, we integrate the

system of eq. (1) with each of the two types of nonlinear-

ities defined by eqs. (3) and (4) respectively, and which is

driven by the input excitation of eq. (5). Considering first

the zero perturbation case, that is B = 0, we perform sim-

ulations during a temporal window T which corresponds

to 1000 low frequency cycles and 222 total number of sam-

ples. The corresponding integrating time step is therefore

dt = (
1000

222
)
2π

ωi

, with ωi taken as ωi = ω1 for the study of

VR (δ = 1) and considered as ωi = ω0, ω1 or ω2 for the

study of GVR (δ = 0). When the perturbation amplitude

B increases with step ∆B, last values of the system vari-

ables are considered as the initial conditions for the next

simulation with amplitude B + ∆B, that is x(0) = x(T ),

y(0) = y(T ) and z(0) = z(T ). Lastly, the values of the

output x(t) corresponding to the last 500 driving cycles

are considered for all computations whereas the first 500

cycles are discarded as transient.
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3. Vibrational resonance occurrence

In order to study VR, the boolean variable δ is set

to δ = 1 in eq. (6). This reduces the input perturbed

excitation ep(t) defined by eq. (5) to

ep(t) = b cosω1t+B cosΩt. (8)

In this section, we study how the multistable nonlinear-

ities defined by eqs. (3) and (4) affect VR. Three different

analyses are presented namely: temporal, frequency and

phase portraits analyses. The constant parameters α and

β are taken as α = 6 and β = 16. Moreover, we set the

amplitude of the low frequency to b = 0.1, the low an-

gular frequency to ω1 = 1 and the perturbation angular

frequency to Ω = 10ω1.

3.1. Temporal analysis

In this subsection, we study how the temporal response

x(t) of the system experiencing truncated sinusoidal force

behaves against the perturbation amplitude B.

The time series analysis is performed in such a way

that, we increase the perturbation amplitude starting from

B = 0 with the step ∆B = 0.01 until B = 1.5, B = 4.13

and B = 6.8, to obtain the chronograms of Fig. 3(a),

(b) and (c) respectively. The temporal series of Fig. 3

reveal that the low frequency signal is corrupted by the

high frequency perturbation in all the three cases. For the

smallest perturbation amplitude, that is B = 1.5 at Fig.

3(a), the low frequency contribution in the output signal is

weak. However, for the intermediate perturbation ampli-

tude B = 4.13 at Fig. 3(b), the low frequency component

in the output signal is better revealed. The low frequency

contribution in the output signal at Fig. 3(c) becomes

less pronounced as the perturbation amplitude further in-

creases to B = 6.8. This implies that when the perturba-

tion amplitude B is optimally tuned to the intermediate

value B = 4.13, a better enhancement of the system re-

sponse to the low frequency excitation is achieved. This
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(c)
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(a)

Figure 3: Typical time series of the Chua model experiencing the

truncated sinusoidal force defined by eq. (4) and driven by the ex-

citation of eq. (8). The chronograms of x have been obtained by

increasing the perturbation amplitude starting from B = 0 with

step ∆B = 0.01 until (a) B = 1.5, (b) B = 4.13, (c) B = 6.8. Model

parameters: n = 1, k = 1, V0 =
π

32
, α = 6, β = 16, b = 0.1, ω1 = 1,

Ω = 10ω1, numerical time step ∆t = 0.0015.

behavior signifies the occurrence of VR phenomenon in our

system.

3.2. Frequency analysis

By using Fourier transform, the output x(t) of the sys-

tem is analyzed with the corresponding unilateral mag-

nitude spectrum defined by 2|X(f)|u(f). Here, |X(f)|

is the modulus of the Fourier transform and u(f) is the

Heaviside function. The unilateral magnitude spectrum

is used to compute the linear response Q. Indeed, the

linear response Q corresponds to the amplitude of the uni-

lateral magnitude spectrum 2|X(f1)| at the low frequency

f1 =
ω1

2π
normalized by the amplitude b of the low fre-

quency. The linear response Q formally writes as [2]:

Q =
2|X(f1)|

b
. (9)

The linear response Q, quantifies how the low frequency

component is affected through the considered nonlinear
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systems by the high frequency perturbation.

B

0 2 4 6 8 10 12 14 16 18 20

Q

0.2

0.6

1

1.4

1.8

B=0 -- 20
B=20 -- 0

Figure 4: Linear response Q versus the perturbation amplitude B

for a system experiencing the truncated sinusoidal force. The arrows

indicate that increasing B from 0 to 20 or reducing B from 20 to

0 provide the same resonance curve. Parameters: n = 1, k = 1,

V0 =
π

32
, α = 6, β = 16, b = 0.1, ω1 = 1, Ω = 10ω1, perturbation

amplitude step ∆B = 0.01, numerical time step ∆t = 0.0015.

Using the modus operandi given in Sec. 2.3, we inte-

grate the system defined by the set of eq. (1), first with

our truncated sinusoidal force defined by eq. (3) and sec-

ondly, with the sawtooth force expressed by eq. (4). The

resonance curve of Fig. 4 depicts the evolution of the lin-

ear response Q versus the perturbation amplitude B for

the case of the system experiencing the truncated sinu-

soidal force with nonlinearity order n = 1. Here, we vary

the perturbation amplitude B, first in the “forward direc-

tion”, that is from B = 0 to B = 20, and then return in

the “reverse direction” from B = 20 to B = 0. The res-

onance curves corresponding to the forward and reverse

directions, for the system experiencing the truncated sinu-

soidal force are superimposed, as shown at Fig. 4. The

system then follows the same path in both directions and

the resonance curves reveal two resonances which corre-

spond to the number of unstable states in the system’s

potential well, that is n + 1. Increasing the perturbation

amplitude B in the “forward direction”, the first resonance

gives the maximum response which decreases as the per-

turbation amplitude B keeps increasing.

In a similar way, considering the sawtooth nonlinear-

ity with the order n = 1, we have obtained the resonance

curves of Fig. 5, which were first reported in the work of K.

Abirami et al [28]. Fig. 5 confirms their work with our no-

tation for the sawtooth force expressed in eq. (3): varying

the perturbation amplitude B in the forward and return-

ing in reverse direction, the system follows two different

paths near the peak of each resonance. In the forward di-

rection, the last resonance provides the system’s maximum

response contrary to the case of the truncated sinusoidal

force presented in Fig. 4.
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Figure 5: Linear response Q versus the perturbation amplitude B,

for a system experiencing the sawtooth force. Our simulation results

are in agreement with the one obtained by K. Abirami et al [28].

Parameters: n = 1, A = 0.5, A0 = 0.125, α = 6, β = 16, b = 0.1,

ω1 = 1, Ω = 10ω1, ∆B = 0.01, ∆t = 0.0015.

In comparison, the overall maximum response of our

system with the truncated sinusoidal force in the forward

direction is Q∗ = 1.729, achieved for the optimal pertur-

bation amplitude B∗ = 4.10. This is better than the maxi-

mum response obtained with the sawtooth force in the for-

ward direction, that is Q∗ = 1.587 at B∗ = 9.81. In effect,

at Fig. 4, the system with our truncated sinusoidal force

needs smaller perturbation amplitude B∗ = 4.10 to reach
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Figure 6: Overall resonance behavior of the system experiencing

the truncated sinusoidal force in the perturbation amplitude B and

nonlinearity order n parameters plane. The linear response Q is

plotted versus B and n. Parameters: k = 1, V0 =
π

32
, α = 6,

β = 16, b = 0.1, ω1 = 1, Ω = 10ω1, ∆B = 0.01, ∆t = 0.0015.

its maximum response when compared to the system with

the sawtooth force at Fig. 5 which requires B∗ = 9.81.

Moreover, increasing the perturbation amplitude B in the

forward and returning in the reverse direction, our system

follows the same path at Fig. 4. Note that hystereses

at the breakpoints of each resonance are obtained only in

the case of the system with the sawtooth force as repre-

sented in Fig. 5. The presence of these hystereses around

the jumps may be due to the discontinuities which are ob-

served at the unstable positions of the sawtooth force in

Fig. 1 and which does not exist for the truncated sinu-

soidal force of Fig. 2.

The nonlinearity order n controls the number of reso-

nances obtained for both nonlinearities. Fig. 6 provides

the overall behavior of our system with the truncated si-

nusoidal force as a function of the nonlinearity order n. In

fact, Fig. 6 shows that there are always n+ 1 resonances

which correspond to the number of unstable states set by

the system’s potential. For each value of n, the first reso-

nance always provides the maximum response as depicted

in Fig. 4 for n = 1. Indeed, afterwards the amplitude

of the other observed resonances decrease. For the sake

of clarity, we introduce Q∗,n
m as the amplitude of the local

maxima number m achieved by the linear response Q of a

system with nonlinearity order n. Moreover, B∗,n
m will re-

fer to the amplitudes of the perturbation allowing to reach

these local maxima Q∗,n
m .

To have another look of the general behavior of our

system for each nonlinearity order n, we analyse the evo-

lution of the local maxima Q∗,n
m that the linear response Q

reaches and which correspond to the response peak num-

ber m of Fig. 6. We therefore present in Figs. 7(a) –

7(d) the locus of the maximum response Q∗,n
m at the res-

onance peaks of Fig. 6 for the nonlinearity order ranging

from n = 5 to n = 8, versus the corresponding perturba-

tion amplitude B∗,n
m at which they occur. For instance,

in the inset of Fig. 7(a), the linear response Q exhibits

B*,n
m

0 10 20 30 40 50

Q
*,

8
m

1.4

1.6

1.8

0 10 20 30 40 50

Q
*,

7
m

1.4

1.6

1.8

0 10 20 30 40 50

Q
*,

6
m

1.4

1.6

1.8

0 10 20 30 40 50

Q
*,

5
m

1.4

1.6

1.8

B
0 10 20 30 40 50

Q

0.5
1.5
2.5

B
0 10 20 30 40 50

Q

0.5
1.5
2.5

B
0 10 20 30 40 50

Q

0.5
1.5
2.5

B
0 10 20 30 40 50

Q

0.5
1.5
2.5

Q
a

Q
a

Q
a

Q
a

(b)

(c)

(d)

(a) A B C D E F

A B C D E F G

A B C D E F G H

A
C E F

GFEC
A

D

DB

B

HGFEDCB
A n=7

n=6

n=5

A B C D E F G H I

HGFEDCB
A

I
n=8

Figure 7: Locus of the linear response local maxima Q
∗,n

m versus

the corresponding perturbation amplitude B
∗,n

m at which they occur.

From top to bottom, we have considered a system experiencing a

truncated sinusoidal force with order (a) n = 5, (b) n = 6, (c) n = 7

and (d) n = 8. The insets at each subfigure represent the classical

linear response curves deduced from Fig. 6 where the maxima have

been labeled with alphabetical capital letters. Parameters: k = 1,

V0 =
π

32
, α = 6, β = 16, b = 0.1, ω1 = 1, Ω = 10ω1, ∆B = 0.01,

∆t = 0.0015.
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m = 6 resonances for the nonlinearity order n = 5. These

resonances are referred by capital letters A, B, C, D, E

and F . Therefore, we can see from Fig. 7(a), the locus

of the local maxima Q∗,n
m of each of these six resonances

A, B, C, D, E and F versus the corresponding optimal

perturbation amplitude B∗,n
m at which they occur. Figs.

7(a) – 7(d) show that, whatever the nonlinearity order n,

the first resonance is always the maximum response of our

system after which, the magnitude of the mth local max-

ima decreases as the nonlinearity order n increases. How-

ever, performing the same analyses on the system with

the sawtooth force, Fig. 8 shows that the first resonance

is always the minimum response. Moreover, the intensity

of the maximum linear response Q∗,n
m at the peak of the

mth local resonance increases as the nonlinearity order n

increases.
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Figure 8: Locus of the linear response local maxima Q
∗,n

m versus

the corresponding perturbation amplitude B
∗,n

m at which they occur.

From top to bottom, we have considered a system experiencing a

sawtooth force with order (a) n = 5, (b) n = 6, (c) n = 7 and (d) n =

8. The insets at each subfigure represent the classical linear response

curves where the maxima have been labeled with alphabetical letters.

Parameters: A = 0.5, A0 = 0.125, α = 6, β = 16, b = 0.1, ω1 = 1,

Ω = 10ω1, ∆B = 0.01, ∆t = 0.0015.

Note that, the maximum response Q∗,n
m of the two sys-

tems from Figs. 7 and 8 tends to an asymptotic value Qa

as the nonlinearity order n keeps increasing. The asymp-

totic value of the two systems response, which is indicated

with the dashed-line on both Fig. 7 and Fig. 8, is approx-

imately Qa = 1.664.

Therefore, it clearly appears that the advantage of the

truncated sinusoidal nonlinearity is to provide the best re-

sponse for the nonlinearity order n = 0, whereas to achieve

the best resonance with the sawtooth force a greater non-

linearity order n must be considered.

The nonlinearity order n was shown to have directly

controlled the number of resonances obtained in the two

systems. However, we are now interested in exploring if n

can enhance the system’s local maximum linear response

Q∗,n
m . We study the dependence of the two systems’ local

maximum responses Q∗,n
m versus the nonlinearity order n,

corresponding to the first, second, third and fourth max-

ima in Figs. 9(a), (b), (c) and (d) respectively. Circle-

marked lines, which represent the response of the system

with the truncated sinusoidal force are compared with the

star-marked lines, which refer to the responses with the

sawtooth force. As shown in all plots of Fig. 9, we un-

derstand that for each resonance, the maximum response

Q∗,n
m obtained in both the two systems does not signifi-

cantly change due to the nonlinearity order n.

Furthermore, we can also understand from Fig. 9 that

the responses of our system with the truncated sinusoidal

force are more pronounced than those achieved with the

sawtooth force. Lastly, as we are approaching the last

maxima, the responses of the two systems tend to the

asymptotic value Qa, as indicated by the dashed-lines in

all the plots of Fig. 9.

3.3. Analysis by phase portraits

In this part, we analyze the dynamical behavior of

our system by means of phase portrait. In particular,

we investigate the evolution of the resonance curve pre-

sented in Fig. 4, which corresponds to the response of
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Figure 9: Evolution of each local maxima Q
∗,n

m reached by the lin-

ear response Q versus the nonlinearity order n. The performance

obtained with the two nonlinear forces are compared when we con-

sider: (a) The first maxima, (b) The second maxima, (c) The third

maxima, (d) The fourth maxima. Circle-marked lines correspond to

the truncated sinusoidal force whereas the star-marked lines refers

to the sawtooth force. Parameters: k = 1, V0 =
π

32
, A = 0.5,

A0 = 0.125, α = 6, β = 16, b = 0.1, ω1 = 1, Ω = 10ω1, ∆B = 0.01,

∆t = 0.0015.

our system with the truncated sinusoidal force for the or-

der n = 1. For this nonlinearity order n = 1, the trun-

cated sinusoidal force according to our notations, consists

of three stable states located at positions X∗

−2,1 = −1,

X∗

0,1 = 0, X∗

+2,1 = +1 and two unstable states at posi-

tions X∗

−1,1 = −0.5, X∗

+1,1 = +0.5. We analyze the phase

portraits behavior for six selected points on the resonance

curve of Fig. 4. All simulations here start with the per-

turbation B = 0. The perturbation amplitude increases

with step ∆B = 0.01 and the last values of the system

variables from the previous simulation are maintained as

the initial conditions for the next simulation. Moreover,

for each selected point on Fig. 4, we perform five differ-

ent simulations, each of them with one of the stable and

unstable positions as initial condition for x, and zero for

the remaining variables. For example, to obtain the phase

portrait for B = 1.5 at Fig. 10(a), we start with B = 0

and perform five different simulations each of them start-

ing with one of the the initial conditions x(0) = −1, −0.5,

0, 0.5, 1 respectively, and y(0) = z(0) = 0. For each of

these five simulations, the system exhibits at Fig. 10(a)

periodic orbits which are centered on one of the stable or

unstable positions of the system.

Figure 10: Phase portraits of the coexisting orbits for the resonance

curve of Fig. 4. The perturbation amplitude is set to: (a) B = 1.5,

(b) B = 3.5, (c) B = 4.13, (d) B = 6.86, (e) B = 9.38 and (f)

B = 11. The equivalent truncated sinusoidal force F1(x, 1) is also

superimposed using a dashed-line in all the cases. Parameters: n =

1, k = 1, V0 =
π

32
, α = 6, β = 16, b = 0.1, ω1 = 1, Ω = 10ω1.

Therefore, setting the perturbation amplitude to B =

1.5 at Fig. 10(a) gives rise to periodic orbits centered

around the three stable positions X∗

−2,1 = −1, X∗

0,1 = 0

and X∗

+2,1 = +1. This implies that the orbits for the two

unstable positions: X∗

−1,1 = −0.5 and X∗

+1,1 = +0.5 are

attracted to the neighboring stable states. Increasing the

perturbation amplitude to B = 3.5, the size of these pe-

riodic orbits increases, as shown at Fig. 10(b). At the

peak of the first resonance of Fig. 4, which corresponds

to B = 4.13, the size of these three orbits increase fur-

ther and the two adjacent orbits overlap the middle or-

bit. However, increasing the perturbation amplitude B

10



beyond the peak of the first resonance, the linear response

Q in Fig. 4 is decreasing. Consequently, we obtain two

periodic orbits centered around the two unstable points.

These orbits overlap at the bottom of the first resonance,

that is when B = 6.86, as presented in Fig. 10(d). The

size of these two orbits keeps increasing as the perturba-

tion amplitude B increases until at the peak of the second

resonance when B = 9.38, the orbits coincide with each

other as shown in Fig. 10(e). Lastly, for perturbation am-

plitude beyond the second resonance of Fig. 4, there will

be no other resonance. This leads to the birth of one pe-

riodic orbit centered about the stable point at X∗

0,1 = 0.

The size of this orbit increases as the perturbation am-

plitude increases, as depicted for B = 11 in Fig. 10(f).

The phase portrait analysis presented in Fig. 10 illus-

trates that our system with the truncated sinusoidal force

exhibits resonance effect, depending on the perturbation

amplitude B. We identify the observed resonance effect as

VR phenomenon which was also observed with the system

experiencing a sawtooth force by K. Abirami et al [28].

4. Ghost-vibrational resonance

In this section, we consider that the system is driven by

two signals with close low angular frequencies ω1 and ω2,

corrupted by a high frequency perturbation of amplitude

B and angular frequency Ω. The boolean variable δ in eq.

(6) is then taken as δ = 1 such that, the input perturbed

excitation ep(t) defined in Sec. 2.2 by eq. (5) reduces to

ep(t) = b

[

cos(ω1t) + cos(ω2t)

]

+B cosΩt. (10)

Especially, the gap ω0 between the two input angular fre-

quencies, ω1 = 2ω0 and ω2 = 3ω0 is fixed to ω0 = 0.1

which constitutes the system’s ghost angular frequency.

Moreover, the amplitude of the low frequencies is set to

b = 0.04 while the perturbation angular frequency is tuned

to Ω = 20ω0. Lastly, we take the parameter values α = 4

and β = 14 for our system described by eq. 1.

By using the simulation algorithm precised in Sec. 2.3,

we integrate the system given by eqs. (1) with the trun-

cated sinusoidal force Fn(x, α) and the input perturbed

excitation ep(t) defined by eqs. (4) and (10) respectively.

This section is devoted to the analysis of the system’s re-

sponse at the missing low angular frequency ω0 but also

at the two input low angular frequencies ω1, and ω2.
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Figure 11: Linear response of the system Q at the low angular fre-

quencies ω0, ω1 and ω2, versus the perturbation amplitude B, for

the system experiencing the truncated sinusoidal force. Parameters:

n = 0, k = 1, V0 =
π

32
, α = 4, β = 14, b = 0.04, ω0 = 0.1, ω1 = 2ω0,

ω2 = 3ω0, Ω = 20ω0, ∆B = 0.001, ∆t = 0.0015.

Results presented in Fig. 11 show the linear responses

Q(ω0), Q(ω1) and Q(ω2) of the system at the missing

low angular frequency ω0 and at the two input low an-

gular frequencies (ω1 and ω2), versus the perturbation

amplitude B. Without perturbation, namely B = 0, the

system’s linear response Q(ω0) at the missing low angu-

lar frequency ω0 is null, contrary to the linear responses

Q(ω1) and Q(ω2) at the two input low angular frequen-

cies. However, as the perturbation amplitude B increases,

the system reveals resonances at the missing low angular

frequency ω0 and at the two input low angular frequen-

cies (ω1 and ω2) whose predominance can be identified

within different ranges of the perturbation B. In the first

resonance region, where the perturbation amplitude B is
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in the range [0.560; 0.597], we observe an enhancement of

the system’s linear response Q(ωi) at the three angular

frequencies ω0, ω1 and ω2. Moreover, the linear response

Q(ω0) at the missing angular frequency ω0 is the predom-

inant one. However, for the perturbation amplitude B

in the interval [0.598; 0.619], the system’s linear response

Q(ω1) at the input low angular frequency ω1 becomes pre-

dominant. Similarly, for the perturbation amplitude B in

the interval [0.620; 0.676], the linear response of the sys-

tem at the two low angular frequencies ω1 and ω2 inter-

changeably dominate but each in a short interval of B.

Lastly, as the perturbation amplitude B keeps increasing

beyond B = 0.676, the system’s linear response Q(ω0) at

the missing angular frequency ω0 approaches zero whereas

the responses Q(ω1) and Q(ω2) at the two low angular fre-

quencies ω1 and ω2 are amplified in the same way, none of

the two being predominant.

To better understand the evolution of the resonances

observed in Fig. 11, chronograms and their corresponding

spectra are respectively presented at Fig. 12(a) - (d) and

Fig. 13(a) - (d), for four specific values of the perturba-

tion amplitude B, namely 0.561, 0.603, 0.621 and 0.629.

We first choose the value B = 0.561 to show the predom-

inance of GVR at the ghost angular frequency ω0 in the

first resonance region of Fig. 11 defined by the range of

the perturbation amplitude [0.560; 0.597]. Next, the value

B = 0.603 allows to observe the superiority of VR effect at

the angular frequency ω1 in the second resonance region

of Fig. 11 defined by the perturbation range [0.598; 0.619].

Lastly, considering B = 0.621 and B = 0.629 allow to illus-

trate the predominance of VR at the angular frequencies

ω2 and ω1 in the last resonance region of Fig. 11 where

B is in the range [0.620; 0.676]. Note that to visualize

at which frequency the system synchronizes its response,

we have superimposed the corresponding predominant low

frequency sinusoidal wave in each chronogram of Fig. 12.

Additionally, for all the spectra of Fig. 13, we have labeled

the value of unilateral magnitude spectrum 2|X(fi)| corre-
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Figure 12: Chronograms summarizing the system’s behavior for four

specific values of the perturbation amplitude B taken in the different

ranges identified at Fig. 11. The system synchronizes its response

to the sinusoidal wave superimposed on each subfigure and which

corresponds to the predominant angular frequency, that is, ω0, ω1,

ω2 and ω1 for subfigures (a), (b), (c) and (d) respectively. From top

to bottom, we observe the predominance of: (a) GVR at the ghost

angular frequency ω0 when B = 0.561 (first resonance region of Fig.

11), (b) VR at the angular frequency ω1 when B = 0.603 (second

resonance region of Fig. 11), (c) VR at the angular frequency ω2

when B = 0.621 (third resonance region of Fig. 11) and (d) VR at

the angular frequency ω1 when B = 0.629 (third resonance region

of Fig. 11). Parameters: n = 0, k = 1, V0 =
π

32
, α = 4, β = 14,

b = 0.04, ω0 = 0.1, ω1 = 2ω0, ω2 = 3ω0, Ω = 20ω0, B = 0.561,

∆t = 0.0015.

sponding to each low frequency, namely f0 =
ω0

2π
, f1 =

ω1

2π
and f2 =

ω2

2π
.

In the first resonance region of Fig. 11 where GVR

effect is predominant, that is for B ∈ [0.560; 0.597], Fig.

12(a) shows that the enclosed signal at the ghost angu-

lar frequency ω0 synchronizes with the slow oscillations of

the time series. In addition, the corresponding unilateral

magnitude spectrum at Fig. 13(a) also confirms that the

amplitude of the spectrum 2|X(f0)| at the ghost angular

frequency ω0 is best pronounced in this particular region.

By contrast, the system’s temporal response of Fig.

12(b) and its corresponding spectrum of Fig. 13(b) have
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Figure 13: Unilateral magnitude spectra of the time series of Fig. 12.

The spectral responses clearly indicate which frequency is dominant

in each case. Parameters: n = 0, k = 1, V0 =
π

32
, α = 4, β = 14,

b = 0.04, ω0 = 0.1, ω1 = 2ω0, ω2 = 3ω0, Ω = 20ω0, B = 0.561,

∆t = 0.0015.

been obtained for the perturbation amplitude from the

second resonance region, where VR effect at the angular

frequency ω1 is the best pronounced resonance. In this

resonance region, for which the perturbation amplitude B

is in the range [0.598; 0.619], the chronogram of Fig. 12(b)

shows that the slow oscillations of the temporal response

are in phase with the superimposed sinusoidal wave at the

angular frequency ω1. Moreover, the corresponding spec-

tra at Fig. 13(b) confirms that the response of the system

at the angular frequency ω1 is the predominant one.

In the last resonance region of Fig. 11 defined by the

range of perturbation amplitude [0.620; 0.676], the chrono-

grams of Figs. 12(c) and 12(d) with their corresponding

spectra at Figs. 13(c) and 13(d) show that VR at the

angular frequencies ω2 and ω1 interchangeably emerge as

the best pronounced resonances. The chronogram of Fig.

12(c), obtained for B = 0.621, illustrates the predomi-

nance of VR at the angular frequency ω2, since the slow

oscillations of the temporal response synchronizes with the

superimposed sinusoidal wave at the angular frequency ω2.

Furthermore, the corresponding spectrum at Fig. 13(c)

proves that the system’s response at the angular frequency

ω2 is the best pronounced one. Similarly, the time series of

Fig. 12(d) and its corresponding spectrum at Fig. 13(d),

obtained for B = 0.629, refer to the predominance of VR

effect at the angular frequency ω1.
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Figure 14: Linear response Q of the system at the angular frequencies

ω0, ω1 and ω2 versus the perturbation amplitude B, for the system

experiencing the sawtooth force. Parameters: n = 0, A = 0.5, A0 =

0.125, α = 4, β = 14, b = 0.04, ω0 = 0.1, ω1 = 2ω0, ω2 = 3ω0,

Ω = 20ω0, ∆B = 0.001, ∆t = 0.0015.

These resonance behaviors of the system submitted to

the truncated sinusoidal force were not obtained in the

case of the system experiencing a sawtooth force, for the

considered parameter settings. Indeed, our simulation of

the system with the sawtooth force reported at Fig. 14,

confirms the behavior observed by K. Abirami et al [28]:

varying the perturbation amplitude B induces all the reso-

nance effects in the same perturbation range [0.652; 0.708],

with the linear response Q(ω0) at the ghost angular fre-

quency ω0 predominant in the whole region. Note that,

the system experiencing the sawtooth force can also ex-

hibits the behavior which has been reported at Fig. 11

in the case of the truncated sinusoidal force. However, in

this regard, it is necessary to change the system parame-

ters such as the nonlinearity order n, the low frequencies
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Figure 15: Impact of the nonlinearity order n of the truncated sinusoidal force on the resonances. The linear response Q estimated at the

angular frequencies ω0, ω1 and ω2 has been plotted versus the perturbation amplitude B, for the nonlinearity orders: (a) n = 1, (b) n = 2, (c)

n = 3, (d) n = 4. Parameters: k = 1, V0 =
π

32
, α = 4, β = 14, b = 0.04, ω0 = 0.1, ω1 = 2ω0, ω2 = 3ω0, Ω = 20ω0, ∆B = 0.01, ∆t = 0.0015.

amplitude b and the perturbation angular frequency Ω.

Concerning the system with the truncated sinusoidal

force, the separation of the different resonance effects in

distinct ranges of perturbation amplitude B, is not re-

stricted to the nonlinearity order n = 0. Indeed, for the

nonlinearity orders n presented at Fig. 15, namely 1, 2,

3 and 4, our system also follows the same behavior as

achieved at Fig. 11 for n = 0. For each considered nonlin-

earity order n, we obtained n + 1 resonances which have

been plotted separately at Fig. 15 with an appropriate

zoom near each resonance. Interestingly, we observed the

same trend for each resonance, whatever the nonlinearity

order n.

5. Conclusion

In this paper, we have considered the dynamics of a

modified Chua’s circuit model, experiencing a truncated si-

nusoidal force and driven by a perturbed input excitation:

low frequency signals corrupted by a high frequency per-

turbation. In particular, we studied the impact of the sys-

tem’s nonlinearity on the occurrence of Vibrational Reso-

nance (VR) and Ghost-Vibrational Resonance (GVR) phe-

nomena. In the previous work of K. Abirami et al devoted

to this Chua system, VR and GVR were studied by con-
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sidering a sawtooth nonlinearity [28]. In the present work,

we analyzed the impact of the system’s nonlinearity on the

occurrence of VR and GVR, since we compared the sys-

tem responses obtained with the truncated sinusoidal force

and those with the sawtooth force. Consequently, the same

potential barrier height and periodicity were considered in

both systems.

Our VR studies with the truncated sinusoidal force re-

vealed multiple resonances whose intensity reduces as the

perturbation amplitude B increases. As initially reported

by K. Abirami et al [28], our simulations with the saw-

tooth force also revealed multiple resonances. However, in

this latter case, we have established that the intensity of

the first resonance is the weakest one. More precisely, con-

trary to the truncated sinusoidal force, the intensity of the

local maxima increases with the perturbation amplitude

B. We have also shown that the number of resonances ob-

tained with both nonlinearities is controlled by their order

n which also represents the number of unstable states in

the system.

It is interesting to remark that, our system with the

truncated sinusoidal force requires smaller perturbation

amplitude B to reach its maximum response. Consequently,

it is less energy consuming when compared to the system

experiencing a sawtooth force, which requires relatively

larger perturbation amplitude B to attain its maximum

response. In addition, as the nonlinearity order n in both

the two systems keeps increasing, the response of the two

systems approaches an asymptotic value Qa which for our

parameters setting has been estimated to Qa = 1.664.

Next, in the case of the truncated sinusoidal force,

we have interpreted the multiple resonances observed by

means of phase portraits analyses. For a weak value of the

perturbation amplitude B, our system revealed orbits with

small amplitudes, each of them being centered around one

of the stable positions of the system’s potential. When

the perturbation B increases, the enhancement of the sys-

tem’s linear response Q is manifested in an enlargement

of the existing orbits. At the peak of each resonance, the

existing adjacent orbits overlap with each other. However,

increasing the perturbation amplitude B beyond the peak

of each resonance, one of the existing orbits disappeared.

After the peak of the last resonance, the system revealed

just one orbit whose size grows with the increase of the

perturbation amplitude B.

Exciting the system experiencing the truncated sinu-

soidal nonlinearity with two close low frequency signals,

we have established that a high frequency perturbation

can induce resonances at the two input low angular fre-

quencies ω1 and ω2, together with another resonance at

a missing input low angular frequency ω0. The predom-

inance of each of these resonances can be identified in a

specific range of the perturbation amplitude B. In the

first range of the perturbation amplitude, the system’s re-

sponse at the missing low angular frequency ω0 emerges

as the best pronounced resonance which indicates a strong

manifestation of GVR effect. Another resonance region is

defined by a second range of the perturbation amplitude

B where the system’s linear response at the low angular

frequency ω1 is the strongest. It corresponds to the occur-

rence of VR effect at the angular frequency ω1. In the last

region, obtained for a third range of perturbation ampli-

tude B, VR effects at the low angular frequencies ω2 and

ω1 interchangeably become the dominant resonances. Our

temporal analyses also confirmed which resonance is the

most pronounced one since it has revealed that the sys-

tem can synchronize its response with the ghost frequency

or one of the two input low frequencies. In fact, it de-

pends on which of the previously established ranges the

perturbation amplitude B is taken. By contrast, for the

system experiencing the sawtooth force, all the observed

resonance effects occurred in only one specific range of the

perturbation amplitude B, with the GVR as the predom-

inant resonance throughout.

As we have shown that Chua circuit model with the

truncated sinusoidal nonlinearity provides a better response
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than with the sawtooth nonlinearity, we suspect that con-

sidering such nonlinearity might lead to interesting appli-

cations in engineering fields. Lastly, we trust that the non-

linearity presented in this paper, owing to its multistable

behaviour, offers the opportunity to study the existence of

multiscrolls as observed in the same Chua model but with

a sawtooth multistable function.

References

[1] L. Gammaitoni, P. Hänggi, P. Jung, F. Marchesoni, Stochastic

resonance: a remarkable idea that changed our perception of

noise, Eur. Phys. J. B 69 (2009) 1–3.

[2] P. S. Landa, P. V. E. McClintock, Vibrational resonance, J.

Phys. A 33 (2000) L433.

[3] F. Chapeau-Blondeau, X. Godivier, N. Chambet, Stochastic

resonance in a neuron model that transmits spike trains, Phys.

Rev. E 53 (1996) 1273.

[4] D. Nozaki, Y. Yamamoto, Enhancement of stochastic resonance

in a fitzhugh-nagumo neuronal model driven by colored noise,

Phys. Lett. A 243 (1998) 281–287.

[5] D. G. Luchinsky, R. Mannella, P. V. E. McClintock, N. G.

Stocks, Stochastic resonance in electrical circuits - I: Conven-

tional stochastic resonance, IEEE Trans. on Circuits and Syst.

- II 46 (1999) 1205–1214.
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