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A B S T R A C T   

We characterize the structural and transport properties of fluid iron at the low densities and high temperature 
conditions characteristic to the outer parts of protolunar disks, which form after giant impacts. We observe that 
decreasing the density and increasing the temperature decluster the fluid, which is eventually dominated by 
isolated atoms and dimers. In parallel, the electrical and thermal conductivities also decrease at a fast pace. The 
rapid diffusion enhances chemical equilibrium on large scales and the low viscosity favors turbulence in the disk.   

1. Introduction 

Iron is the major component of the core of telluric planets. As such, it 
naturally received significant attention from the geoscientific commu
nity, with the major effort put in understanding its behavior and prop
erties in the high density and high temperature regions which are typical 
conditions for the Earth's core (126–360 GPa and 3500–6500 K). The 
structural (e.g. Campbell, 2016; Caracas, 2016), seismic (e.g. Steinle- 
Neumann et al., 2001; Vočadlo, 2007), thermodynamic (e.g. Alfè et al., 
2000; Li et al., 2020; Vočadlo et al., 2003), thermochemical (Badro 
et al., 2016; Hirose et al., 2017) and transport (Gomi et al., 2013; de 
Koker et al., 2012; Pozzo et al., 2012) properties of iron and iron-based 
alloys were both measured experimentally and computed theoretically. 
Much less is known about the thermodynamic and thermophysical 
properties of iron below 1 GPa and above its melting point (around 
1850 K). These conditions typically occur in the protoplanetary or 
protolunar disks (Canup, 2004) and during the release from large im
pacts (Kraus et al., 2015). Hixson et al. (1990) measured the liquid 
density and its electric conductivity at 0.2 GPa up to 4000 K by the pulse- 
heating technique. Assael et al. (2006) have compiled the available 
experimental data for the density and viscosity of iron up to 2500 K. But 
these efforts are still not enough to cover the entire range of thermo
dynamic conditions that may occur in a protolunar disk, and sometimes 
the incomplete information on the low density region may cause prob
lems in our understanding of fundamental phenomena, like the forma
tion of the Moon from the protolunar disk or the synestia. Kraus et al. 
(2015) used the dynamic shock compression technique to gain access to 
the high temperature and low-density regime, and they were able to 
locate the shock pressure needed to vaporize iron during giant impacts. 

Their experiments suggested a considerable amount of iron vapor was 
produced in the giant impacts, more than was previously estimated from 
an ANEOS equation of state (Pierazzo et al., 1997) that was less accurate 
in the low density regime. An even larger amount is suggested from the 
estimation of the entropy along the Hugoniot equation of state, as 
computed by ab initio simulations (Li et al., 2020), calculations that also 
determined the position of the critical point. The ab initio simulations 
suggested that the cores of small impactors from the late veneer 
completely vaporizes, and the core of Theia may have also partly 
vaporized. The rainout of the vaporized iron enhances the mixing and 
incorporation of metals in the mantle and thus may potentially affect the 
lithophile element budget in the mantle. In addition, a significant part of 
the iron vapor as well as the low-density high-temperature fluid would 
persist in the protolunar disk where it might contribute to its transport 
and chemical properties. 

As it is extremely difficult to perform experiments in the low density 
and high temperature regime, ab initio molecular dynamics provide a 
reliable and relatively easy alternative to study this range of conditions. 
The simulations provide information on the thermodynamic, structural 
and transport properties at relevant density, temperature and pressure 
conditions. As the required computational resources increase consider
ably with the decreasing density, the simulations quickly become 
untractable. Consequently, here we focus on densities that are above 0.2 
g/cm3 and we characterize the structural and transport properties of 
iron including diffusion coefficients, viscosity and thermal conductivity. 
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2. Computational details 

2.1. Ab initio molecular dynamics 

We performed ab initio molecular dynamics simulations using the 
VASP implementation (Kresse and Furthmüller, 1996a, 1996b). We 
employed the NVT ensemble, where the number of atoms, N, and the 
volume V of the unit cell, i.e. the density, are kept fixed, and the tem
perature T is controlled by a Nosé thermostat (Nosé, 1984). Our simu
lations contain 108 iron atoms. A Verlet algorithm is used to integrate 
the Newton's equation of motion with a timestep of 1 fs. The total 
simulation time at each temperature and density condition is at least 10 
ps. The interatomic forces were calculated by the Hellmann-Feynman 
theorem within the framework of density functional theory (Hohen
berg and Kohn, 1964; Kohn and Sham, 1965; Mermin, 1965) by 
employing the projector augmented wave (PAW) method (Blöchl, 1994; 
Kresse and Joubert, 1999). We employed the PBE formalism (Perdew 
et al., 1996) for the exchange correlation term; the valence electron 
configurations for the iron pseudopotential was [Ar]3d74s1. The partial 
occupancies of the electronic bands close to the Fermi level were 
calculated using a Fermi smearing scheme with a width at simulated 
temperature. The number of electronic bands was adapted to the tem
perature conditions such as to cover the entire spectrum of the fully and 
partially occupied states and to include enough non-occupied bands. 

Before the production run, a convergence test has been done at 7.55 
g/cm3, the highest density covered in this study. For this, we first run a 
short MD simulation at this density and then select 38 snapshots sepa
rated by 100 fs. We found that, on average, the pressure computed with 
550 eV for the cut-off energy and Gamma point to sample the Brillouin 
zone differs about 1 kbar from the one calculated with 850 eV and 4 × 4 
× 4 k-points mesh generated by the Monkhorst-Pack scheme (Monkhorst 
and Pack, 1976). However, the total pressure including the kinetic en
ergy contribution is around 12 kbar. Therefore, the error induced by the 
cut-off energy and k-points is less than its statistical fluctuation (20%). 
For energy, the difference is around 1.9 meV/atom. With decreasing 
density, the simulation cell becomes larger, causing a smaller basis 
vector in the reciprocal space. Therefore, with the fixed cut-off energy, 
more plane waves are included in the electronic structure calculation 
which provides a better accuracy. Thus, for the production run, we chose 
550 eV as the cut-off energy and use the Gamma point to sample the 
Brillouin zone. 

DFT simulations of iron and iron compounds at high density are 
typically in good agreement with experiments for a variety of properties, 
both liquid (Alfè et al., 1999; Gomi et al., 2013; Pozzo et al., 2012) and 
solid (Caracas, 2016). In the low-density and high-temperature regime 
there is a lack of both simulations and experiments to provide a reliable 
picture. We did tests on the Fe2 dimer. We obtain a bond length in the 
range 2.000–2.004 Å regardless of the use or not of the van der Waals 
correlation, while experimental values are 2.02 +/− 0.02 Å (Leopold 
and Lineberger, 1986). Our harmonic vibrational frequencies are over
estimated by about 20%. 

2.2. Structural analysis 

The short-range order in the fluid is revealed by the pair distribution 
function (PDF), gFe− Fe(r): 

gFe− Fe(r) =
V

N(N − 1)

〈
∑

i

∑

j∕=i

δ
(
r − rij

)
〉

where r is the correlation length and rij are the distance between atoms i 
and j, N is the total number of iron atoms in the simulations, and V is the 
volume of the simulation box. 

2.3. The mean-squared displacement 

The atomic mean-squared displacement (MSD) is defined as the 
average 〈〉 of the square of the distance travelled by the atoms i in a 
period of time τ, as: 

MSD(τ) = 〈[ri(t0 + τ) − ri(t0) ]
2 〉 

The time origin t0 is arbitrary. τ represents the width of a gliding time 
window that spans the trajectory. The values are averaged over the total 
number of atoms and time origins. From the slope of MSD, we can 
extract the diffusion coefficient D by exploiting the Einstein-Stokes 
equation, which have been reported in our previous work. 

2.4. Velocity autocorrelation function 

The normalized velocity autocorrelation function (VAF) is: 

VAF(τ) = 〈v(0)v(τ) 〉
〈v(0)v(0) 〉  

where v(t) is the velocity of a particle at time τ and 〈〉 is computed as the 
time average over different time origins. The self-diffusion coefficient D 
is given by the time integral of the velocity autocorrelation function, 

D = limt→∞
1
3

∫ t

0
dτ〈v(0)v(τ) 〉 

The self-diffusion coefficients obtained with the two methods should 
yield similar values. 

2.5. Viscosity 

The viscosity is given by the Green-Kubo formula, 

η =
V

kBT

∫ ∞

0

〈
Pαβ(t)Pαβ(0)

〉
dt,

where V is the total volume, kB is the Boltzmann constant, T is the 
temperature, Pαβ stands for the off-diagonal element of the stress tensor 
and t denotes the correlation time. 

2.6. Electrical and thermal conductivity 

Here we only consider the electronic contribution to the electrical 
and thermal conductivities, as for metals it is the dominant part (Gomi 
et al., 2013; Pozzo et al., 2012). We calculate them using the Kubo- 
Greenwood formalism (Greenwood, 1958; Kubo, 1957) for 20 
different configurations, equally spaced by 500 fs. This was successfully 
applied to liquid iron at the Earth's outer core conditions (Pozzo et al., 
2012), and was shown to be considerably similar to results obtained 
from electron-phonon coupling (Gomi et al., 2013) at lower tempera
ture. The Brillouin zone was sampled with the Baldereschi point (Bal
dereschi, 1973). A test with a grid of 4 × 4 × 4 k-points yields results 
within 1% difference in both types of conductivities to using only the 
Baldereschi point. 

We calculate the dynamic Onsager coefficients, used in the estima
tion of the conductivity using the Kubo-Greenwood formula (Pozzo 
et al., 2012): 

Llm(ω) = ( − 1)l+m 2πe2ℏ2

3m2ωV

∑

k

∑n

i,j=1

∑3

α=1
w(k)

[
f
(
ϵi,k

)

− f
(
ϵj,k

) ]⃒
⃒〈Ψj,k|∇α|Ψi,k 〉

⃒
⃒2[ϵj,k − μ

]l− 1[ϵi,k − μ
]m− 1δ

(
ϵj,k − ϵi,k − ℏω

)

where e and m are the electron charge and mass respectively, ω is the 
frequency, ℏ is the reduced Plank's constant, V is the cell volume and n is 
the number of bands used in the simulations, α sum runs over the three 
spatial directions, Ψ i, k and ϵi, k are the Kohn-Sham wavefunctions and 
associated eigenvalues at the corresponding k-point, f(ϵi, k)is the Fermi 
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factor. The δ function is represented by a Gaussian with width equal to 
the average spacing between the eigenvalues. w(k) is the weight of the 
particular k-point in the Brillouin zone. 

Then, using the Onsager coefficient, the electrical (σ(ω)) and the 
thermal (κ(ω)) conductivities are obtained as: 

σ(ω) = L11(ω)

and 

κ(ω) = 1
e2T

(

L22(ω) −
L12(ω)L21(ω)

L11(ω)

)

The σ0 and κ0are the respective values of σ(ω) and κ(ω)in the limit ω 
→ 0. 

In order to verify our implementation, we conducted simulations at 
328 GPa and 6350 K for liquid iron using exactly the same parameters as 
(Pozzo et al., 2013). At these conditions, the density of liquid iron is 
12.95 g/cm3. We obtain an agreement better than 1% for both types of 
conductivity, thermal and electrical, when compared to the values re
ported in Pozzo et al., (2013). 

3. Results and discussion 

3.1. Phase diagram 

In a previous study (Li et al., 2020), we bracketed the critical point of 
iron in the temperature range of 9000–9350 K and the density range of 
1.85–2.40 g/cm3, which corresponds to the pressure range of 4–7 kbars. 
We also calculated two Hugoniot lines that are up to 640 GPa and 
22,000 K, and 830 GPa and 22,000 K, respectively. The computed en
tropy along these Hugoniot lines shows a steady increase up to 22.56 kB/ 
atom and 21.87 kB/atom when reaching 640 GPa and 22,000 K, and 830 
GPa and 22,000 K, respectively. In the following we analyze and discuss 
in detail the physical properties of iron, in the low-density high-tem
perature liquid and in the supercritical state. 

3.2. Static structure 

Fig. 1 shows snapshots of the fluid iron at several representative 
densities and temperatures. We observe a trend towards declustering 

Fig. 1. Snapshots of the fluid iron at several temperature and density conditions. We observed a gradual de-polymerization with decreasing density and increasing 
temperature. At 12000 K and 0.37 g/cm3, the dominant species is the isolated iron with only a minor amount of iron dimer. 
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with increasing temperature and decreasing density. This visual trend 
can be quantified by proper statistical analysis, as described in the 
following. 

Several typical pair distribution functions (PDF) calculated from the 
MD simulations are shown in Fig. 2(a). As the periodic boundary con
dition is used, the maximum correlation length is limited to half of the 
cell length. All the interatomic PDFs start at zero, and continue as such 
up to a certain distance that defines the exclusion radius. This is caused 
by the strong repulsive force between any two atoms that prevents atoms 
from staying too close to each other. In the iron simulations, the 
exclusion radius depends weakly on the density and temperature; it 
decreases from 1.9 Å at 3000 K and 7.75 g/cm3 to 1.8 Å at 12000 K and 
0.37 g/cm3 indicating a decline of repulsive force over this temperature 
and density regime. 

The first peak in PDF, usually considered as a good approximation for 
the average bond distance in the fluid, occurs at 2.5 Å, with a height of 
2.0 at 3000 K and 7.75 g/cm3. These values remain relatively constant 
over a large range of temperature and density conditions, but the peak 
broadens with an increasing of temperature due to thermal activation. 
Previous ab initio molecular dynamics simulations at 1850 K and around 
6.95 g/cm3 also reported the main peak position of the PDFs at around 
2.5 Å (Marqués et al., 2015). 

The first minimum of the PDF marks the end of the first coordination 
sphere. At 3000 K and 7.75 g/cm3, this lies at 3.3 Å and remains rela
tively constant over a large range of temperature and density conditions. 
We observe a second peak (the second coordination shell) at 4.5 Å, 
which again broadens with an increasing of temperature. Above 7500 K 
and below 2.70 g/cm3, the positions of the first minimum and of the 
second peak become less obvious. And at 12000 K and 0.37 g/cm3, the 
PDF decays steadily to a value close to one without an apparent mini
mum point. Due to the small cell size used here, we could not observe the 
long-distance behavior in PDF beyond 6 Å. 

The integral of the PDF up to the first minimum gives the coordi
nation numbers (CNs). The Fe-Fe coordination as a function of density 
and temperature is shown in Fig. 2(b). We observe a weak dependence of 
the coordination number with temperature. For example, at a density of 
about 6 g/cm3, the coordination number decreases from about 11 at 
3000 K down to about 9.5 at 7500 K, and by extrapolation down to about 
8 at 12000 K. However, density has a more pronounced effect on the 

changes in coordination number. Along the 3000 K isotherm the coor
dination number increases from about 9.5 at about 6 g/cm3 up to 13.5 at 
8 g/cm3. At 3000 K and 7.75 g/cm3 (about 5 GPa in pressure) the co
ordination is around 13.6, indicating a very close-packed liquid. Actu
ally the value of 14 seems to be a saturation value for coordination in 
liquid iron at high pressures and densities, i.e. at 6000 K and 13.3 g/cm3, 
the conditions at inner-outer core boundary inside the Earth, as was 
shown in other previous ab initio MD studies (Alfè et al., 2000; Vočadlo 
et al., 1997). The change in slope around 7.75 g/cm3 implies that 
probably the compression mechanism above this density is likely to be 
caused by the change in the second coordination shell. With decreasing 
density along the same isotherm, the Fe-Fe coordination decreases to 
around 10.8 at a density of 5.81 g/cm3. In the supercritical region, at 
12000 K, the Fe-Fe coordination drops from 6.3 at 2.7 g/cm3 density to 
1.6 at 0.37 g/cm3. A change in slope of the density-coordination 
dependence occurs around 1.46 g/cm3 along 12,000 K. At the critical 
point, the Fe-Fe coordination number is around 6. 

3.3. Speciation 

The coordination number as obtained from PDF only gives an 
average information on the number of atoms that surrounds a central 
iron atom. The distribution of the bond lengths and the lifetimes of 
atomic clusters are still missing. Consequently, we also use a geometric 
criterion to analyze the interatomic connectivity at every configuration 
generated during our simulations. The geometric cut-off length for two 
atoms to be considered connected, i.e. bonded, is chosen to be the radius 
of the first coordination sphere that is the first minimum of PDF. Then 
the size of any given iron coordination polyhedron is defined as the 
number of atoms within the range of the first minimum of PDF. Once the 
individual atoms forming a given coordination polyhedron are identi
fied, we monitor the time they obey the geometrical criterion for 
bonding to define the polyhedron lifetime. 

Fig. 3(a) shows the coordination of atoms at different conditions. In 
general, we observe, as expected, a declustering of the fluid with 
decreasing temperature. At 3000 K, from 7.97 g/cm3 to 6.78 g/cm3, the 
iron is highly polymerized with few or no isolated Fe atoms. With further 
decrease of density, we observe the presence of isolated Fe atoms with 
an increasing abundance from 0.02 at 6.78 g/cm3 to 0.15 at 5.81 g/cm3 

Fig. 2. The static structure of hot fluid iron. (a) Pair distri
bution function for iron at selected temperatures and densities. 
The color of solid lines represents different temperatures, as 
shown in the legend of (b). The unit is g/cm3. (b) The coor
dination number calculated by counting the number of atoms 
within the first minimum of g(r) from a central atom. There is a 
weak dependence of the coordination number with the tem
perature. However, its density dependence is very strong below 
7.75 g/cm3, then saturates at a value of 13 up to 6000 K and 
13.3 g/cm3 (Alfè et al., 2000; Vočadlo et al., 1997), which is 
corresponds to the Earth's inner-outer core boundary.   
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indicating a gradual declustering. Along the 4000 K isotherm, the 
abundance of isolated iron atoms increases rapidly from 0.07 at 6.78 g/ 
cm3 to 0.50 at 5.14 g/cm3. Above 7500 K and below 5.46 g/cm3, we 
observe a nearly constant concentration of 0.85 of isolated iron atoms, 
irrespective of the temperature. The lifetime of isolated Fe atoms is 
shown in Fig. 3(b); in general, the increase of temperature and the in
crease of density result in decreasing their lifetime. In the supercritical 
regime, at 12000 K, the lifetime of isolated atoms increases linearly with 
decreasing the density. At the lowest density of 0.37 g/cm3 calculated in 
the present study, the lifetime is around 450 femtoseconds. We also 
observed some small Fe2 dimers starting to appear from 5000 K and 
6.60 g/cm3, as illustrated in Fig. 3(c). There is a weak temperature 
dependence of the Fe2 abundance, with a major role played by the 
density. The abundance of Fe2 clusters increases considerably in the 5.46 
to 4.32 g/cm3 density range. Below 5.46 g/cm3 density, the abundance 
of Fe2 fluctuates around 0.11 until 1.08 g/cm3, then increases again to 
0.14 at further decreasing density to 0.37 g/cm3. We only find a small 
amount of iron trimers (Fe3) at 12000 K. The lifetime of Fe2 and Fe3 
clusters (Fig. 3(d)) is below 100 femtoseconds, shorter than that of Fe. 
Our results suggest the critical iron fluid is mainly atomic with the Fe 
dimers being the next most abundant species. 

3.4. Velocity autocorrelation function 

As a time-dependent correlation function, the velocity autocorrela
tion function (VAF) not only reveals the underlying dynamical processes 

like diffusional and vibrational motions operating in an atomic or mo
lecular system at a microscopic scale, but also shows a direct connection 
with the macroscopic properties like the diffusion coefficient. These 
facts offer a good reason to study VAF, whose straightforward calcula
tion details are provided in Section 2.4. We plot the overall trend from 
3000 K and 7.75 g/cm3 to 10,000 K and 3.86 g/cm3 in Fig. 4(a). At 7.65 
g/cm3 and 3000 K, VAF decays to reach a first minimum at a value of 80 
fs. The formation of this first minimum is generally attributed to the cage 
effect formed by the nearest neighbors, which exert a restoring opposite 
force on the central atom when this encounters its cage during the vi
bration. There are two more minima at larger correlation times. Glob
ally, the three observed minima represent different vibrational modes. 
With further decreasing density to 5.81 g/cm3 at 3000 K, as the atoms 
become increasingly spaced, only two minima are found, and their po
sitions are shifted to longer correlation times (i.e. low frequency) due to 
a decrease of the interaction strength (also see Fig. 5). With increasing 
temperature at fixed density of 5.81 g/cm3, the minimum becomes less 
obvious and disappears at 7500 K where a single exponential decay is 
present, indicating the cage structure can no longer hold the Fe atoms 
due to the large thermal velocity at high temperature. The VAF decay is 
weakly dependent on temperature, but appears at relatively similar 
densities. 

To illustrate the dependence of the VAF with the density, we show its 
variation along the 12,000 K isotherm in Fig. 4(b). The decay of VAF 
becomes faster at high densities since collisions occur more frequently 
due to the relatively short distances between atoms, which break 

Fig. 3. Speciation of isolated clusters of hot fluid iron at low densities and high temperatures, representing a good approximant to the structure of the gaseous iron. 
In (a) and (b), the relative abundance and the average lifetimes of isolated iron atoms are displayed. In (c) and (d), we have shown the abundance and lifetimes of 
iron dimers (Fe2) represented by the circles, and iron trimers (Fe3) in squares. Other clusters are not shown as their abundance are below 0.005. In the supercritical 
regime (10,000 K and 12,000 K), the iron fluid is dominated by long-lived monoatomic and diatomic clusters; at low temperatures we retrieve more familiar 
polymerized melts. 
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correlations. The decay time of VAF at 12000 K and 0.37 g/cm3 is 
around 2500 fs, suggesting that at these conditions, only 12 independent 
configurations are sampled during a 30 ps simulation. The situation 
would become even worse when the temperature and density are below 
12,000 K and 0.37 g/cm3 since the correlation time increases with 
decreasing temperature and density. Reed and Flurchick (1994) found 
the statistical inefficiency, which represents the average time needed to 
sample two statistically uncorrelated configurations during an MD 
simulation, is almost linearly scaling with the inverse of density. For the 
low-density phase, an intrinsic problem is that there are two time scales: 
the inter-collision time and collision duration. As the collision duration 
is very short, the atoms move in space for a very long time before the 
next collision occurs. A common method to speed up the correlation 
time is to use a larger time step. But a very large time step would cause 

missing collisions and thus decreasing accuracy of sampling of the 
configurational space. Reed and Flurchick (1994) proposed a hybrid 
algorithm that combines the time-driven simulation with event-driven 
simulation, which is frequently used in the hard-sphere models. This 
may provide a promising solution to the time scale problems. However, 
many questions need to be answered before its practical implementa
tions combined with density functional theory will become available, 
especially on how to define a collision radius. 

3.5. Diffusion 

The mean square displacements (MSD) measure the average distance 
that atoms move during a reference time window. We show in Fig. 6 four 
examples that cover the whole studied temperature range from 3000 to 

Fig. 4. (a) The overall trend of velocity autocorrelation function from 3000 K and 7.75 g/cm3 to 10,000 K and 3.86 g/cm3. (b) Velocity autocorrelation function 
along the supercritical isotherm 12,000 K as a function of density. With decreasing density, the behavior of fluid iron approaches that of a dense ideal gas because of 
the absence of interactions. Therefore, the velocity autocorrelation function always keeps at a constant value of 1.0, as the initial velocity are not altered with time. 

Fig. 5. Vibrational spectrum of fluid iron calculated by Fourier transform of the velocity autocorrelation function shown in Fig. 4 (a). At 3000 K and 7.75 g/cm3, we 
observe a broad peak from 0 to 400 cm− 1, which is caused by breathing-types vibrations of the first coordination shell. 
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12,000 K and density range from 7.75 to 0.37 g/cm3. The total diffusion 
process can be divided into two stages, as seen by the change of slope in 
the log-log plot in the inset in Fig. 6. The first part, on the order of about 
100 fs, is the ballistic part dominated by the free particle motion before 
collision. The second part is dominated by the diffusion of the particles; 
in this region the square displacement linearly scales as the function of 
time. The slope of the MSD yields the diffusion coefficient via a prefactor 
of 1/(2n), where n is the number of degrees of freedom per atom, which 
is 3 in our case. 

We also calculate the diffusion coefficient by integrating the velocity 
autocorrelation function, as shown in Fig. 7. The diffusivity increases by 
two orders of magnitude from about 1.0 × 10− 8 m2s− 1 at 7.75 g/cm3 and 
3000 K to about 1.3 × 10− 6 m2s− 1 at 0.37 g/cm3 and 12,000 K. We 
estimate its uncertainty by dividing the total simulation into several 

blocks of 2 ps for simulations at 3000 K and 7.75 g/cm3 since the ve
locity autocorrelation function decays to zero at this time length. The 
resulting uncertainly is about 22% of the diffusivity value. At high 
densities and low temperatures, the diffusion coefficients correspond to 
distances travelled by the iron atoms on the order of about 2.5 cm in 24 
h, which would ensure highly efficient chemical equilibration close to 
the surface of the iron droplets. At low densities and high temperatures, 
the diffusion coefficients correspond to displacements on the order of 
0.5 m in 24 h, which would contribute significantly to the chemical 
equilibration inside large-scale fluid volumes. As expected, the 
increasing temperature and decreasing density would increase the 
diffusivity. There is an excellent agreement between the values of the 
diffusion coefficients obtained using the two methods (the slope of the 
MSD and the integration of the VAF). Our values also compare well with 
previous theoretical studies in liquid iron (Alfè et al., 2000; Posner et al., 
2017), at higher pressures and lower temperatures. 

3.6. Viscosity 

The viscosity of iron was computed previously only in its high- 
density liquid state (Alfè et al., 2000; de Wijs et al., 1998) and applied 
to the dynamics of the liquid outer core of the Earth. We obtain the 
viscosity from the self-correlation of the shear components stress tensor. 
As a general rule this method requires much longer simulations times 
than are needed to obtain the other properties. We can improve a little 
the quality of the results by averaging over all the three shear compo
nents of the stress tensor. Fig. 8(a) displays the stress autocorrelation 
function (SAF) for fluid iron at 3000 K and 7.75 g/cm3. After 0.15 ps, 
SAF decays to zero with a still large noise, about 5% compared with the 
value at t = 0. The inset in Fig. 8(a) shows the viscosity integral as a 
function of time. After 0.4 ps, the shear viscosity fluctuates within the 
range 3 × 10− 3–5 × 10− 3 Pa s. We estimate the standard deviation to 
about 40% of the total value of viscosity by dividing and analyzing the 
total simulation in several blocks of 2 ps, a time length that corresponds 
to the decay of the correlations function. 

We present the variation of viscosity as a function of density along 
several isotherms in Fig. 8(b). The values of viscosity at conditions 
typical to the outer parts of the protolunar disk, i.e. low density and high 
temperature, are in the range 0.5 × 10− 3 to 4 × 10− 3 Pa s. They show a 
decreasing trend with decreasing density, but due to the large scatter in 
values, we cannot identify any reliable trend with temperature. The 
values that we obtain for conditions specific to the protolunar disk are 
one order of magnitude smaller than in the Earth's outer core, estimated 
to be on the order of 2 × 10− 3–15 × 10− 3 Pa s (Alfè et al., 2000; de Wijs 
et al., 1998). Assael et al., (2006) compiled viscosity data for liquid iron 
from 1850 K and 7.0 g/cm3 to 2500 K and 6.40 g/cm3. We find the 
viscosity at 3000 K and 6.40 g/cm3 of 2.1 × 10− 3 Pa s to be comparable 
to the corresponding value at 2500 K and 6.40 g/cm3 of 2.276 × 10− 3 Pa 
s (Assael et al., 2006). 

At 3000 K and 7.75 g/cm3 we perform a further check and compute 
the viscosity using the Stoke-Einstein relations, which connects diffusion 
coefficient to estimate the viscosity: 

η =
kBT

2πaD  

where η is the viscosity, kB is the Boltzmann constant, T is temperature, D 
is the diffusion coefficient and a is the effective atomic diameter. 
Because iron is a metallic monoatomic fluid that does not form long- 
lasting structural units, we followed previous studies (de Wijs et al., 
1998) and choose the value of the effective atomic radius to be the first 
peak in the radial distribution function. This method has been used 
previously to determine the viscosity of liquid iron at Earth's core con
ditions (de Wijs et al., 1998). By applying this method, the estimate 
viscosity is 3 × 10− 3 Pa s, in remarkable agreement with the Green-Kubo 
method. 

Fig. 6. The mean-squared displacement (MSD) of fluid iron at selected den
sities and temperatures. The inset shows a log-log zoom-in plot for short times. 
The inset outlines a slope change that separates the two characteristic regions of 
the diffusion: ballistic, for times less than about 100 fs, and diffusive, at 
higher times. 

Fig. 7. The temperature and density dependence of the self-diffusion co
efficients of fluid iron. The solid circles and black crosses represent diffusivities 
determined from velocity autocorrelation function and mean-squared 
displacement (Li et al., 2020), respectively. The green squares and black tri
angles denote several self-diffusion coefficients of liquid iron at high densities 
and temperatures previously reported in the literature. (For interpretation of 
the references to color in this figure legend, the reader is referred to the web 
version of this article.) 
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3.7. Electric and thermal conductivity 

Next we used the Kubo-Greenwood formalism (Greenwood, 1958; 
Kubo, 1957) to determine the electrical and thermal conductivities. In 
this method, the electron-ion collisions are accurately described, while 
the electron-electron scattering and is neglected and its effect remains 
unclear (Dufty et al., 2018). Fig. 9 shows the computed electrical and 
thermal conductivities, and the Lorentz constant of pure fluid iron as a 
function of density and temperature. Both the electrical and the thermal 
conductivities decrease monotonically with decreasing density, as the 
fluid declusters and is gradually dominated by isolated dimers and single 
atoms, causing electrons to become more localized. Along the 3000 K 
isotherm, the electrical conductivity decreases from 1.2 × 106 Ω− 1 m− 1 

at 7.76 g/cm3 to 0.8 × 106 Ω− 1 m− 1 at 5.81 g/cm3, while the thermal 
conductivity decreases from 80 Wm− 1 K− 1 to 40 Wm− 1 K− 1. 

At densities above 6.19 g/cm3, iron behaves like a typical metal, with 
the electrical conductivity decreasing with increasing temperature, 
which enhances the electron-ion collisions. Below 6.19 g/cm3, the trend 
is reversed, with the electrical conductivity increasing with tempera
ture. It indicates the fluid iron at low-density conditions behaves more 
like a semiconductor, where the temperature dependence may as well be 
a result of the increasing concentration of carriers due to thermal exci
tation. The observed change of the temperature dependence around 
6.19 g/cm3 suggests a possible metal-non-metal transition and has also 
been observed in other expanded metals like aluminium (Recoules et al., 
2002). The calculated Lorentz number, which represents the ratio be
tween the thermal and the electrical conductivity (Fig. 9(c)) is almost 
constant and close to its ideal value of 2.44 × 10− 8 WΩK− 2 over the 
whole temperature and density ranges studies. 

4. Conclusions 

Hydrodynamic simulations, shock experiments, and ab initio simu
lations showed that during the giant impact most of the core of the 

impactor Theia lost its integrity and was dispersed in the protolunar 
disk. The droplets of fluid iron that reached the outer parts of the disk 
were at high temperature and low density, in a state of supercritical fluid 
or hot vapor. In the inner region of the disk, where the impact deposited 
a considerable amount of energy, the core of the proto-Earth was at high 
density and high temperature, probably in supercritical state. These 
different physical states see different thermodynamic and kinetic 
behaviors. 

Here we investigate the structural and transport properties of iron 
from ab initio molecular dynamics simulations at densities below 7.8 g/ 
cm3 and up to 12,000 K, conditions typical for the outer parts of the 
protolunar disk. We find that the low-density fluid is highly declustered, 
its structure dominated by isolated atoms and dimers. The polymeriza
tion and the coordination number increase strongly with density below 
7.75 g/cm3, then saturates at a value of ~14 that persists at least up to 
6000 K and 13.3 g/cm3, which is the condition at the Earth's inner-outer 
core boundary. 

At the high temperatures of the protolunar disk, the diffusion co
efficients are on the order of 10− 7 to 10− 6 m2/s. As the temperature 
drops, the diffusion slows down, losing almost one order of magnitude 
down to 3000 K. But throughout the potential lifetime of the iron 
droplets in the protolunar disk, the diffusion coefficients should be 
sufficiently fast to promote chemical equilibration over multiple centi
meters distances in a matter of only hours. 

The viscosity of iron in the outer parts of the protolunar disk is also 
extremely low, on the order of 10− 3 Pa s, which is one order of magni
tude smaller than the value in the Earth's liquid outer core (de Wijs et al., 
1998). A low viscosity implies a limited role in the global energy budget 
of the disk, a term oftentimes neglected in magneto-hydrodynamic 
simulations (Breuer et al., 2015), and a possible presence of turbu
lence as the primary mechanism of transporting mass in the disk. 

Finally, the computed electronic and thermal conductivities decrease 
with the density, suggesting a gradual reduction of the metallic char
acter. We do not observe any discontinuity in the density dependence of 

Fig. 8. Viscosity of fluid iron varying as a function of temperature and density. (a) Stress autocorrelation function for fluid iron at 3000 K and 7.75 g/cm3 calculated 
by averaging over three off-diagonal stress tensor and normalizing by dividing the value at time zero. The inset shows viscosity integral of the average stress 
autocorrelation function as a function of time. The shaded areas denote the fluctuation of the viscosity. (b) The overall overview of viscosity of fluid iron as a function 
of temperature and density. The black square represents an experimental value at 2500 K and 6.40 g/cm3 (Assael et al., 2006), which is close to our 3000 K isotherm. 
The black solid circles are the viscosity at 3000 K and 7.75 g/cm3 determined from the Stoke-Einstein relation, which is in a fair agreement with the prediction by the 
Green-Kubo method. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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the electric conductivity. The only visible effect is that the electric 
conductivity falls more rapidly as the density decreases below 5.14 g/ 
cm3. Around the critical point the thermal conductivity is around 10 
Wm− 1 K− 1, similar to the value of silicates in the lower mantle condi
tions (Stackhouse et al., 2015). 

Further simulations of the geodynamical evolution of the protolunar 
disk will need to incorporate these numerical values for iron at the 
relevant thermodynamic conditions of the disk. Such simulations can 
determine the cooling rates of the disk, the condensation trajectories for 
both the Earth and the Moon, and the multiscale chemical mixing be
tween the mantle and the core. 
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