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ABSTRACT:
Perceptual differences in voice cues, such as fundamental frequency (F0) and vocal tract length (VTL), can facilitate

speech understanding in challenging conditions. Yet, we hypothesized that in the presence of spectrotemporal signal

degradations, as imposed by cochlear implants (CIs) and vocoders, acoustic cues that overlap for voice perception

and phonemic categorization could be mistaken for one another, leading to a strong interaction between linguistic

and indexical (talker-specific) content. Fifteen normal-hearing participants performed an odd-one-out adaptive task

measuring just-noticeable differences (JNDs) in F0 and VTL. Items used were words (lexical content) or time-

reversed words (no lexical content). The use of lexical content was either promoted (by using variable items across

comparison intervals) or not (fixed item). Finally, stimuli were presented without or with vocoding. Results showed

that JNDs for both F0 and VTL were significantly smaller (better) for non-vocoded compared with vocoded speech

and for fixed compared with variable items. Lexical content (forward vs reversed) affected VTL JNDs in the variable

item condition, but F0 JNDs only in the non-vocoded, fixed condition. In conclusion, lexical content had a positive

top–down effect on VTL perception when acoustic and linguistic variability was present but not on F0 perception.

Lexical advantage persisted in the most degraded conditions and vocoding even enhanced the effect of item variabil-

ity, suggesting that linguistic content could support compensation for poor voice perception in CI users.
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I. INTRODUCTION

Each human voice is unique, and being able to tell them

apart can dramatically improve our ability to understand

speech. This is especially true when there is noise in the

background or when multiple people are talking at the same

time (e.g., Cherry, 1953; Johnsrude et al., 2013). For

normal-hearing (NH) listeners, speech-on-speech perception

is relatively easy when there is a clear difference between

the voices of the speakers who produce the target speech

and the masking speech (e.g., Brungart, 2001; Festen and

Plomp, 1990; Stickney et al., 2004). Research using target

and masking speech produced by the same talker and where

the voice difference was introduced artificially through

acoustic manipulation has indicated that two acoustic voice

cues are particularly important for speech-on-speech perfor-

mance (Başkent and Gaudrain, 2016; Darwin et al., 2003;

Vestergaard et al., 2011): fundamental frequency (F0),

which arises from the glottal–pulse rate, and vocal tract

length (VTL), which shapes the spectral parameters, such as

formant frequencies.

Individual talkers can control their F0 by applying more

or less tension on their glottal folds as they speak or sing.

However, the average F0 they produce is also constrained

by the anatomy of their speech production system.1 Among

adult male talkers, F0 varies with testosterone levels (Dabbs

and Mallinger, 1999), whereas both F0 and VTL are known

to vary with actual body size and shape (Evans et al., 2006).

Additionally, the morphology of the male and female VTL

differs, resulting in an overall greater VTL for men (Fitch

and Giedd, 1999). This variance in VTL leads to the varia-

tion in formant patterns observed for different talkers

(Hillenbrand et al., 1994). While speaker size is predomi-

nantly judged on VTL; judgment of talkers’ sex and age is

equally based on F0 and VTL (Smith and Patterson, 2005).

Hence, for NH listeners, the F0 and VTL voice cues greatly
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help to discriminate between talkers from different or same

sexes, identify specific voices belonging to one speaker or

another, and help with understanding speech better in multi-

talker listening.

A. Cochlear implants (CIs) and vocoding

Users of CIs have difficulties in perceiving the two

voice cues mentioned above, showing higher discrimination

thresholds for F0 and VTL compared with NH listeners

(Gaudrain and Başkent, 2018; Zaltz et al., 2018), because of

spectrotemporal degradations inherent to CI electrical stim-

ulation of the auditory nerve (Başkent et al., 2016b). When

compared with simulation studies where the spectral resolu-

tion was degraded by means of vocoding, similar results

were shown (Gaudrain and Başkent, 2015). Although these

deficits in voice cue sensitivity can directly explain abnor-

mal voice gender categorization among CI users (Fu et al.,
2005; Fuller et al., 2014; Massida et al., 2013; Meister

et al., 2016), it is less clear how they are related to speech-

on-speech perception.

Speech-on-speech perception is particularly challenging

for CI listeners (Stickney et al., 2004, 2007; Zeng et al.,
2005). A number of studies previously used differing talkers

for target and masker speech, and when the gender of target

and masker talkers differed, some benefit was observed for

speech-on-speech perception by some of the CI users

(Cullington and Zeng, 2008; in children, Misurelli and

Litovsky, 2015). However, when the same speaker was used

for target and masker and the voice properties were system-

atically altered in F0 and VTL, a different picture emerged.

El Boghdady et al. (2019) showed that compared with

NH listeners, CI users do not necessarily benefit from differ-

ences introduced in F0 and VTL cues to better perceive

speech on speech. However, El Boghdady et al. also showed

that this deficit in voice difference benefit was not correlated

with the just-noticeable differences (JNDs) for F0 and VTL.

Instead, they found that overall speech-on-speech under-

standing, independently from the voice difference, was cor-

related with better F0 and VTL JNDs. In a more recent

study, El Boghdady et al. (2020) showed that spectral con-

trast enhancement, a stimulation strategy that enhances the

contrast between peaks and troughs in the spectrum, could

improve speech-on-speech perception. But again, they also

found that spectral contrast enhancement did not improve

the F0 and VTL JNDs and that it improved speech-on-

speech perception by improving the target-to-masker ratio

across all voice difference conditions rather than by making

the voice cues more salient. Meister et al. (2020) used a sim-

ilar paradigm with bilateral and bimodal CI users, and some

of these CI users, especially bimodal ones, were able to

derive a benefit from F0 differences (in line with a previous

vocoder study that showed better F0 perception with simu-

lated bimodal hearing, Başkent et al., 2018). The relation-

ship between voice discrimination and release from masking

in speech on speech is therefore not as straightforward as

one would hope, and further investigation is needed to

understand better how speech understanding and voice dis-

crimination are articulated in CI listeners and of varying CI

configurations. As a first step, using vocoders is useful to

explore the signal properties that are detrimental to this

phenomenon.

B. Interaction between voice and linguistic content

The speech signal simultaneously carries linguistic

information about the content of the intended utterance and

indexical information about the characteristics of the talker

(Abercrombie, 1967). Linguistic and indexical information

are closely linked in the perceptual processing of speech

(Nygaard, 2008; Pisoni, 1997). As a result, even in listeners

who have full access to the clean speech signal, the interpre-

tation of acoustic features into voice cues or phonetic con-

tent sometimes interferes with each other. This is evidenced

by the fact that talker discrimination has been found to be

influenced by linguistic factors such as talker and language

familiarity. Goggin et al. (1991) showed that voice identifi-

cation is facilitated by language familiarity, an effect most

prominent in monolingual listeners. In addition, more recent

research suggests that the language familiarity effect is not

based on language comprehension per se but more on famil-

iarity with the native language’s phonology (Fleming et al.,
2014). Fleming et al. showed that reversed native language

sentences were rated as more dissimilar than reversed non-

native (Chinese) sentences, confirming the relevance of

language-specific phonological features (e.g., vowels and

fricatives), which are preserved in reversed speech. The rel-

evance of phonological knowledge to talker discrimination,

and possibly to voice cue perception, is further supported by

studies on individuals with developmental dyslexia.

Perrachione et al. (2011) found that individuals with dys-

lexia show poorer talker discrimination than nondyslexics

because of impaired phonological processing. Perea et al.
(2014) found a similar deficiency in dyslexic children and

adults. Both studies found a relationship between reading

ability and talker discrimination ability in individual partici-

pants. Kadam et al. (2016) further found that phonological

competence (reading ability) in individuals without dyslexia

was related to talker voice learning.

Within the listener’s native language, other factors also

seem to affect voice perception. Ptacek and Sander (1966) stud-

ied the ability of participants to identify whether stimuli were

uttered by young or old adults using prolonged vowels, time-

reversed words, and words played normally. They observed a

performance of 78%, 87%, and 99% correct, respectively.

These results suggest that both acoustic “richness” and access

to the semantic content of the speech material facilitate talker

discrimination. It can be argued that words, being produced

through a number of articulatory gestures, contain more infor-

mation about the speaker than steady-state vowels. From a sig-

nal information point of view, it can be expected that acoustic

signals that are more variable, i.e., with higher entropy

(Shannon and Weaver, 1949)—e.g., evaluated as cochlea-

scaled entropy (Stilp and Kluender, 2010)—may be more
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favorable for speaker identification because they offer more

facets on which to evaluate the identity. However, because it is

difficult to manipulate the semantic content without changing

the acoustic content as well, it can be challenging to disentangle

the effect of acoustic variability from that of semantic variabil-

ity. Time-reversed speech is useful in this instance as it argu-

ably contains the same acoustic entropy while carrying no

semantic content.

Although acoustic or linguistic variability—or

entropy—within a stimulus may be advantageous for talker

identification or categorization because it provides more

cues, it may be detrimental for talker discrimination when

the variability also occurs across the items that are being

compared. For instance, Cleary and Pisoni (2002) observed

that talker discrimination in pediatric CI users was better

when identical sentences were used across talkers compared

with when two different sentences were used. Cleary et al.
(2005) failed to replicate this result using an adaptive proce-

dure; however, they reported that “performance was much

more variable in the presence of linguistic variability.”

Recently, Narayan et al. (2017) examined in more detail the

effects of acoustic and linguistic variability across compari-

son items in a talker discrimination task by using rhyming

words (close acoustic match but distant semantic content),

the two elements of compound words (e.g., “day” and

“dream,” no acoustic match but related semantic content),

or two entirely unrelated words. They found not only that

rhyming words provided the highest sensitivity to voice dif-

ferences (d0 ¼ 1.98, standard error [s.e.]¼ 0.05, p < 0.03 for

all comparisons) but also that semantically related words

(d0 ¼ 1.87, s.e.¼ 0.05) yielded higher sensitivity than unre-

lated words (d0 ¼ 1.56, s.e.¼ 0.05, p < 0.001).2 They also

found that participants were more biased toward reporting

no talker difference when the words were rhyming

(c¼ 0.27, s.e.¼ 0.03) or when they were semantically

related as part of a compound word pair (c¼ 0.18,

s.e.¼ 0.03) than when they were unrelated (c¼�0.12,

s.e.¼ 0.03, p < 0.001 for both cases). Quinto et al. (2020)

replicated these results using only same-sex talkers and con-

firmed that sensitivity and bias are both affected by the

acoustic/linguistic relationship between the compared

words: When the words were rhyming or when they were

semantically related, participants were at the same time

more sensitive to the voice difference and biased toward

judging them as originating from the same speaker. In that

case, it seems that reducing acoustic or linguistic entropy

across items helps to discriminate voices.

All the studies listed above involved actual talkers,

which means that the perceptual difference between the talk-

ers was not parametrically controlled, and the nature of the

voice difference across talkers spans across multiple acous-

tic features. Quinto et al. (2020) limited their talkers to a

single sex class in an effort to restrict the type of cue that

may be available. However, it remains unclear whether

these effects of acoustic and linguistic variability would per-

sist when individual voice cues are manipulated (as was

done by Cleary and Pisoni, 2002; and Cleary et al., 2005).

Moreover, the studies by Narayan et al. (2017) and

Quinto et al. (2020) concern NH listeners. While Cleary and

Pisoni (2002) seemed to have observed some similar effects

in pediatric CI users, they could not replicate this finding in

subsequent observations (Cleary et al., 2005). Therefore, it

also remains unclear whether the presence of linguistic

information can also improve voice perception in degraded

conditions that resemble CI listening.

C. Compensatory mechanisms in CI listening

Unlike NH listeners, CI users are routinely presented

with speech that is affected by spectrotemporal degradations

inherent to electrical stimulation of the ear (Başkent et al.,
2016b). These degradations bring further ambiguity in the

signal, notably in the partition between voice cues and lin-

guistic cues. When faced with such ambiguity, CI listeners

are thought to rely heavily on cognitive compensation to

correctly interpret the degraded signal and improve intelligi-

bility (Amichetti et al., 2018; Başkent et al., 2016a; Nagels

et al., 2020a; Winn and Moore, 2018).

Top–down compensation can be evidenced using pho-
nemic restoration, which was shown to occur in CI users

with good speech in quiet performance (Bhargava et al.,
2014, but see also Jaekel et al., 2021). This supports the idea

that CI users can make effective use of linguistic context in

a sentence to make lexical decisions, although some seem to

be able to do this more efficiently than others (Nagels et al.,
2020a). On the other hand, degradation of the speech seems

to reduce and delay semantic integration (Wagner et al.,
2016). Winn (2016) showed that high semantic context in a

sentence reduces cognitive processing load (listening effort)

relative to processing sentences with low semantic context.

This decrease in listening effort, reflected by the pupillary

response, was slightly delayed in CI users and more delayed

in NH listeners listening to vocoded speech. Overall, these

results indicate that CI users may be relying more on com-

pensatory mechanisms based on linguistic context and

knowledge than their NH counterparts. There is thus a possi-

bility that voice perception could be more strongly affected

by linguistic cues in CI users, or in general, by extension, in

spectrotemporally degraded speech.

D. Current study

The current study was designed to assess the effect of

lexical content on voice cue sensitivity for normal and

vocoded speech. The study was modeled after that of

Gaudrain and Başkent (2015), except that the stimuli in the

current study were meaningful words instead of meaningless

consonant–vowel (CV) triplets. During the experiment,

JNDs in F0, VTL, and their combination (F0 þ VTL) were

obtained using an auditory adaptive odd-one-out task (three

intervals, three alternatives forced choice [3I-3AFC]). The

stimuli were meaningful Dutch consonant–vowel–consonant

(CVC) words presented in their forward (normal) or

reversed time direction. Time reversing the speech signal

disrupts the acoustic–phonetic attributes of speech that rely
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on transients and prevents lexical access to the original

words that were uttered (Ptacek and Sander, 1966).

However, time-reversed speech preserves many talker-

specific vocal cues, allowing for talker identification using

voice cues alone without relying on talker-specific dynamic

articulatory features (Perrachione et al., 2019; Sheffert

et al., 2002; Van Lancker et al., 1985). Crucially, the acous-

tic entropy of a reversed word is nearly identical to that of

the forward version of that same word. By comparing for-

ward with reversed words, the amount of acoustic entropy

within items is controlled for while manipulating the amount

of semantic information available.

The acoustic/linguistic variability across items (the item

variability) was also manipulated orthogonally. During each

trial, the three intervals could be either the same word

repeated three times (one being uttered with a deviant voice)

or three different words (one being uttered with a deviant

voice). In conditions where the same word is presented to

detect a voice cue difference, listeners can rely on the same

word template from one interval to the next, whereas when

three different words are presented, each word has to be

compared with a learned template based on lexical

knowledge.

The current study made use of vocoding in NH listeners

as opposed to recruiting actual CI listeners. First, recruiting

young adult NH listeners instead of CI participants, who are

typically older, helps to reduce the variability that may be

due to cognitive aspects related to age or to long periods of

auditory deprivation. In addition, using vocoders not only

removes the variability caused by physiological differences

or differences in implant models, stimulation strategies, etc.,

that is found in actual implants but also makes it possible to

control the type of degradation imposed. All these help with

pinpointing the cause of a certain observed behavior to a

specific sensory deficit. Gaudrain and Başkent (2015) have

suggested that voice cue perception, and in particular VTL,

is affected by spectral resolution. In actual implants, the

spread of excitation that occurs in the cochlea defines how

much interaction happens between individual channels of

the implant (Black and Clark, 1980), thus constraining the

spectral resolution of the evoked excitation pattern. In line

with Gaudrain and Başkent (2015), we used two vocoders

(one simulating low spread of excitation [LS-vocoder] and

one simulating high spread of excitation [HS-vocoder]) and

a no-vocoder condition. In both vocoder conditions, the 12

channels simulated the same number of electrode contact

points, but the differences in filter spread represented differ-

ent amounts of channel interaction (spectral smearing).

To summarize, the current experiment resulted in a

dependent JND for each voice cue (F0, VTL, F0 þ VTL)

for words or time-reversed words presented fixed or variably

across intervals for any of the three vocoding conditions.

E. Hypotheses

In the current study, we investigated how lexical con-

tent (forward vs reversed words) and item variability (same

or different items across intervals) affect the JNDs for F0

and VTL in normal and vocoded conditions. Our first

hypothesis (H1) was that access to lexical content would

lead to smaller JNDs for voice cues, namely, when forward

words are presented compared with reversed words. For

processing words, our internal lexical representation can be

used as a reference, as discussed above, which could provide

a benefit for voice cue perception compared with reversed

words. With our second hypothesis (H2), we predicted that

when there is no acoustic/linguistic (item) variability, i.e.,

when the presented words during the 3AFC task are all the

same, a difference in voice cues would be more easily

detected. When the same word is repeated, any detectable

acoustic deviation can be used to identify the odd one out,

and the F0 contour and formant patterns will be exactly

identical. When the variability across intervals is high

because three different words are presented, there is no

direct acoustic reference, and mean F0 and VTL have to be

extracted from different signals. Therefore, we hypothesized

that voice cue discrimination would be better (smaller

JNDs) when the same words are presented instead of three

different words. Finally, our third hypothesis (H3) was that

the effect of lexical content and item variability would inter-

act with each another. We expected the benefit of lexical

content on voice cue perception to be most prominent when

item variability is highest when different words are pre-

sented relative to the conditions where the same words are

presented. Indeed, when there is no item variability, the par-

ticipants can solve the task without relying on lexical proc-

essing but only through comparison of acoustic templates.

Based on previous research (e.g., Gaudrain and

Başkent, 2015), we expected through a fourth hypothesis

(H4) a prominent decremental effect of vocoding on voice

cue perception. Also, Gaudrain and Başkent (2015) showed

smaller VTL JNDs for steep (12th-order) compared with

shallower (4th-order) filters. Our fifth hypothesis (H5) was

that the benefit of perceiving forward words compared with

reversed words would be most observable during the

vocoded conditions because listeners may rely more on lexi-

cal content to compensate for the relatively ambiguous

acoustic–phonetic information to make their judgments

(e.g., Başkent et al., 2016a). Additionally, similar to the lex-

ical content effect, with item variability, we predicted

through our sixth hypothesis (H6) that the detrimental effect

of item variability would be most prominent in the vocoded

conditions. The ambiguity induced by the variability of

words across intervals is harder to resolve when the stimuli

are vocoded and fewer acoustic details are available.

Finally, although this might be difficult to assess reli-

ably, we expected that the effects of linguistic variability

and lexical content would be most prominent for VTL com-

pared with F0 JNDs [hypothesis 7 (H7)]. VTL perception

relies on the spectral envelope and likely more specifically

on formant frequencies, which also carry phonetic properties

of vowels (Chiba and Kajiyama, 1941). In contrast, average

F0 seems less relevant to phonetic cues, offering less poten-

tial for interference between vocal and phonetic cues.
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However, there are potential shortcomings in evaluating

these interactive effects, as described at the end of Sec. II.

II. METHODS

A. Participants

Fifteen NH adults (self-reported gender: one transman,

seven males, seven females; age range, 20–31 yr; median

age, 22 yr), recruited at the University of Groningen and the

University Medical Center Groningen, participated in the

study. NH was defined as pure-tone thresholds �20 dB hear-

ing level (HL) at octave frequencies between 0.25 and

8 kHz. Participants reported normal or corrected-to-normal

vision and did not report dyslexia, epilepsy, or history of

developmental disorders. They all were native Dutch speak-

ers and provided written informed consent in accordance

with the ethics committee of the University Medical Center

Groningen (METc 2018/427). Participants received an

hourly compensation of 8 euros in accordance with our

departmental guidelines for participant reimbursement.

B. Stimuli

Participants performed a 3AFC task. In this task, the

participant had to choose which one of the three consecutive

stimuli (words) sounded different from the other two.

Although they could use any cue available, depending on

the specific condition, the “voice cue” manipulated was F0

only, VTL only, or F0 þ VTL. Note that most design

choices considering the different stimuli manipulations

mentioned below are based on previous research by

Gaudrain and Başkent (2015, 2018).

The words were randomly picked from recordings of

144 Dutch meaningful CVC words, representing the first 12

word lists of the Nederlandse Vereniging voor Audiologie

(NVA) corpus (Bosman and Smoorenburg, 1995). Within

trials, three words were randomly selected without replace-

ment, whereas between trials, words were replaced. These

words were uttered by a native Dutch female talker and had

a duration ranging from 386 to 1107 ms. The talker’s voice

had an average F0 of 242 Hz as measured over all the words.

Because some of the word recordings stood out because of

excessive sub–100-Hz levels (proximity effect), all audio

files were high-pass filtered at 125 Hz (Butterworth eighth

order) and matched for total root mean square (RMS). The

words were presented in their forward (normal) or reversed

direction, referred to as the manipulation of “lexical con-

tent.” Items were presented at 65 dB sound pressure level

(SPL) and in sequence with an interval of 450 ms between

each of them.

The processing of voice cue changes was done with

STRAIGHT (Kawahara and Irino, 2005). The voice cues (F0,

VTL, or F0 þ VTL) started at a voice distance correspond-

ing to an adult male’s voice (see Fig. 1), which was defined

as having a VTL of 24.5% (3.8 semitones [st]) longer than

that of the reference female voice, and an F0 half of that of

the reference voice (�12 st). For more details on voice cue

manipulation, see Gaudrain and Başkent (2015, 2018).

In analyzing data, we have used differing approaches

for results of F0 and VTL JNDs and F0 þ VTL JNDs. In

real life, voice cues of F0 and VTL often change across dif-

fering talkers; hence, the F0 þ VTL condition is useful for

measuring such voice variability in the general population.

However, these results by themselves are not informative

about individual mechanisms of F0 and VTL because these

covary. Therefore, to use it in a more informative way, we

used the F0 þ VTL condition as a reference condition and

did not analyze it in the same way as the F0 and VTL condi-

tions. Instead, we took advantage of having the individual

F0 and VTL data and used these data to predict F0 þ VTL

to gain insight into the individual contribution of each cue

to the overall voice perception.

During each trial, the three words presented were

always from the same lexical content category (all forward
or all reversed). However, within this category, the three

items presented could be derived from the same word

(fixed), or all three items could be derived from different

words (variable), referred to as “item variability.” Note that

variability in words entails variability in acoustic content

and phonological content in addition to variability in lexical

content. However, the lexical content factor offers a way to

disentangle the latter from the two others: When lexical con-

tent is not present (in the reversed condition), only acoustic

and, to some extent, phonological variability persist. The

participants were instructed to report which item was uttered

with a different voice independently from the fact that the

words the items were derived from could also vary within a

trial.

Participants listened to items in a non-vocoding, LS-

vocoding, and HS-vocoding condition. The vocoders were

implemented in MATLAB (Gaudrain, 2016). For both

vocoding conditions, the 12 analysis filters were 12th order

[72 dB/octave (oct.)] zero-phase Butterworth filters spanning

from 150 to 7000 Hz uniformly divided in terms of cochlear

place of excitation (Greenwood, 1990). The synthesis filters

were identical to the analysis filters for the LS-vocoding

FIG. 1. (color online) F0-VTL plane with the reference female voice in the

center and the male voice in the lower left corner. The thick (blue) arrows

describe how the voice difference evolve during the adaptive procedure.
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condition, and were fourth-order filters (24 dB/oct.) for the HS-

vocoding condition. In each frequency band, the temporal

envelope was extracted by halfwave rectification and low-

pass filtering (zero-phase fourth-order Butterworth filter)

with a cutoff frequency of half the bandwidth of each band,

with a maximum of 300 Hz (Gaudrain and Başkent, 2015).

C. Procedure and apparatus

The JNDs were estimated separately for each condition

using a two-down/one-up adaptive procedure (Levitt, 1971),

which converged toward an average proportion of correct

responses of 70.7% for each individual test. At the begin-

ning of each test (adaptive run), the manipulated voice of

the deviant item started away from the reference female

voice and became progressively more similar by means of

the adaptive procedure. For all cues, the initial distance was

12 st, calculated as the Euclidian distance in the F0–VTL

plane (see Fig. 1). Each test started with a 2-st step size.

After every 15 trials or when the voice difference became

smaller than twice the step size, the step size was reduced

by a factor of
ffiffiffi

2
p

. The adaptive run ended after eight rever-

sals or 150 trials. The JND was calculated as the average

difference in semitones over the last six reversals.

During each trial of the 3AFC task, participants heard

the three items play in sequence while at the same time three

corresponding buttons lit up onscreen. To respond, they

chose the button corresponding to the deviant item by means

of a mouse click. Participants received visual feedback from

the selected button with feedback blinking green for a cor-

rect response and red for an incorrect response. JNDs were

obtained in a blockwise fashion for each voice cue (F0,

VTL, F0 þ VTL) for forward or reversed words presented

fixed or variable at any of the three vocoder conditions.

Each of the 36 conditions was presented twice as separate

adaptive tests, which resulted in a total of 72 tests presented

for each participant in a random order divided over three 2-h

sessions. At the start of the first session, the participant’s

audiogram was recorded, and the participant filled in a ques-

tionnaire concerning language, hearing, and demographic sta-

tus. Before performing the first test of the first session, the

participants performed a short training. This consisted of the

first three trials of each condition presented in order of increas-

ing vocoder difficulty (non-vocoding, LS-vocoding, and HS-

vocoding, respectively), with the exception of the voice cue

F0 þ VTL conditions, resulting in a total of three times 24

practice trials, which in total took 10–15 min. During each 2-h

session, approximately 24 tests were performed (in random

order), which each took 4–5 min. If a test failed to converge

because either the maximum number of trials was exceeded or

the voice difference became too large, the same condition was

attempted again. Halfway through each session, after 12 tests,

participants took an obligatory 10-min break, and they were

allowed to take short breaks between tests.

All testing was performed in a sound-treated room.

During the experiment, participants were seated in front of a

computer screen at a comfortable (approximately 60–80-cm)

viewing distance. Audio was presented diotically through

Sennheiser HD650 headphones via a MOTU (Ultra Lite

mk4) soundcard connected to a DA10 D/A converter (Lavry

Engineering, Poulsbo, WA). All tests were presented using a

MATLAB script that ran on a computer (Mac mini; Apple,

Cupertino, CA).

D. Statistical analyses

As done in previous studies (e.g., El Boghdady et al.,
2018), the JNDs were log-transformed to improve the

homogeneity of variance across conditions. As will be seen

in Sec. III, the F0 and VTL JNDs in the non-vocoded, fixed

condition were relatively similar (0.69 st and 0.85 st,

respectively); however, the intersubject variance was very

different for the two cues [0.21 and 0.08, respectively3;

Levene’s test F(2,28)¼ 5.75, p < 0.05]. For this reason, the

different voice cues were analyzed separately to avoid the

risk of spurious interactions but complicating the assess-

ment of H7.

For each voice cue, we performed a 2� 2 � 3 repeated-

measures analysis of variance (ANOVA) on the log-

transformed JNDs with lexical content (forward, reversed),

item variability (fixed, variable), and vocoding (no, LS, HS)

as the within-subject factors. All analyses were performed

in R v4.3.0 (R Core Team, 2020); ANOVAs were computed

with the ez package v4.4.0 (Lawrence, 2016) using type III

sums of square. When the sphericity assumption was vio-

lated (as indicated by Mauchly’s test), the Greenhouse–

Geisser (GG) correction of degrees of freedom was applied

while computing the p values, which were then indexed

with GG in Sec. III. Effect sizes are reported as generalized

g2 [g2
g (Bakeman, 2005)].

Because we were primarily interested in the effect of

lexical content, additional planned comparisons were per-

formed for each combination of voice cue, item variability,

and vocoder, the effect of lexical content. Multiple compari-

sons were performed using two-tail t test and using the false

discovery rate (FDR) correction (Benjamini and Hochberg,

1995). Effect sizes for these tests, when present, are reported

as Cohen’s d.

The JNDs for the combined voice condition F0 þ VTL

were analyzed in a different way. We used a linear mixed-

effects model to estimate the JNDs in the F0 þ VTL condi-

tion as a function of the individual F0 and VTL JNDs; i.e.,

the log-JNDs for F0 þ VTL were expressed as a linear com-

bination of the log-JNDs for F0 and VTL. Because different

participants may give different weights to different cues and

because vocoders may lead them to re-evaluate the role of

each cue, the coefficients were estimated per participant i
and per vocoder v:

log ðJNDF0þVTL;i;vÞ ¼ ai;v � logðJNDF0;i;vÞ
þ bi;v � logðJNDVTL;i;vÞ þ e: (1)

The ai,v and bi,v coefficients were obtained with the lmer
function of lme4 package v.1.1.26 (Bates et al., 2015).
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III. RESULTS

Figure 2 shows participants’ JNDs for F0 (left) and

VTL (right) as a function of lexical content, item variability,

and vocoding. The results for the three vocoder conditions

are shown side by side within each panel from left to right

in order of least to most degraded. The item variability con-

ditions can be visualized by comparing dark (purple) boxes

for fixed items across intervals to light (yellow) boxes for

variable items across intervals. The lexical content factor is

represented with hatches: JNDs for forward words are

shown with plain boxes, whereas JNDs for reversed words

are shown with striped boxes. The outcomes of the two

three-way ANOVAs, one for each F0 and VTL, are shown

in Table I, with references to the specific relevant

hypotheses.

The lexical advantage, i.e., the comparison between for-

ward and reversed words, for each vocoder and item vari-

ability condition is shown in Fig. 3 and Table II.

A. F0 JNDs

As expected from previous studies, the largest signifi-

cant effect on the JNDs was imposed by the vocoding

[F(2,28)¼ 254.15, p < 0.001, g2
g¼ 0.70]: The JNDs in the

HS-vocoder condition (7.7 st) were more than five times

larger than those observed in the no-vocoding condition (1.5

st). Item variability had the second largest effect

[F(1,14)¼ 135.89, p < 0.001, g2
g¼ 0.58]: Fixed items over

intervals [2.2 st, dark (purple)] yielded JNDs three times

smaller than those obtained with variable items (6.6 st).

However, the F0 JNDs were, on average, not significantly

affected by the lexical content [F(1,14)¼ 4.35, p¼ 0.056,

g2
g¼ 0.01]: The average JND across all conditions for for-

ward words (plain boxes) was 3.7 st against 4.0 st for the

reversed words (striped boxes).

The effects of lexical content and item variability were

independent from each other [F(1,14)¼ 0.03, p¼ 0.86, g2
g

< 0.01]. However, the effect of item variability decreased

when the amount of degradation imposed by the vocoding

increased [F(2,28)¼ 21.58, p < 0.001, g2
g¼ 0.13]: Without

vocoding, the JNDs obtained in the variable condition were

more than four times larger than those obtained in the fixed

condition, whereas with the HS-vocoder, they were only

FIG. 2. (color online) F0 (left) and VTL (right) JNDs shown for each lexical content (forward, reversed), item variability (fixed, variable), and vocoding

(no, LS, HS) condition. Boxes extend from the lower to the upper quartile (the interquartile range [IQ]), and the midline indicates the median. The whiskers

indicate the highest and lowest values no greater than 1.5 times the IQ, and the dots indicate the outliers, i.e., data points larger than 1.5 times the IQ. The

y axis is log-spaced.

TABLE I. Repeated-measures ANOVA for the F0 and VTL JNDs as a

function of voice cue, lexical content (LC, forward/reversed), item variabil-

ity (IV, fixed/variable), and vocoding.a

F p g2
g

F0

H1 LC 4.35 [1,14] 0.056 0.01

H2 IV 135.89 [1,14] <0.001 0.58

H3 LC � IV 0.03 [1,14] 0.864 <0.01

H4 Vocoding 254.15 [2,28] <0.001 0.70

H5 LC � vocoding 4.56 [2,28] (GG) 0.022 0.02

H6 IV � vocoding 21.58 [2,28] (GG) <0.001 0.13

LC � IV � vocoding 3.28 [2,28] (GG) 0.061 0.02

VTL

H1 LC 64.17 [1,14] <0.001 0.12

H2 IV 229.67 [1,14] <0.001 0.59

H3 LC � IV 12.84 [1,14] 0.003 0.03

H4 Vocoding 380.20 [2,28] <0.001 0.75

H5 LC � vocoding 0.58 [2,28] (GG) 0.549 <0.01

H6 IV � vocoding 3.91 [2,28] (GG) 0.035 0.03

LC � IV � vocoding 0.96 [2,28] (GG) 0.382 <0.01

aThe hypotheses corresponding to each test are indicated in the first column.

LC and linguistic variability: H1, LC yields smaller JNDs; H2, when there

is no item variability, JNDs are smaller; and H3, the benefit of lexical con-

tent on JNDs is most prominent when there is item variability. Vocoding:

H4, vocoding yields larger JNDs; H5, LC helps most in the vocoded condi-

tions; and H6, IV is most detrimental when there is vocoding. Boldface

indicates significant results.
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less than two times larger. Finally, the effect of lexical con-

tent also depended weakly on the level of vocoding

[F(2,28)¼ 4.56, pGG¼ 0.022, g2
g¼ 0.02). In the no-vocoding

condition, the forward words yielded JNDs that were 1.3

times smaller than in the reversed condition [t(14)¼�3.45,

pFDR¼ 0.012], whereas for the two vocoded conditions, the

forward and reversed JNDs were not different from each

other (LS-vocoder: pFDR¼ 0.35; HS-vocoder: pFDR ¼ 0.39).

This is the opposite of what was predicted in H5. The three-

way interaction among vocoding, lexical content, and item

variability was not significant [F(2,28)¼ 3.28, pGG¼ 0.061,

g2
g¼ 0.02].

The effect of lexical content was only significant in the

fixed, no-vocoding condition [t(14)¼ 3.53, pFDR < 0.01,

d¼ 0.91; all other conditions: pFDR > 0.10, d < 0.58].

B. VTL JNDs

Similar to F0 JNDs, the VTL JNDs were primarily

affected by the vocoder [F(2,28)¼ 380.2, p< 0.001,

g2
g¼ 0.75] and the HS-vocoder (4.8 st), yielding JNDs more

than four times larger than without vocoding (1.18 st). Item

variability also had an overall significant effect [F(1,14)

¼ 229.7, p < 0.001, g2
g¼ 0.59]: Variable items across inter-

vals (4.0 st) yielded JNDs more than twice as large as in the

fixed condition (1.7 st). Finally, unlike for F0, lexical con-

tent did affect VTL JNDs significantly [F(1,14)¼ 64.17,

p < 0.001, g2
g¼ 0.12]: JNDs for the reversed words (3.0 st)

were 30% larger than for the forward words (2.3 st).

This lexicality advantage effect did not depend signifi-

cantly on the vocoder [F(2,28)¼ 0.58, p¼ 0.57, g2
g < 0.01],

but it did depend on the item variability, although that effect

was small [F(1,14)¼ 12.84, q< 0.01, g2
g¼ 0.03]: In the vari-

able condition, the VTL JNDs for reversed words (4.8 st)

were almost 50% larger than for the forward words (3.3 st),

whereas in the fixed condition, the JNDs for the reversed

words (1.9 st) were <20% larger than for forward words

(1.6 st). Similarly, the effect of item variability was slightly

magnified through vocoding [F(2,28)¼ 3.91, p< 0.05,

g2
g¼ 0.03]: The JNDs in the variable condition were 1.9

times larger than those in the fixed condition when no-

vocoding was applied, whereas this ratio increased to 2.4

and 2.5 for the LS- and HS-vocoder conditions, respectively.

The three-way interaction was not significant [F(2,28)¼ 0.96,

p¼ 0.39, g2
g < 0.01].

C. Comparison of voice cues and lexicality advantage

Because the variance was widely different for the two

voice cues in the non-vocoded, fixed condition, the results

were analyzed using two separate ANOVAs, preventing

direct comparisons of F0 with VTL JNDs. However, a lexi-

cality advantage can be defined by calculating the individual

differences between the (log) JNDs obtained with the for-

ward and reversed words (Fig. 3). For this derived measure,

the variance is homogenous enough across conditions to

allow comparisons across the voice cues [Levene’s test,

F(11,168)¼ 1.15, p¼ 0.32].

A repeated-measures ANOVA was performed on the

lexicality advantage, with voice cue (F0 vs VTL), variability

(fixed vs variable), and vocoder (no-vocoding, LS-vocoder,

HS-vocoder) as repeated factors. The lexicality advantage

was larger for VTL than for F0 [F(1,14)¼ 7.81, p < 0.05,

g2
g¼ 0.05]: For F0 JNDs, lexical content gave an advantage

of almost 10% on average, whereas it gave an advantage of

almost 30% for VTL. Item variability also significantly

boosted the lexicality advantage [F(1,14)¼ 11.9, p < 0.01,

g2
g¼ 0.03]: The lexical advantage was about 15% for the

TABLE II. The outcomes of 12 planned comparisons in the form of paired-

samples t tests, FDR corrected, between forward and reversed words for

voice cue (F0, VTL), vocoding (no, LS, HS), and item variability (fixed,

variable) as the within-subject factors.

Voice cue Vocoding Item variability t pFDR

F0 No Fixed 3.53 0.010a

Variable 1.04 0.424

LS Fixed –0.85 0.445

Variable 2.24 0.101

HS Fixed –0.53 0.605

Variable –0.88 0.445

VTL No Fixed 1.08 0.424

Variable 5.06 0.001a

LS Fixed 1.46 0.285

Variable 3.62 0.010a

HS Fixed 1.84 0.174

Variable 6.03 <0.001a

aSignificant results.

FIG. 3. (color online) Lexical advantage (calculated as the ratio of JNDs for

reversed words over JNDs for forward words) for each voice cue (left, F0;

right, VTL) and for each item variability (fixed, variable) and vocoding (no,

LS, HS) condition. See Fig. 2 for the details of the boxes and whiskers. The

solid black line represents equality between the two conditions (ratio¼ 1.0).

Values >1.0 indicate an advantage (smaller JNDs) when lexical content is

present (in the forward condition). The y axis is log-spaced. The asterisks

indicate significant differences between forward and reversed words.
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fixed condition against 36% for the variable condition.

These two factors interacted significantly [F(1,14)¼ 5.05,

p < 0.05, g2
g¼ 0.03]: The lexicality advantage on F0 JNDs

only increased from 8.5% to 9.6% when variability was

introduced, whereas the lexicality advantage on VTL JNDs

more than tripled from 13% to 46% when variability was

introduced. Interestingly, the vocoder did not have any sig-

nificant effect [F(2,28)¼ 2.77, p¼ 0.08, g2
g¼ 0.04] and did

not interact with any factor [F(2,28) < 3.61, pGG > 0.055, g2
g

� 0.05].

Note that the reported effects, whether significant, are

all small. This is also visible in Fig. 3: The variability across

participants is large compared with the lexicality advantage.

In fact, the lexicality advantage was significant only in 4 of

the 12 tested conditions: for F0 JNDs in the fixed, no-

vocoding condition [t(14)¼ 3.53, pFDR < 0.01, d¼ 0.91] and

for VTL JNDs in the variable condition only for the three

vocoder conditions [no-vocoding: t(14)¼ 5.06, pFDR < 0.01,

d¼ 1.31; LS-vocoder: t(14)¼ 3.62, pFDR < 0.01, d¼ 0.94;

HS-vocoder: t(14)¼ 6.03, pFDR < 0.001, d¼ 1.56; all other

conditions: pFDR > 0.10, d < 0.58]. Therefore, despite the

small size of the effect, these results provide general support

for H7.

D. Predicted and observed F0 1 VTL JNDs

The JNDs in the F0 þ VTL condition were predicted

using a linear mixed-effects model and the individual F0

and VTL JNDs. The correlation between the predicted and

the observed F0 þ VTL JNDs, shown in Fig. 4(a), yielded a

correlation coefficient of 0.91 across participants, vocoders,

lexical content, and item variability. Figure 4(b) shows that

the pattern of predicted F0 þ VTL JNDs across conditions

is consistent with that of the observed values. The average

of coefficients across participants and vocoders was 0.55 for

F0 and 0.43 for VTL. As can be seen in Fig. 4(c), the F0

coefficients [the coefficient a from Eq. (1)] decreased from

0.60 to 0.51 when the amount of degradation applied with

the vocoder increased from no-vocoding to HS-vocoder

[F(2,28)¼ 7.17, p < 0.01, g2
g¼ 0.25]. In contrast, 4 the VTL

coefficients [the coefficient b from Eq. (1)] did not signifi-

cantly depend on the vocoder [F(2,28)¼ 2.45, p¼ 0.10,

g2
g¼ 0.12].

IV. DISCUSSION

In this study, we investigated the effect of lexical content,

item variability, and vocoding on the JNDs of the F0 and VTL

voice cues. As was predicted in the hypotheses, the presence

of item variability (H2) and the introduction of acoustic degra-

dations through vocoding (H4) made F0 and VTL discrimina-

tion worse. The effect of lexical content was also as predicted

in H1, except that it was limited to VTL JNDs (H1, H7) and

to when item variability was present (H3), i.e., when the items

used in the odd-one-out task differed across intervals.

Vocoding did not enhance the benefit of lexical content (not

confirming H5), but it did slightly increase the deficit induced

by item variability (confirming H6).

A. Acoustic vs linguistic variability

As predicted by H2, the presence of item variability

yielded larger JNDs with variable compared with fixed

items across intervals. This is in line with previous research

showing that linguistic variability hinders voice discrimina-

tion (Cleary et al., 2005; Cleary and Pisoni, 2002).

However, as described by these authors, linguistic and

acoustic variability were confounded in these studies. Thus,

it remains unclear whether voice discrimination is hindered

by the acoustic variability that the item variability introdu-

ces or the linguistic relationship that exists between the

compared elements. Narayan et al. (2017), and more

recently Quinto et al. (2020), further investigated this issue

by comparing rhyming words (which differ in semantic con-

tent but are similar acoustically) to the elements of com-

pound words (which are highly related semantically but

differ acoustically). They found that the acoustic and seman-

tic relationships both provided an advantage compared with

unrelated words that differ both semantically and acousti-

cally (although Quinto et al., 2020, only found this effect

FIG. 4. (color online) (a) Predicted F0 þ VTL JNDs as a function of observed F0 þ VTL JNDs (see the text for details). The dashed diagonal line represents

equality between the two. (b) Same as Fig. 2 for observed F0 þ VTL JNDs (left) and predicted F0 þ VTL JNDs (right). (c) Coefficients attributed to the

individual F0 (left) and VTL (right) JNDs in the prediction of F0 þ VTL JNDs. See Fig. 2 for a description of the boxes and whiskers.
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when compound word pairs were presented in reverse

order). Moreover, Narayan et al. (2017) found that the

rhyming relationship provided a larger advantage than the

compound word pair relationship.

In the present study, like in the studies of Cleary and

Pisoni (2002) and Cleary et al. (2005), the compared items

either repeated or differed, thus confounding acoustic and

linguistic variability. However, the voice differences that

the participants had to detect differed in how likely they

were to interact with linguistic content. In stress accent

languages, such as Dutch and English, F0 contours, as part

of the prosodic cues, matter for stress patterns of individual

words (Cutler et al., 1997). While not very common, the lex-

ical stress can contribute to linguistic content and help to

disambiguate word meaning, even if uttered in isolation

(van Leyden and van Heuven, 1996). Mean F0, however,

does not seem to contribute to linguistic content per se in

these languages. VTL, on the other hand, affects formant

frequencies and is therefore more prone to interact with lin-

guistic content (Ladefoged and Broadbent, 1957), yet, our

results show an effect of item (acoustic/linguistic) variabil-

ity not only on VTL JNDs but also on F0 JNDs. This finding

suggests that acoustic similarity between items helps in the

odd-one-out task.

Furthermore, we also manipulated the presence of lexi-

cal content by using forward and reversed words. For the F0

JNDs, the presence of lexical content did not affect the JNDs,

except when there was no acoustic/linguistic variability and

the stimuli were not vocoded. When variability was intro-

duced among items, or when vocoding was applied, the pres-

ence of lexical content had no effect on the JNDs. This

pattern of result is broadly consistent with the idea that it is

acoustic variability, rather than linguistics, that is responsible

for the inflated JNDs in the variable condition. However, the

reliance on acoustic templates alone would not explain the

difference between forward and reversed words in the fixed,

no-vocoding condition.

A potential explanation for the effect of lexical content

in this specific condition hinges on the fact that the task

requires participants to compare the F0 contours that are not

flat (see Fig. 5). When the mean F0 is modified, the entire

F0 contour is shifted by a number of semitones. There are

two ways listeners can then perform the task: (i) They can

extract the mean F0 from that F0 contour for each stimulus

and compare these (average and compare), or (ii) if the con-

tours are identical but simply shifted, they can estimate the

pitch difference point by point along the contour and aver-

age these comparisons (compare and average). The first

method would suffer from the amount of variability that

exists within the contour. In a signal-detection theory frame-

work (Green and Swets, 1988), the estimate of the average

F0 obtained through temporal integration would be a normal

distribution with a width related to the variance of the F0

within the contour. Because the average standard deviation

of the F0 contours around their mean is 4.1 st, the F0 differ-

ence corresponding to a d0 of 1 would be 4.1 st. In other

words, if the average-and-compare method was used, we

would not expect F0 JNDs to be much better than 4 st.

Because we observed JNDs of <1 st in the fixed condition,

it seems more likely that in this condition, listeners were

using the second strategy, i.e., compare and average.

With this strategy, assuming that the F0 contour of the

odd stimulus is exactly identical but shifted, limitations to

how small a difference can be detected are related to purely

sensory limitations and to the ability of the listener to keep

an accurate trace of the contour in memory. In the latter

case, linguistic knowledge may provide some assistance by

helping the listener to predict or encode the shape of the

contour. Examining the F0 contours (see Fig. 5), while most

show a deviation of about 5 st away from the mean, this

deviation does not take place at the same time point. The

contours can be grouped into two classes based on when the

positive excursion above the mean takes place: before

300 ms, which coincides with words starting with the letter

FIG. 5. (color online) F0 contours of the NVA words used to measure the JNDs. The F0 is expressed in semitones relative to the average F0 for each word.

The darker (blue) lines correspond to words starting with the letters k, f, p, or t, whereas the lighter (orange) lines correspond to the other words. The thick,

solid lines are spline fits for each of the two groups. The shaded area indicates the 95% confidence interval.
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k, f, p, or t (short, unvoiced consonants), or after 300 ms,

which coincides with words starting with other letters. It can

be speculated that when the words are presented in a for-

ward fashion, upon hearing the first sound, the listeners are

able to predict the general shape of the F0 contour.

However, when the words are presented time reversed, the

listeners cannot use this association to predict the shape of

the F0 contour. In other words, the presence of lexical con-

tent may facilitate the retention of the contour in memory

because it offers support for the location of the inflection

along the contour.

In the other conditions (variable and/or vocoded), the

F0 JNDs seem insensitive to lexical content and seem on par

with what would be predicted from purely acoustic consid-

erations. In other words, apart from the fixed, non-vocoded

condition, F0 JNDs seem to be dominated by acoustic,

rather than linguistic, variability. However, the situation is

different for VTL JNDs because the acoustic cues that sup-

port the perception of VTL are also directly related to the

perception of phonetic information.

B. Ambiguity resulting from the overlapping
role of formant cues

The pattern of results observed for the VTL JNDs is

consistent with the idea that when there is ambiguity in

whether a difference between items could be related to voice

(which participants are asked to detect) or to phonetic infor-

mation (which participants are asked ignore), lexical content

may help to resolve it. This type of ambiguity primarily

occurs when the phonetic content differs across intervals,

i.e., in the variable condition, and when the voice cue is

coded on acoustic features that overlap with acoustic fea-

tures coding for phonetic content, i.e., formants, when the

voice cue is VTL. In the rest of the discussion, these effects

are described in more detail and in relation to vocoding.

In the variable condition, different CVC words were

presented, each potentially containing a different vowel.

Different vowels are produced through articulation by shap-

ing the mouth cavity with the tongue and lips, which affects

the formant frequencies (and shapes). Formant patterns, that

can be defined as the relative formant spacings is a strong

acoustic correlate to vowel identity (Chiba and Kajiyama,

1941). In the present study, in addition to the different

vowel-related formant spacings, VTL was manipulated by

translating the formant pattern, as is on a log-frequency

axis. This means that all formant frequencies were multi-

plied by the same ratio or shifted by the same amount in

semitones. Therefore, in the presence of linguistic variabil-

ity, i.e., in the variable condition, the listener has to deal

with two sources of entropy across intervals that are both

related to formant frequencies. The listener’s task is to

ignore the vowel-related formant variability and detect the

VTL-related formant variability. In contrast, in the fixed

condition, the only source of formant variability is the VTL

manipulation they are tasked with detecting, thus yielding

smaller JNDs.

Furthermore, small VTL changes—as those happening

close to the JND—may result in ambiguous stimuli where

the same acoustic manipulation could be interpreted either

as a change in vowel identity or as a change in VTL.

Consistent with H1, the presence of lexical content (in the

forward condition) seems to help listeners to resolve this

ambiguity. Lexical knowledge indeed provides an indication

about the likelihood of a specific CVC pattern to be part of

the language. Using this information, listeners can better

decide how likely it is that a given formant pattern results

from a given vowel with a given VTL rather than another

vowel with a differing VTL. Here is a hypothetical example:

The Dutch word kip (meaning chicken), pronounced /kIp/,

may be heard as /kYp/ (which would be spelled kup) after

the VTL is artificially elongated, which results in the for-

mants being shifted down. However, because the word kup
does not exist in Dutch, the listeners would be likely to cor-

rectly identify that the sound /kYp/ is in fact /kIp/ with a lon-

ger VTL, thus detecting the odd one out in the task.

When lexical content cannot be accessed because the

words have been time reversed, the ambiguity cannot be

lifted using lexical information anymore. Yet previous stud-

ies, consistent with our results, have indicated that talker-

specific vocal cues can still be perceived in reversed speech

(Perrachione et al., 2019; Sheffert et al., 2002; Van Lancker

et al., 1985). Furthermore, Fleming et al. (2014) found that

the language-familiarity advantage to speaker discrimina-

tion was preserved when lexical content is rendered inacces-

sible through time reversal. These observations suggest that

phonetic information, as opposed to lexical content, may

still support VTL discrimination in the variable, reversed

condition: If through VTL manipulation a vowel’s identity

is modified toward a vowel that is not contrastive in the lan-

guage, the listener will be more likely to interpret it as a

VTL change than a shift in vowel identity.

Finally, when the three items in the task are identical—

in the fixed condition—there is no such ambiguity that arises

because any perceivable difference between the intervals

becomes relevant to the task.

In short, linguistic variability and VTL differences both

affect formant frequencies. Lexical content allows for a bet-

ter decoding of changes in formant frequencies related to

vowel identity in the different CVC words, which in turn

allows for better VTL difference detection.

C. Compensation for degradations caused
by vocoding

In this study, we used vocoding to degrade the speech

signal to simulate some aspects of degradations CI users

experience and which impair phonological processing. As

predicted by H4 and in line with previous research (e.g.,

Gaudrain and Başkent, 2015), vocoding the presented

speech stimuli clearly hindered the participants’ ability to

detect small differences in both F0 and VTL voice cues.

Remarkably, for VTL JNDs, the lexical content effect

occurred with and without vocoding, suggesting that listen-

ers did not rely more, or less, on lexical information to

1630 J. Acoust. Soc. Am. 150 (3), September 2021 Koelewijn et al.

https://doi.org/10.1121/10.0005938

https://doi.org/10.1121/10.0005938


compensate for the relatively degraded acoustic–phonetic

information to make their judgments. This goes against H5

that the effect of lexical content would be most observable

during the vocoding conditions as a compensatory mecha-

nism for reduced voice cues due to vocoding (Başkent et al.,
2016a). One possible explanation is that as vocoding is

applied and the partition between voice and phonetic cues

becomes ambiguous, so does the semantic content of the

items. In other words, while reliance on top–down semantic

knowledge may increase when the stimuli are vocoded, the

quality of the information that would be used to trigger this

knowledge is also degraded, thus hindering the efficiency of

such top–down compensation. This is consistent with previ-

ous reports indicating that top–down restoration can take

place when the stimuli are lightly degraded but may

decrease when the degradation becomes substantial

(Bhargava et al., 2014; Clarke et al., 2016, but also observed

between mild and moderate levels of hearing impairment as

in Başkent et al., 2010). The fact that the detrimental effect

of acoustic/linguistic variability was enhanced with vocod-

ing also supports the idea that participants were less able to

resolve ambiguities in vocoded conditions.

D. Effects of vocoding on voice cues

As described earlier, directly comparing the JNDs for

two voice cues is problematic. First, conceptually, there is

no reason to expect that F0 JND should be comparable to

the VTL JNDs, even if they are both expressed in semitones

for data analyses purposes, since they stem from potentially

very different physiological mechanisms. Second, statisti-

cally, while it may be interesting to compare the effects of

some factors across the voice cues (rather than directly com-

paring the JNDs themselves), this is complicated by situa-

tions where the variance is unequal across voice cues.

Qualitatively, the average F0 JNDs in the fixed, no-

vocoding condition seem smaller than the VTL JNDs, but

vocoding seems to make F0 JNDs somewhat larger than the

VTL JNDs in both vocoded conditions.

Another way of assessing the relative degradations on

F0 and VTL is to estimate how much weight listeners put in

each cue in the F0 þ VTL condition and how this weighting

changes with vocoding. In this analysis (Fig. 4), we found

that the weights given to VTL did not depend on the amount

of vocoding, whereas the weight given to F0 did and

decreased significantly.

This result is in line with previous research involving

vocoders (Gaudrain and Başkent, 2015) or actual CI users

(El Boghdady et al., 2019, 2020; Gaudrain and Başkent,

2018), where the effects of spectral degradations on the

voice JNDs tend to me more dramatic for F0 than for VTL.

As proposed in these studies, VTL concerns broad spectral

cues that are less likely to be affected by spectral resolution.

In contrast, the spectral cues to F0 fundamentally rely on the

perception of harmonic structure, which consists of small

spectral details.

Gaudrain and Başkent (2015) also suggested that

depending on vocoder parameters, F0 could also be pro-

vided through temporal periodicity cues in this task.

However, our LS-vocoder condition is identical to the 12-

band condition of Gaudrain and Başkent’s experiment 1,

where they found that temporal pitch cues were likely too

weak to be useful compared with their four-band condition.

It is also worth noting that while temporal modulation cues

are enhanced when spectral resolution is limited by reducing

the number of channels, this is not the case when it is

reduced by means of increased spread of excitation. Fewer

channels over the same frequency range mean that the anal-

ysis filters are broader and thus capture a larger number of

harmonics, yielding deeper modulation. In contrast, a larger

spread of excitation mixes channels that have slightly differ-

ent patterns of modulation, which results in some temporal

smearing and thus shallower modulation. Results in CI users

are compatible with these considerations: There is evidence

that CI users do not strongly rely on temporal cues to per-

ceive voice pitch (Fielden et al., 2015), and Nogueira et al.
(2020) have found that using parallel stimulation across

multiple electrodes, which increases the interaction between

channels, did not improve F0 JNDs but, instead, had an

adverse effect.

However, it is worth noting that this relationship

between F0 and VTL is limited to a measure of sensitivity

and likely does not generalize to other pragmatic use of

these cues in other tasks. For instance, Fuller et al. (2014)

found that both NH participants listening to vocoded stimuli

and CI listeners relied on F0 more than VTL compared with

NH participants listening to non-vocoded stimuli while esti-

mating the gender of a voice.

E. Comparison with other studies using different
stimuli

The current study was partly a follow-up to Gaudrain

and Başkent (2015) with a focus on the effect of lexical con-

tent using meaningful words instead of meaningless CV

triplets. Although sensitivity to the VTL voice cue is

impaired for CI users, the present results show that the effect

of lexical content on VTL JNDs was not affected by vocod-

ing, meaning that NH listeners benefited from lexical con-

tent while listening to both non-vocoded and vocoded

speech. Previous studies using CV triplets instead of words

might have missed this top–down effect since they only acti-

vated a limited assortment of linguistic processing.

For non-vocoded stimuli and using a fixed mode of pre-

sentation, Gaudrain and Başkent (2015) reported an average

F0 JND of 2.68 st (although one outlier was pulling the

average up; without this one subject, the average drops to

1.40 st), which is quite larger than the JNDs obtained in the

fixed, non-vocoded condition with an average of 0.69 st. But

other studies found more similar average F0 JNDs: Başkent

et al. (2018) found an average of 0.81 st, and Nagels et al.
(2020b) found an average of 0.79 st. Regarding VTL,

Gaudrain and Başkent (2015) reported an average VTL JND

of 1.62 st under the same conditions vs an average of 0.85 st

J. Acoust. Soc. Am. 150 (3), September 2021 Koelewijn et al. 1631

https://doi.org/10.1121/10.0005938

https://doi.org/10.1121/10.0005938


in the present study. Başkent et al. (2018) found an average

of 1.24 st, and Nagels et al. (2020b) found an average of

1.08 st.

Thus, the JNDs reported in previous studies with CV

triplets tended to be slightly larger than those reported here.

The different nature of the stimuli may potentially explain

this discrepancy. The CV triplets were composed of three

200-ms CV syllables. The average F0 of each CV was

adjusted such that the triplet formed a contour that had a

rather small magnitude (one third of a semitone) but was

variable across intervals, thus making it more difficult to use

the compare-and-average method described previously.

Moreover, even without this artificial contour across CVs,

with three syllables being involved, the F0 contour may

have been more interrupted and more variable than in the

CVC words used in the present study, thus further compli-

cating the extraction of average F0. With these consider-

ations in mind, it is not surprising that the F0 JNDs obtained

with CV triplets fall in between the JNDs reported here for

the fixed and variable conditions.

The same comment on variability may apply to the

VTL JNDs: The stimuli used in the present experiment con-

tained only one vowel or diphthong, whereas the CV triplets

used by Gaudrain and Başkent (2015) and subsequent stud-

ies had three vowels. In a fixed condition, this extra variabil-

ity on formants could provide more cues to extract VTL.

However, in the current study, it seems that this variability

works against the listener and makes the extraction of VTL

more difficult. It is also worth mentioning that the CVs in

these previous studies were assembled randomly without

any consideration of syllable co-occurrence frequency. It is

also possible that the CV triplets contained unlikely combi-

nations that may have been distracting for the participant,

further reducing performance.

Gaudrain and Başkent (2015) also compared low- and

high-spread vocoders in their experiment 3 but only for

VTL JNDs. For their 12-band noise vocoder, they observed

VTL JNDs of 2.97 st for 12th-order filters (corresponding to

our LS-vocoder condition) and 4.59 st for 4th-order filters

(corresponding to our HS-vocoder condition). In contrast,

the average VTL JNDs from the present study in the fixed

condition were 2.03 st and 3.04 st for the LS- and HS-

vocoder conditions, respectively. Strikingly, the ratio of the

JNDs between these two vocoder conditions of 1.5 is pre-

cisely the same in the two studies.

In contrast, using full sentences as stimuli, Zaltz et al.
(2018) reported smaller JNDs than the ones reported here:

an average F0 JND of 0.63 st and an average VTL JND of

0.58 st. Their design was such that not only the same sen-

tence was used in the three intervals, as in our fixed condi-

tion, but also the sentence remained the same for the entire

JND measurement. This configuration provides a wide vari-

ation of articulatory gestures by providing a segment of a

full sentence while also providing the highest predictability

and by using the same sentence across trials. One can argue,

however, that the predictability was mostly acoustic and

phonetic, perhaps lexical, but that the semantic content was

not highly predictable because the sentences were extracted

from a matrix corpus.

Future research using words with various linguistic

properties and relationships, or full sentences that carry

semantic context, could provide more insight into how cog-

nitive mechanisms interact with voice perception. In CI

users, such situations might show a higher degree of cogni-

tive compensation, leading to a magnified benefit of linguis-

tic relationships between intervals in the task. In addition,

complementary measures that reflect the actual processing

load during this task could be used to investigate the impact

of the lexical content and linguistic variability on listening

effort.

F. Conclusions

This study showed that there is an interaction between

lexical content and voice perception, even when cues were

degraded by means of vocoding. Lexical content seemed to

have a positive top–down effect on VTL perception when

linguistic variability was present but not on mean F0 percep-

tion. Interestingly, the lexical advantage remained even for

the most degraded conditions. This could suggest that top–

down mechanisms relying on linguistic content could be

used by CI users as a compensatory strategy (Başkent et al.,
2016a). Still, it is important to note that NH participants had

only short-term exposure to vocoded speech, whereas CI

users might show cortical plasticity over time. Future

research has to show that relying on lexical content or lin-

guistic relationships could also benefit actual CI users,

improving their voice discrimination and, in turn, perceived

voice gender categorization (e.g., Fuller et al., 2014) and

speech-on-speech listening (e.g., El Boghdady et al., 2019),

other perceptual tasks that rely on voice perception and that

pose a challenge for implant users.

ACKNOWLEDGMENTS

The authors thank Olivier Crouzet for his help on

aspects related to phonetics. This work was funded by a Vici

grant (918-17-603) from the Netherlands Organization for

Scientific Research (NWO) and the Netherlands

Organization for Health Research and Development

(ZonMw) to D.B., a Veni grant (275-89-035) from the

NWO to T.T., the Heinsius Houbolt Foundation, and a

Rosalind Franklin Fellowship. The study was performed

within the framework of the Laboratoire d’Excellence

Centre Lyonnais d’Acoustique (ANR-10-LABX-0060) of

Universit�e de Lyon within the program “Investissements

d’Avenir” (ANR-16-DEX-0005) operated by the French

National Research Agency (ANR) and is part of the research

program of the Department of Otorhinolaryngology,

University Medical Center Groningen: Healthy Aging and

Communication. The raw data presented here can be

accessed online at https://doi.org/10.34894/7TLCU9.

1Unless stated otherwise, further mentions of F0 will refer to average F0

rather than to the instantaneous F0 variations that are used, for instance,
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2In the original article, hit rates and correct rejection rates are reported.

The authors generously shared their data for us to compute the sensitivity

d0 and criterion c (Green and Swets, 1988) reported here. The compari-

sons are Holm-corrected t tests.
3Note that this is the intersubject standard deviation of the log10(JND) and

is hence reported without units.
4Strictly speaking, to conclude that the effect of vocoding differs for the

two voice cues, the interaction between the vocoding factor and the voice

cue factor has to be examined: F(2,28)¼ 6.34, p < 0.01, g2
g¼ 0.06 (despite

the significance level, note the very small effect size). However, it is

worth noting that there is no reason for the F0 coefficient and the VTL

coefficient to be identical, and although they are numerically not wildly

different, there is indeed a strong main effect of voice cue on the coeffi-

cients [F(1,14)¼ 155.3, p < 0.001, g2
g ¼ 0.47]. Caution is thus mandated

while interpreting this interaction, and we thought it was best to keep it at

the simple comparison of the two vocoding effects.
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Gaudrain, E., and Başkent, D. (2015). “Factors limiting vocal-tract length

discrimination in cochlear implant simulations,” J. Acoust. Soc. Am. 137,

1298–1308.
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