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Abstract

A multiple-sources information systesmould
be able toprovide the user with the most
possiblyaccurateanswersaboutthe values of
the attributes describing the objects of
interest. In this paper, the attribute values,
which are supposedto range on linearly
ordereddomains,may be imprecisely given
by the sources, whicimoreovermay not be
fully reliable. After abrief background otthe
general principles underlying the fusion of
imprecise information in the framework of
possibility theory, the caseof single-valued
attributesis first considered,before dealing
with the multiple-valued case. The handling
of known relations linking attributes, in a
fusion process, is aldwriefly discussed.

Keywords: fusion; possibility theory;
inconsistency, maximal consistent subsets

1. Introduction

Information fusion plays an important role in
advancedinformation systems.Indeed, the use of
several sources of information often allows to
deliver answers to the users, which amere precise
than the ones that each source could provide
individually. However, the different sources of
information are not alwaysequallyreliable, andthe
pieces of information they give may be partially
inconsistent.

There exists different theoretical frameworks for
modelling thecombination of uncertaimformation
(e.g., Abidi and Gonzales,1992; Luo and Kay,
1995; Gebhardt and Kruse, 1998). Beside
probabilistic approaches which have been

extensively studied and used in multiple-sensors
fusion, or in expert opinion aggregation (e.g.,
Cooke,1991), logical settings havdeenconsidered
more recently, in particular for databasedusion
(e.g., Cholvy1998).

The possibility theory framework is used in this
papersince it isratherwell-suited for representing
"poor" information when uncertainty can only be
expressedn a qualitativemanner;see (Dubois and
Prade,1994,1995) for a generalintroduction.This
paper proposesdiscussion of theracticaluseof a
simplified version of a possibilisticapproachwhich
however canhandle inconsistenciesand take into
accountthe different levels of reliability of the
sourcesThe problemsraisedby the exploitationin
the combination process axpertknowledge,given
under the form of relationslinking the variables
whose values ar@rovided by the sources, is also
discussed, as well as the casé multiple-valued
attributes.

2. Possibilistic information fusion

Let us consider some single-valued attribute
representedby a parameter x ranging on a
referential Ufor a givenobject. U issupposedo be

linearly ordered;e.g., U is a subsaif the real line.
Let A; representthe piece of information issued

from sourcei to beunderstoochs x O A;. As it is
often the case in practice, jAs assumedo be an

interval, or more generallya fuzzy interval, which
restricts thepossiblevaluesof x. In practice, precise
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valuesprovidedby sourcesmnay be only indicative;
if it is the case, it idbetterto replacethemby some
genuine interval acknowledging some possible

error. In the approachdevelopedin this paper,the
fuzzy interval A will be also supposedto have a

trapezoidalmembershipfunction with core N; and

support § which will be written A = (N;,S).

Whenfusing information coming from two sources,

two situations may bencountered:

— eitherthe piecesof information are sufficiently
consistentand it can be assumedthat the two
sourcesare reliable, which allow$or the cross-
checking and theefinement of information;

— or the pieces ofinformation are not sufficiently
consistent and we afercedto admitthat at least
one of thesources isvrong.

The hypothesisthat the twosourcesare reliable

leads to use @onjunctivecombination.Let pAi(u)

be thedegree ofpossibility that x = u knowing that
la sourceasserts that X1 A;. Thereare two main
types of conjunctive combination:

* Idempotent combinatiorthe result is

“AlmAz(U) = min(ml(u), pAz(u)) forallud U.

This combination can bstraightforwardlyextended
to n sourcesand doesnot assumeany dependency
between thesources (information can lprovidedin
a redundant and repeated way). However the
number of sourceswhich are agreeingon some
possible valuesf x is not takeninto accountin this
case.

* Product-based combination: the result is
“AlmAz(u) = ml(u) : mz(u) for all u OU.

This combination, which, as tharevious one, can be
justified in the settingof a probabilistic approach,
requiresindependensources, which isot always
the case irpractice.

N.B. Nilpotent combination operators such that

Hay 0 Ay(U) = max(0, K, (u) + pa,(U) — 1) seem to

judged to have a lowpossibility (without being
impossible)by both sourcesare finally considered
asimpossible after theombination step.

The height of A; n A, ht(AjnAy) = sup,
min(ml(u), uAZ(u)) expressesthe confidence we

can have in thehypothesisthat both sourcesare
reliable. Particularly, if ht(A;nA,) = 0, this
hypothesis canndtold. However if ht(AjnA,) =1
this hypothesis i®nly plausibleandthe conjunctive
combination remains optimistgince itchangeshis
plausibility into certainty.

A more cautioushypothesisis that at least
one ofthe sourceis right. In this case the pieces of
information arecombined disjunctively:

”AlDAz(u) = max(;Al(u), mz(u)) for all u OJU.
This assumes that the valuegjected by both
sourcescan berejectedandonly theseones.For a

general presentation of fusion operations, see
(Dubois and Pradd,994, 1995).

3. The proposed appoach to fusion

3.1 Principle

In a previous work (Dubois and Prade, 1994),
adaptivecombination operators habeenproposed,
which are intermediary between disjunctiveand
conjunctive modes, and whose expressiondepends
on the degreeof consistencyht(A;nA,) between
the twosources.These combinationoperatorsmay
be computationallyheavy to handle and do not

preserve theshapeof the fuzzy intervals. It is why
we propose here a simplified approach (for

trapezoidalmembershipfunctions), which enables
us to have acombination processwhich is less
costly. Since we can neveexcludethat one of the

sourcess wrong, thecombinationwill perform the
union of the supportsS; and S, of A; and A,.

Besides, iftheir coresN; and N, are overlapping,
their intersectionwill be performed,in order,as far

be of a more restricteduse since values which are @s possible, to singleut a small subsebf highly



plausible values for the parameterunder study.
Otherwise, the piecesof information will be
combined disjunctively. Moreover, since the
referential isordered, we cafurther assume that the
trapezoidal shape of the membership functions
should be preserved, which leadséplacingS; 1S,
and N;[IN, by their convex hulls, denoted by

[S;US;], [N1LIN,]. Let O denotethe combination
of piecesof information A and Ay, then we have:
AiOA,=(N; NNy, [S; OS)]) if Nyn N, 2@
= ([N1 O Ny], [S; U S)) otherwise.
If N, = [ag,10], N5 = [ay,b5] and g < &, then:
*N; nN,z@ if and only if i = &;
* [N; n Ny] = [ay, min(by,b,)] otherwise.

* [Nq U Np] = [ag, max(ly,by)].

Let uspointoutthat if Ny N N, n N3 # @,
(A; O Ay) OAz =A; O (A, O Ay), ie., the
combinationis associative in this casend can be
extendedto n sources.Unfortunately, associativity
no longer holdswith inconsistentsourcesHowever,
the combinationcan beadaptedto the caseof n
sources, aexplained now.
Let Aq, ..., A, be n piecesf fuzzy information. Let
K be amaximal subset(in the senseof inclusion)
made of consistent sourcélsen we carcompute:

ALOA, O OAL= (A N, [F=1.nS)
If thereare severalsuch maximal subsetsK*j of
sources then we shall take

[ainDK*j N;]
in place of Ak N;.

3.2 Justifying the fusion procedure

Viewing the core N; of each piece of
information as the setof models of a logical
formula, the collection of these pieces of
information can be regardedas a propositional
knowledge base. If thimtersectionof thesecoresis
empty, the corresponding knowledge base is

inconsistent. In presence of an inconsistent
knowledge base, one may either look for a
consistent subbase by eliminating formulas, or
extendsthe notion of logical deductionin a way
which isinconsistency-tolerantThe first approach
supposeghat we havereasonsfor choosingthe
formulasto be eliminated(it might be heresources
for which we would be sureof their lack of
reliability). We assume that this isot the caseand
we are led to adopt the second attitude. A
consequencérom an inconsistentknowledge base
will be consideredas sure if this is @&onsequence
from all maximal consistentsubbasegRescherand
Manor, 1970; Benferhatet al, 1997). Building a
maximal consistentsubbaseamountsto keep the
greatesnumberof formulas, and thus to eliminate
as little informationas possible.If we do not know
what formula (or source)to eliminate, we would
have no reasonof choosingbetween themaximal
consistent subbases.

From a semanticalpoint of view, this amountsto
consider that the models of an inconsistent
knowledgebase areonly madeof the union of the
models of all themaximal consistentsubbasesThis

correspondsexactly, in termsof sources, to the
combinationof coresdescribedabove,namely =}

AiDK*j N; whereAiDK*j N; is the sebf modelsof
K*;. The idea ishere of applying éogical approach
to fusion problems.It shouldbe pointed out that
performing AiDK*J. N; relies on an hypothesisof
optimistic combination as already said. It is
impossible that all theourcesn a super-sebf K*;
are altogetherreliable. The chosen combination
avoids to have todecide about a sub-group of
sourceswhich are not wrong, and assumes the
greatestpossible number of reliable sources, for
improving information.

3.3 Algorithm



The K*; 'scan be obtainedby meansof a sorting

procedureon the cores taking advantageof the

orderedstructureof U. We have to look for the
maximalconsistensubsetof {N ¢, ..., N,}. Let N; =

[a;,b]. We havethe following result:

Them maximalconsistensubsetof {N 4, ...,
N, areKq, ..., Ky suchthatKj = Aj - Bj WhereAj
={Ny, acscgpt and Bj = {Ny, by < cg;h where
the cg(;) are obtainedusingthe following procedure:
i) Rankin increasingorderthe 2nnumberda;, i= 1,
n} U {b;,i= 1,n}; letc; <... < ¢y, denotethe result.
Moreover,let usdenote

type(i) = aif ¢; is of the form g, and

= Db if ¢ is of the form b.

i) andlets(1),...,s(m)be the m positionsin the
sequencef ¢; suchthat type(s(j)) = b andtype(s(j)
-1)=a.
Indeedany intersectionof intervalsis of the form
[a;, bj] (with maybei = j). The intersetions of
maximal consistentsubsetsof {N4, ..., N} havea
minimal sizein the senseof inclusion.Thus, let [a;,
b;] be suchminimal interval. If we could find by
suchthatg <b, <bj ora suchthatg < g <b; this
meanghat N is includedin any maximal consistent
subsetincludingN; and NJ-, andthat the interval [a;,
bj] is not minimal, which leadsto a contradiction.
Thenany positionj in the sequencef ¢; suchthat
type(j) = b and type(j — 1) = a, determinesa
maximal consistent subset and any maximal
consistetsubsetis characterizedy sucha position

in the sequenceThe maximal consistentsubsetof
intersectionda;, bj] is definedby the subsetof the

Nk 's which contain[a;, bj], thena, < & (which is
equivalento g < b; since[a;, b;] is minimal) and by
2 b;. Thusall the Ny suchthat & are rankedbefore
b; exceptthosewhoseb, arealsobeforeb;,i.e.,K; =
A;-B;.

This leadsto the following algorithm starting from

the sequence; <... < Cy,.

Algorithm:
List=0

K=¢g
fori=1,2n-1
If type(i)=aaddto K Ny suchthatc; = &

if alsotype(i+ 1) =b addK to List
If notdeletefrom K N, suchthatc; = by

endfor
List will contain all the maximal consistent
subsetof{N 4, ..., N, }.

NB : if g = b;, the orderingshouldbe doneasif g <
b. If g = b; the orderingshouldbe doneasif & <
bj for taking into accountthe intersectionbetween
N; andN; which thenreduceso a point.
3.4Example
Ny =[1,8]; N, = [2, 4]; N3 = [3, 9], Ny = [5, 10],
N5 =[5, 6]; Ng =[7, 11].

We havethe ordering:a;, &, ag, by, a4, as, bs,
ag, by, b3, by, be.
The algorithm first finds K = {N1, N5, N3}. Then
finding b,, K is keptin List. N is deletedfrom K,
andN4 andN;g are added.Thenthe algorithmfinds
bs andadds{N 1, N4, N3, N5} to List. It deletesNg
from K andthenaddsNg, thenfinds b;. Then{N4,
N3, N4, Ng} is addedto List. We might stop there,

butthe algorithmstill makesK empty.

1 2 3 4 5 6 7 8 9 0 1
1 1 1 1 1 1 1 1 1 1 1

<« 3
N1

N2

ENA & bs % 01

zones of maximd overlgoping

obtaned interval :[[3.4] 0 [5,6]0 [7,8]]= [3.8]

NB: Let k = max{|K|, Ak N; # @} be the maximal
numberof consistenisourcesthe maximality in the
senseof inclusioncan be replacedby a cardinality
criterion which only keepsthe consistensubsetsof
cardinalityk. Neverthelessathoughthis enablesus



to get a more precise result, it presupposesan
independencassumptiorbetweenthe sourcessince
it isbasedon a counting.If [=%=; |, §] is found to
be too large,onecanapplythe above methodto the
supportsinsteadof the coresand take [ Aok,

S] as supportfor the result, where K*j denotes a
maximalconsistensubsetof {S4, ..., S;}.

4. Sourceswith unequalreliability levels
Theinformationaboutthe reliability of a sourcecan
be expressedindertwo differentforms:

— either one can estimate the probability that a
sourceis reliable (becauseone can have accessto
the proportion of times when it provided wrong
informationin the past,for instance),

— or we have a more qualitative information only,
suchasthe consideredourcehas'a small reliability’,
or is 'very reliable', or is more reliablethananother
one.This seemdo be oftenthe case

in practice.

In anycaseijt is assumedhat the setof sourcescan
be partitionedinto subgroupsof sourcesof equal
reliability which can be linearly orderedfrom the
morereliableto the lessreliable one. This reliability
ordering can dependon the consideredattribute,
since somesourcesmay be more reliable for some
topicsthanfor others.

Theproposedusionprocedureconsistsn

i) applying the approachof Section3 inside each
subgroupwherethe sourceglay the samerole;

i) combiningthe partial resultsby startingwith the
most reliable group using the following principle.
Let i andj be two groupsof sourcessuchthat i is
morereliablethanj. Thenif the information given
by i is consistenwith the informationgiven by j a
conjunctive combination is performed. Otherwise
only the information given by sourcei is kept.

Whenthe informationto be combineds represented
under the form of fuzzy intervals A; and Aj, a

weighted combinaion is performed, where the
importanceof the most reliable sourceis 1 and the
importanceof the other sourceis the degee of
consistency between the two sources
(height(ANA))).
Let us assumefor instancethat we havetwo groups
of sources: "confidential® sources and "public"
sources.The former are supposedto be more
reliable thanthe latter. After the fusion step inside
eachgroup we get two fuzzy intervals represented
by the two pairs (N4, S;) and (N,, S;) for the
"confidential" andthe "public" sour@s respectively.
Then, after fusion we shall get the following result
(N, S):

N=N;nNyif Nyn N, Z0

= N, otherwise

S=[S; US)].
The disjunctive fusion of supportsis justified in
ordernot to neglectany information, since it may
happenthat a less reliable source has the right
information.
Remark In case of two sources of unequal
reliability, we might think of applyingan approach
based on conditioning in the spirit of Bayesian
updating. This would lead to considerthe least
reliablesourcesasprovidingan a priori information
to be revised by the information coming from the
most reliable sources.The above proposalagrees
with the conditioningview. But this latter approach
does not provide any result if the sourcesare
altogetheiinconsistent.
In some situations, it may happenthat multiple
piecesof informationare given by the samesource
(possibly at different time instants). Three
approachesnay be consideredor this problem of
multiple valuesinside a source
i) if information may becomeobsoleteone may
considerthatthe mostrecentinformationis the right
one.This view albeit naturalis not alwayssuitable;



i) regardeachpieceof informationas providedby

a particular source;

iif) perform partial fusion insideachsource,before
merging the unique, thus obtained, pieces of
information (one by source).

The two latterapproachesre not equivalentfor the

cores. In general, the resuttbtained byeachof the

two methodsare not comparable:any of the two
may give nore precise resulthan theother in some
cases.

Examples Sourcel gives N andN, suchthat N

N N, # @,source 2 gives Nsuch that N n N3 # &,

and Ny n Ny = @. Then we get

N1 N N3 N1 Nz N3

N; n N,

[Ny 0 NS ONg 0 {Npin No O(Np n Na|

If source 1 gives Nand N, such that N n N, # @,
source 2 gives NandN, suchthat N; n Ny # @ ;

assume B N N3 # @, theother intersectionsbeing
empty,then we carobtain :
Nl n N2

\ / \W

[Ny NFOINgA Ng 0O INyn Ny O{N, n N3 O(N3 n N
it is enoughto combinethe two previouscasesfor
obtaining results which arenot comparableLet 3

sources
source 1 : N N,
source 2 : N Ny
source 3 : iy

Hypothesis : NN N, #@, N, N Ng# 3, N3 n Ny #
@, N, n N3 # @ (all other intersections empty).

Thenthe inside-sourcecombinationfollowed by a
combination ofthe partial results gives R= (N; n

N,) U (N3 n Ng) O Ng. The direct combination
gives B =(N; n Ny) L (N, n Ng) O (N, n Ng) O

(N3 n Ng). Clearly R O R, since N O Ry, andR,

ORysince N n N3 ORy.

Consequentlythe choice of a preliminary fusion
stepfor the values giverby the samesourcebefore
the global fusionstep should be motivatedby the
nature of the piecesf information coming fronthe
same source, whehey make a wholgroperto the
source. By contrast, if the piece$ informationare
felt as heterogeneouswithout any explicit link

between them, it would bbetterto considereach
piece of information as articular source.

5. Interaction of expertise and fusion

Let us assume that we have air disposalsome
(fully reliable) expertise linking the paameters
which can beestimatedby the sources,through
relations or equations.If an equation applies to

piecesof information given by sourceS; for an

object, it shouldalso appliesto the corresponding
pieces of information given by source S, which

describes the sanubject.

The availableexpertiseshouldenableus toimprove
the description of the considered object by

modifying the resultof the fusion. The questionis

to know if the expertise should be applied first

inside eachsourceandthenwe peform the fusion

of the piecesof information refined thanksto the
expertise,or if we only apply the expertiseto the
resultof the fusion performecbn the initial data.In

caseof conjunctivecombination(as performedon

the coresin the approachof Section3), the two
methods give the sanresult. This isno longertrue

with disjunctive fusion (which is applied to the
supports), as showy thefollowing example:

Example :
Dataprovided by the sources:
Source A : X=[10, 12], Y=[2,3], Z=[0, 15]
Source B: X=10, 11], Y=3, 4], Z=[1, 6]



SourceC: X =[3,7],Y=2,Z=]1, 5]
Resultof the fusion:

X =[0,12],Y=[2,4],Z =0, 15]

Available expertiseZ = X - Y

Resultobtainedby applyingthe expertiseto
the resultof the fusion:

X =[2,12]Y =[2, 4], Z =0, 10]

But the correct method modifies the
information first by applying the expertisefor
eachsourcejt givesfor the sameinitial data:

SourceA : X =[10,12],Y =] 2,3],Z =[7,10]
SourceB: X =[4,10],Y=[3,4],Z =[1, 6]
SourceC: X =[3,7],Y=2,Z=][1,5]
andthe resultof the final fusionis :
X=[3,12]Y=[2,4],Z=[1, 10]

The first treatment, computationallysimpler, does
not propagatethe constraintsas much as possible
and thus lead to evaluationswhich have a support
which maybetoo large.

6. Fusing conjunctive information
6.1 Multiple-valued attributes
An attributeis said to be multiple-valuedif it can
take severalvaluessimultaneouslyFor instance the
attribute "age of the child(ren) of a person" may
include several values if the person has several
children. The representionof this type of data
(called'conjunctivedata’) whenit is pervadedwith
uncertainty, requires the use of possibility
distributionson the powerset 2Y, the setof subparts
of referentialU. Thena multiple-valuedattribute x
will be associatedvith the possibility distribution 1t
suchthat

0O E O U, m(E) = Possibility(x = E).
Clearly, the representationof imprecision for
multiple-valuedattributesis exponentiglin general.
Since the referentialU is supposedto be linearly
orderedwemightassumehat 1, (E) > 0 holdsonly
if E isaninterval,butthisis not entirely satisfactory.
Disjoint unionsof intervalscannotbe excluded.

Practically,we haveto usea simplified, thus
approximate, representationproposed by Dubois
and Prade(1988) and Yager (1987, 1988). Let us

first consider the case of an all-or-nothing
distribution(m, (E) U {0,1}) andlet
E(x) ={E, m(E) = 1}

the set of conjunctive values possible for x. An
approximataepresentatioonf E(x) can be madeby
meanof two nestedsubsetgE+, E*) with Ex O E*
suchthat

Ex = A{E 0 E(X)}; E* = =%E 0 E(X)}.
Ex is the setof individual valuescertainly takenby
X. The complementof E* is the set of individual
valuescompletelyexcludedfor x. We may have Ex
= @ (one doesnot know any value for sure);one
may also have E* = U (nonevalue is known for
impossible).
In the generalcasewheret, can take intermediary
degree®f possibility, T, can be approximatedy a
pair of nesteduzzy setssuchthat

OuOU, pg, (u) =infe 1 -1 (E),

Hex(U) = suppe Ty (E).
It iseasyto seethat 0 E O E(x), Ex O E O E* but
the conversas wrong: onemay haveEx 0 E 0 E*
andTt (E) = 0. It can be checkedthat (Dubois and

Prade,1988)wehave
Mg, (U) > 00 pgs(u) =1

i.e., in termsof core and supportS(Ex) O N(E?*);
individual values which are somewhat certain are
amongthe completely possibleones. (Ex, E*) is
thusan "enclosing"approximationof E(x), which is
more imprecse (valueswhich are not possiblemay
be regardedas possible). However the gain in
simplicity for the representatiois spectaculasince
we have only to handlepairs of fuzzy sets,which
can be comparedwith one fuzzy set for single-
valuedattributes.

6.2 Fusing multiple-valued attribute information



Regarding information fusiorprinciplesremainthe
same ador single-valuedattributesbut they lead to
different algorithms on the approximate
representation. The fusion of multiple-valued
attributesdoes not seem to have receivedhuch
attention in the scientific literatur@lthoughit leads
to fusion methods which ardual from the previous
ones. Indeed a conjunctive combination of
conjunctive intervals is a senion, anda disjunctive
combination of conjunctive intervals is a set

intersection. For instance, if source i provides
information (E+;, E*;) fori =1 or 2, andif these

piecesof information are consistent, it is easy t0 Seerhe information combination in

that theconjunctive combination gives
(E*l ’E*l) N (E*z, E*Z) = (E*l DE*Z’ E*lﬂ E*Z)

We can see thathere are more values which are

The disjunctive combinationmay becomeuseless if
Ex; n Ex, = @ and E*; U E*, = U, since

everything then becomes possible. Huvantageof

the approximaterepresentatiorof the imprecision
of multiple-valued attribute information is that it

leads topartial reuseof fusion algorithmsfrom the

single-valuedcase. Let us assume that we tdke

E*, and Ex; a representationby pairs (core,
support), we wilthenhave animprecise conjunctive
information underthe form of four nestedsubsets:
N(Ex;) O S(EB+) O N(E*) O S(E%) dueto the

property recalled i6.1.

the multiple-

valued case imade in a similar way as in ttgngle-

valued caseThe inconsistencytest in the general
case (with intermediary levels of possibility)

certain and less values which are possible, Thisbecomes :

shows that thémprecision hasliminished. Indeed
{E,Ex; UEx, OEOE*; n E*}={E,Ex OE
OE*} n{E', Ex, OEOE*,}
(since EDOE"and E'DE" - ELE'OE"
EOEandEOE" <= EOE' N E").
Thusthe above result imdeedthe approximation

of E;(X) N Ey(x). In the same way, the disjunctive

combinationE; (x) U Ex(x), to beusedif E{(x) n
E,(x) = @ leads tawompute

(Exq, E*) U (Bxp ,E*p) = (Bxq NExp, EXLUE*))
This can besimilarly justified. The precision has
decreasedincethereare more possiblevaluesand
lesscertain ones.

Note that the case wheEg (X) N Ey(x) = @ can be
testedon the approximaterepresentatiorby means
of the following sufficient condition for
inconsistency

(Ex1, E*7) is inconsistentwith (Ex,, E*,) if and
only if Ex; U Ex, O E*; n E*, (an individual
value which iscertain becomesimpossible)which
entails(but not theconverse) E(x) N Ey(x) = @.

(Ex;, E*;) isinconsistenwith (Ex,, E*,) if
and only if

N(E+;) O N(Ex,) O N(E*;) n N(E*p)
or

S(Bx1) O S(Bxp) O S(E*p) n S(E®)

If N(Ex) = [&;, b], N(E*j)) = [c;, di], we have to
checkseparatelyN(Ex;) O N(E*;) n N(E*,) for i
=1,2.

The delicate point is the search for maximal
consistentsubsets. It seems that thigoblem has
never beenconsideredn the literatureas far as we
know. For the moment, it is unclear if efficient
methods can bound, although theroblemcan be
statedrigorously.

7. Conclusion

This paper has sketcheda simple approachto
informationfusion, which allowdor a treatmentof
inconsistenciesbetween sources. Some guestions
which arenot often addressedh the literature, such
as thehandlingof multiple-valuedattributes,or of
relations between (single-valued) attributes. A



comparaison witlether combination modesxisting
in the possibility theory is still to be made.
Moreover,the proposedapproachis mainly based
on the manipulationof the coresand the supports
of the distributions; a generalizationto any level
cuts would beof interest.
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