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1.  Introduction
The critical zone (CZ) is characterized by its interface nature between human activities, life-sustaining 
ecosystems and physical objects. The National Research Council (NRC, 2001) defined it as the place “where 
water, rock, air, and life meet in a dynamic interplay” (e.g., Chorover et al., 2007). The interfaces between 
those different hydrosystems sub-compartments are the place where important physical and biogeochemi-
cal processes can take place through the mixing of water with different temperatures or chemistry and bio-
geochemical reactions (Boano et al., 2010; Brunner et al., 2017; Fan et al., 2019; Shuai et al., 2017; Trauth & 
Fleckenstein, 2017; Trauth et al., 2018). These reactive transport processes yield different ecosystem services 
(Griebler & Avramov, 2015) such as the provision of clean drinking water, agricultural uses, or the atten-
uation of pollutants (Conant et al., 2019, Harvey & Gooseff, 2015; Kalbus et al., 2006; Krause et al., 2011; 
Ranalli & Macalady, 2010; Trauth et al., 2018; Vidon and Hill, 2004, 2006; Zarnetske et al., 2011, 2012).

Such ecosystemic services are often to be addressed along the river corridors including river channels, ripar-
ian zones, fluvial deposits, alluvial and flood plains. River corridors are thus complex zones where surface 
water (SW) and groundwater (GW) interactions are particularly critical (Krause, Boano, et al., 2014; Krause, 
Freer, et al., 2014; Winter et al., 1998; Woessner, 2000). Yet, the river dynamics and history induce strong 
geological heterogeneities and complex spatio-temporal preferential pathways due to the aquifer parame-
ters, such as hydraulic conductivities or porosities (Cardenas, 2009; Cardenas et al., 2004; Pinay et al., 2015; 
Pryshlak et al., 2015; Sawyer & Cardenas, 2009; Song et al., 2018). These subsurface heterogeneities exert an 
important control on the water table (WT) geometry. Preferential pathways within the river corridor modify 
nutrient cycling and other biogeochemical processes (such as the dispersion), which impact chemical budg-
ets (e.g., Bernard-Jannin et al., 2017; Wildenschild et al., 1994) and biological activity. The reactive potential 
along a flow path depends on the time that a water parcel stays in contact with the reactive media (Oldham 
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et al., 2013). This makes it essential to model water fluxes and the flow path within river corridors. There 
is however no direct measurement of the SW-GW fluxes and no method to characterize flow paths, at least 
in a straightforward manner. Despite these difficulties, the dynamics of water fluxes between streams and 
aquifers is characterized thanks to the three last decades of research, including: the response of SW-GW 
exchanges to varying streamflow (Dudley-Southern & Binley, 2015), the impact of the streambed hetero-
geneities (Irvine et al., 2012; Tang et al., 2015), as well as the effect of clogging layer (Brunner et al., 2011; 
Rivière et al., 2014).

In addition, close to the river, the Dupuit-Forchheimer assumption (i.e., vertical flow is negligible under 
dominant horizontal flows over vertical flows) is not valid in the aquifer near a stream. The direction of GW 
flow close to the river may have a vertical component, thereby violating the Dupuit-Forchheimer assump-
tion of zero resistance to vertical flow. Morel-Seytoux (2009) presents a promising approach to estimate the 
distance between the lateral boundary condition and the river where the Dupuit-Forchheimer approxima-
tion should be considered legitimate. However, without a piezometric level (PL) available at this location, 
the levels recorded in the banks are commonly used as a Dirichlet condition in the edge of the model (e.g., 
Mouhri et al., 2013).

Estimating the spatial variations of aquifer parameters is one of the most difficult tasks to ensure a correct 
calibration of hydrogeological models and, therefore, a correct description of flow and transport into a 
river corridor. Numerous studies have modeled the impact of heterogeneities of subsurface on hyporheic 
exchange fluxes, residence times (Sawyer & Cardenas, 2009), flow patterns, and reactive solute spatial dis-
tribution (Bardini et al., 2013).

Impacts of heterogeneous streambed sediments have been described for stratified sediments by Marion 
et al. (2008) and Packman et al. (2006) and discussed for different scales in Conant (2004), Fox et al. (2016), 
Genereux et al.  (2008), Hester et al.  (2019), Kennedy et al.  (2009a, 2009b), Krause et  al.  (2012), Krause 
et  al.  (2013), Leek et  al.  (2009), Rosenberry and Pitlick  (2009), Salehin et  al.  (2004), and Weatherill 
et al. (2014). In addition, previous modeling studies have attempted to quantify the scale dependent rel-
evance of low-conductivity zones in streambed sediments (Bardini et al., 2013; Gomez-Velez et al., 2014; 
Laube et  al.,  2018; Sawyer,  2015; Sawyer & Cardenas,  2009). These studies mainly represented riverbed 
heterogeneity using geostatistical approaches, which rely on generating spatial variability in conductivity 
or simple geometry. The main issue of these previous studies is to validate the simulated flow pathways 
from field measurements. The importance of the spatial variability of aquifers properties (aquifer geome-
try and hydrofacies) and associated consequences on WT, flow, and transport processes have been widely 
recognized and studied (Cardenas et al., 2004; de Marsily et al., 2005; Freeze & Witherspoon, 1967; Irvine 
et al., 2012; Kalbus et al., 2009). Fixing the WT determines the flow distribution at any depth and the over-
lying recharge (Goderniaux et al., 2013; Liang et al., 2012; Sanford, 2002). By consequence, calibrating the 
WT geometry is the new approach to identify the flow pathways. In general, the geometry of the WT is 
interpolated when several piezometers are available but never estimated directly by a field measurement.

Recent developments in multi-scale geophysical imaging and hydrogeophysics provide a great toolbox to 
better characterize heterogeneities along streams (Binley et al., 2010, 2015; McLachlan et al., 2017; Parseki-
an et al., 2015) but no methods provide the WT geometry dynamics that allow to calibrate the flow path way. 
Geophysical techniques sensitive to water fluxes such as self-potential methods for instance, have been nat-
urally deployed in various contexts to study SW-GW exchanges (e.g., Linde et al., 2011; Valois et al., 2018). 
The combination of approaches is the key to understanding the complex dynamic of SW-GW interaction 
and the WT movement (Kalbus et al., 2006; Linde et al., 2010; Schneider et al., 2011). For example, stud-
ies suggest combinations with temperature monitoring, electrical resistivity tomography (ERT; Coscia 
et al., 2011; Singha et al., 2008), ground-penetrating radar, boreholes techniques (Doetsch et al., 2012). The 
importance of geophysical monitoring (e.g., continuous measurements) and/or the repetition of acquisi-
tions in time (e.g., time-lapse measurements) are crucial to go from structural and static property imaging to 
dynamic process-based imaging approaches (Binley et al., 2015; Blazevic et al., 2020; Dangeard et al., 2018; 
Descloîtres et al., 2003; Uhlemann et al., 2017; Watlet et al., 2018).

Time-lapse seismic methods have been developed to track temporal changes of Earth's near-surface prop-
erties, for instance, linked to weathering effects (Bergamo et  al.,  2016a; Bergamo & Socco,  2016; Ikeda 
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et al., 2017; Lu, 2014), water level variations (Lu & Likos, 2004; Pasquet, Bodet, et al., 2016; Pasquet, Bo-
det, Longuevergne, et  al.,  2015), permafrost thaw (Ajo-Franklin et  al.,  2017) or deep fluid storage (Arts 
et al., 2004; Chadwick et al., 2010). Seismic techniques recently became part of the hydrogeophysics' tool-
box to study not only the CZ architecture (St. Clair et al.,  2015) but also its water content (Cameron & 
Knapp, 2009; Grelle & Guadagno, 2009; Konstantaki et al., 2013; Pasquet, Bodet, Dhemaied, et al., 2015; 
Pasquet, Bodet, Longuevergne, et al., 2015; Pasquet, Holbrook, et al., 2016; Pride, 2005). Acquisition setups 
usually consist in a collection of geophones implanted along linear profiles or arrays, at the surface of the 
ground excited by a portable mechanical source. Depending on the dimensions of the setups, the density 
of the arrays and the energy of the sources, the recorded wavefields can be analyzed to image contrasts in 
mechanical properties of the near-surface (down to 1–100 m depths of investigation (DOI) and with 0.1–
10 m scale resolutions) using the standard equipment available for environmental applications (Adelinet 
et al., 2018; Mari & Porel, 2008; Uhlemann et al., 2016).

The most popular interpretation method is refraction tomography which consists of picking first arrivals 
times of the wavefield that are then inverted for pressure (P) or shear (S) waves velocity models (VP or VS, 
depending on the type of sources and sensors). As an alternative to S wave refraction tomography, the re-
corded wavefield can also be processed to extract surface-wave dispersion data that are then inverted for VS 
models (e.g., Pasquet & Bodet, 2017). By definition, VP and VS are showing partially decoupled behaviors in 
the presence of fluids (Biot, 1956a, 1956b). VP/VS or Poisson's ratio (ν) are usually estimated to image it in 
materials. These parameters recently proved efficient in the description of spatial and temporal variations of 
water content in the CZ, along the continuum between the saturated and unsaturated zones (e.g., Pasquet, 
Bodet, Dhemaied, et al., 2015; Pasquet, Bodet, Longuevergne, et al., 2015). A time-lapse implementation 
of this approach has been developed by Dangeard et al. (2018) associated with a processing workflow to 
thoroughly estimate P wave first arrivals and surface-wave dispersion picking errors. Dangeard et al. (2018) 
showed it is possible to properly consider the WT carried by seismic data, at least in a qualitative manner. 
Unlike conventional techniques like ERT measurements, seismic methods can be used to discriminate the 
interface between dry and fully saturated zones, especially in conductive soils.

We develop a new coupled hydrogeophysical approach integrating the ERT, time-lapse seismic, the pie-
zometric data and hydrogeological modeling that provide a significant contribution to quantify the flow 
pathway and SW-GW exchanges by the use of estimated WT geometries. This study is applied to the outlet 
of the Orgeval CZ observatory (France). Our methodology is transferable to other environments where it 
is possible to implant geophones. We targeted a 55 m long section intersecting the river equipped with a 
high-frequency monitoring station (Mouhri et al., 2013). We performed high-resolution ERT, dynamic pen-
etrometer tests, and Auger soundings to define and map the heterogeneities of the hydrofacies field to be 
used in a hydrodynamic model. Time-lapse seismic acquisitions with a 2 month time step over 6 months 
were performed to qualitatively observe both spatial and temporal water content changes. With the help of 
strong a priori information about the medium structure, time-lapse data were inverted to delineate the WT 
geometry along the cross-section, outside the usual limits imposed by the piezometers. It provided updated 
constraints as well as initial and boundary conditions to the hydrodynamic model by extrapolating point 
continuous data from piezometers. A grid search to optimize the hydrodynamic parameters of each hydro-
facies was performed to reproduce the WT and the PL time series. From this analysis, the functioning of the 
river corridor is described with a special attention during the flood event.

2.  The Orgeval Critical Zone Observatory (CZO)
The studied site is located on the Orgeval CZO (Gaillardet et al., 2018), 70 km east from Paris in Seine-et-
Marne (France). It is a headwater representative of the Seine watershed, characterized by a large agricultur-
al cover (80% of the area; Loumagne & Tallec., 2013). It is facing considerable issues related to anthropic im-
pacts on streamflow and water quality, with a particular focus on agricultural activities (Floury et al., 2018; 
Garnier et al., 2016; Mariotti & Letolle, 1977) and risks related to extreme events (floods, droughts; Neira 
et al., 2020). As a consequence, Orgeval CZO has been monitored since 1960 (Hlavek & Dubreuil, 1965; 
Loumagne & Tallec., 2013). We focus on the Avenelles stream which drains a 46 km2 sub-catchment (Fig-
ure 1a). The hydrogeological functioning is influenced by a multi-layered aquifer system composed of two 
main horizontal geological units: the Oligocene and the Eocene aquifers, separated by a clayey aquitard 
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(green clays and marls, Figure 1b; Mouhri et al., 2013). Mouhri et al. (2013) described the geometry of sed-
iment layers at the basin scale thanks to several geological and geophysical studies and core samples. The 
surface of the basin is covered with quaternary loam deposits (loamy silt with high porosity sand lenses). 
The Oligocene partly silicified lacustrine limestone formation constitutes an unconfined shallow aquifer 
(the Brie aquifer). This aquifer constitutes the main water resource of the basin (Gallois et al., 2019). The 
upper part of the Eocene aquifer is a mixture of white marls, limestones, and evaporites formed in a coastal 
plain environment (Mégnien, 1973). Below, the Middle Eocene limestone hosts the unconfined Champigny 
aquifer containing gypsum lenses (Mégnien, 1973) deployed high-frequency monitoring of hydrogeological 
parameters (temperature, PL) thanks to LOcal MOnitoring Station (LOMOS).

Figure 1.  (a) Location of the Avenelles catchment and the studied hotspot (AvAv, red star). (b) Geological log of the area, from the core-drilling at the black 
spot on the map. (c) Rainfalls recorded at the Boissy-le-Châtel meteorological station between February 14th and August 28th, 2017 (dates of the first and last 
seismic acquisitions) (d) River discharge recorded 200 m upstream of the station AvAv (e) PL recorded during the same period at AvAv in the river (black), and 
in right (dark gray) and left (light gray) bank piezometers. During June, the sensor of the left bank stopped functioning (see Figure 2).
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The research undertaken here is concentrated at the station “AvAv” located at the outlet of the basin (Fig-
ure 1a). By its position in the basin, this station is of great interest for understanding the biogeochemical 
cycle of the basin (Floury et al., 2018; Mouchel et al., 2019). This station is in the floodplain of the Avenelles 
river. The floodplain is a few-meters thick, heterogeneous layer consisting of various deposits; clays, silts, 
sands, and gravels. Figures 1c–1e respectively show rainfall, river discharge, and PL variations recorded 
between February 2017 and August 2017 at a 15 min interval. Unfortunately, the pressure sensor in the left 
bank stopped functioning in June. April was the driest month. The major flood events took place from 24 
February to 5 March and from 13-17 August, with a maximum stream discharge of 1.78 m3 s−1 on March 5 
and 0.42 m3 s−1 on August 17 (Figure 1d). Summer was particularly wet with a lot of storm events. During 
the data collection period, RWL was never lower than PL. Therefore, the section ‘AvAv’ is identified as a 
downwelling station i.e., the river discharges in the aquifer during the most of the year. Time series of PL 
and RWL indicate a strong synchronicity of the GW and river systems (Figure 1e). The two banks show 
similar dynamics during the rising limb of the rain event (before the peak flow), but during the recession, 
the left one decreases faster. These differences are linked to the heterogeneities of the aquifer. Simultaneous 
increases of both RWL and WT were linked to the heavy rain events until they reached almost the same 
level. This is due to the position of the piezometers inside the floodplain.

Figure 2a presents the geological section interpreted by Mouhri et al. (2013) at the basin scale, as a stack 
of horizontal and homogeneous layers, bounded by the piezometers. Berrhouma (2018) optimized the hy-
drodynamic parameters set by using the heat as a tracer to describe the hyporheic water fluxes. The PL 
time series measured in each piezometer were applied as lateral boundary conditions of the model and 
the recorded RWL is prescribed in the river. The bottom of the cross-section had no boundary condition. 
According to Berrhouma (2018) simulations, the river loses water into the aquifer for the major part of 
the year. The objective function was to minimize the differences between the two observed and simulated 
vertical temperature profiles in the streambed. Therefore, this model accurately characterized the physical 
processes within the hyporheic zone but not into the riparian zone. The different behavior between the left 
and right banks were stimulated artificially by imposing hydraulic heads recorded in the piezometers. How-
ever, Mouchel et al. (2019) showed that the concentrations of sulfate and magnesium differ between the 
right and the left banks, which seems linked to the heterogeneities (the concentration of sulfate is higher in 

Figure 2.  (a) Simple confined between the PL in the Left Bank (PLB) and the Right Bank (PRB) at AvAv LOMOS (recording the RWL). The temperature is 
measured in streambed as well. (b) Lateral extent and topography along the geophysical section deployed to expand the modeling domain, image hydrofacies 
with ERT (first and last electrodes displayed as red bars), map the WT (dashed blue line) with time-lapse seismic (first and last geophones displayed as yellow 
triangles) and the question mark mentions to the geometry of the water table.
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the right bank). In order to properly simulate the stream-aquifer behavior of both banks (at the local scale), 
these heterogeneities, unfortunately not considered in the simple model of Figure 2a, must be characterized 
and related to hydraulic properties.

3.  Geotechnics and ERT to Map the Hydrofacies and Expand the Modeling 
Domain
In order to describe the hydrofacies distribution at the studied hotspot, we relied on the high-resolution 
imaging of electrical resistivity which is one of the most discriminating parameters in such a clayey-loamy 
environment. An ERT profile, perpendicular to the Avenelles stream, was thus deployed in February 2017. 
A multi-channel resistivimeter with 72-electrode (left bank) and 96-electrode (right bank) Wenner-Schlum-
berger arrays were used. The electrodes were spaced 0.25 m apart (as detailed in Appendix A1) in order 
to obtain a resolution adequate to the heterogeneities expected thanks to our knowledge of the field. 2D 
resistivity sections were inferred from measured data using the inversion process described in Loke and 
Barker (1996) (as detailed in Appendix A1). Inversion results for both banks are presented as obtained after 
four iterations (Figure 3a).

Inverted resistivity ranges were interpreted using: (a) geotechnics, e.g., 13 dynamic penetrometer tests, see 
data sets in Appendices A2 and A4 Auger soundings, about 1 m deep (Figure 3a); (b) geological information 

Figure 3.  Geotechnical soundings and ERT profiles performed along the ESE-WNW line perpendicular to the Avenelles stream (see Figure 2b). (a) Interpreted 
resistivities and final Root Mean Square errors given after four iterations of the inversion process described in Loke and Barker (1996). The red lines present 
the location of penetrometer tests (data sets are presented in Appendix A1). The results of Auger sampling are presented by the logs. (b) Mapping of 
interpreted lithofacies from correlations between resistivity and geotechnical results. The white shaded areas indicate interpolations and extrapolations of ERT 
interpretations correlated with available priordata. (1) agricultural soil, (2) the silt, (3) (4) and (5) a succession of flood deposits, (6) the marls and (7) the green 
clay.
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(from the core-drilling); (c) geophysics (ERT images by Mouhri et  al.,  2013); and (d) prior information 
about the site (empirical knowledge from experiments and instruments installations performed since the 
last 10 yr (see Berrhouma, 2018). Under the river, the hydrofacieses were interpolated taking several data 
sets and sources of information into account: (a) the cores (Figure 2), sampled on both banks during the 
installation of the piezometers, show variations in facies at depth, close to the river; (b) temperature probes 
(Berrhouma, 2018; Mouhri, et al., 2013; Rivière, Flipo, et al., 2019; Rivière, Jost et al., 2019; Figure 2) and 
the mini LOMOS sensor (Cucchi et al., 2018, 2019) installed in the riverbed indicate that the streambed is 
more than 60 cm thick; (c) the geometry of the meander itself implies an asymmetry of the streambed layer 
with a greater thickness on the right bank side. All this information was combined to define the succession 
of lithological units (Figure 3b). The cross-section (Figure 3b) is actually marked by an asymmetry between 
the two banks with rather contrasted facieses:

1.	 �(1) agricultural soil about 50 cm thick identified on the right bank (90 Ω.m).
2.	 �(2) the silt at the surface (50–60 Ω.m).
3.	 �(3) (4) and (5) a succession of flood deposits (<40 and >80 Ω.m).
4.	 �(6) the marls (40 Ω.m) on the left bank.
5.	 �(7) the green clay (<40 Ω.m) on the right bank.

The heterogeneities on the left bank are related to frequent flood deposits inside the meander characterized 
by a succession of coarse deposits (channel lag deposit) and fine-grained deposits (levee). On the contrary, 
the lithology of the right bank is homogeneous and mainly clayey. The streambed of the river was charac-
terized by Berrhouma (2018) as colluvium deposits.

These structures and their important variations along the cross-section confirm the dynamic of the hydro-
logical data detailed earlier (Figure 2a). It is important to note that these lithofacies will be used to deter-
mine the parameterization of the hydrofacies. Therefore, the discontinuous geometry of the lithofacies will 
naturally influence the simulation results (abrupt changes, discontinuities, etc). As two piezometers, locat-
ed close to the stream inside the floodplain, are not sufficient to describe the WT spatial variations in time 
in such a heterogeneous medium, 2D time-lapse imaging is required. Time-lapse ERT can be a powerful tool 
to image saturation changes (Blazevic et al., 2020). Yet, in the clayey contexts of the present study, and with 
such small water content variations between February and August (Figure 1), the material resistivity does 
not present variations strong enough to be detected with the setups we used. Pasquet, Bodet, Dhemaied, 
et al. (2015) for instance performed diachronic ERT experiments at high water and low water periods, in the 
same area. This study clearly demonstrated that, in these particular materials, the changes in WT depth was 
only detected by the combined use of P and S wave models (through the computation of Poisson's ratio).

4.  Time-Lapse Seismic to Capture the WT Dynamics and Constrain the Model
Seismic lines were deployed along the profile from February to August 2017 with a 2 month step. For each 
acquisition, the equipment, the geometry and acquisition parameters remained similar. In order to ensure 
optimal positioning of the line over time, a permanent marking system has been used. A 23.75 m long profile 
was deployed on each bank (Figure 2b), using a 96-channel seismic recorder with 14 Hz vertical component 
geophones 0.25 m spaced and a 1.25 kg hammer as source. As detailed in Appendix A and Dangeard (2019), 
the seismic data set consists of a total number of 97 seismograms per bank at each time step. In June, a 
storm occurred between the acquisition of the two banks; the acquisition of the left bank was carried out 
in dry conditions while the acquisition of the right bank was realized in wet conditions. Moreover, due to 
this storm event, the last seismic shots of the acquisition on the right bank have been perturbed (noise due 
to the drops). Some seismograms were corrupted and were not fully exploited at the very end of the profile.

Before any time-lapse interpretation, data picking errors must be quantified following the workflow and 
recommendations by Dangeard et al. (2018). Such analysis makes it possible to differentiate time-lapse var-
iations observed in seismic data due to temporal changes in the vadose zone thickness continuum on one 
side, from noise or measurement errors on the other side (see details in Appendix A). In this sense, P wave 
traveltimes were manually picked several times to estimate picking error. Arrival time differences were then 
calculated between two time steps and picking error was then retrieved. Changes in seismic data that were 
above the threshold is considered as due to variations in water content. It was then possible to invert VP by 
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tomographic inversion of arrival times (Rohdewald, 2011; Schuster & Quintus-Bosz, 1993) initialized with 
a gradient model created by laterally extending a 1D structure derived from the mean of the arrival time 
and assuming a stratified medium. VS is estimated by 1D inversions of the surface-wave dispersion data 
collected along the lines (Pasquet & Bodet, 2017; Socco & Strobbia, 2004). For each time step, arrival times 
and dispersion curves were inverted independently. No constraints were imposed on the parametrization, 
neither in space nor in time, and it remained the same for each time step. Initial models, errors, perturba-
tion evolutions with iteration and final models were systematically controlled and compared for each time 
step (see details in Dangeard, 2019).

At this stage, it is worth noting that the inversion methods used to estimate velocity models, especially for 
VS, involved a limited number of layers. Final VP and VS sections (see examples in Appendix A6) were thus 
projected on a regular grid to compute ν as presented in Figure 4. There are no actual conventional rules 
available yet to systematically estimate neither resolution nor a posteriori uncertainties in near-surface 2D 
ν imaging techniques. Even though several strategies exist in seismology and exploration seismics, such as 
“checkerboard tests” or computation of sensitivity kernels, for instance (e.g., Bauer et al., 2010, 2003), they 
have not been completely transposed to near-surface applications yet (the combined use of P wave travel 
time tomography and surface-wave dispersion inversion involve distinct characteristics of the wavefield and 
different assumptions about the medium, thus providing VP and VS models of different sensitivity, resolu-
tion, investigation depth and posterior uncertainties). For these first attempts, the resolution was assumed 
to be the distance between successive geophones (as, for instance, recommended in Pasquet & Bodet, 2017; 
Pasquet, Bodet, Dhemaied, et al., 2015; Pasquet, Bodet, Longuevergne, et al., 2015).

In such porous media, high values of ν indicate a saturated medium when low values correspond to partial-
ly or unsaturated medium. As illustrated by the 1D examples given in Figure 4a, ν globally increases with 
depth and shows different saturation gradients depending on the time step. Even if the seismic inversion 
techniques are limited by their maximum DOI and their resolutions, the obtained ν profiles then highlight 
both spatial and temporal evolutions of the saturation along the section. The WT appears to deepen with 
time between February and August. DOI also provides valuable information. It is computed not only from 
the measurement setup, but also from the wave paths for VP and the dispersion inversion uncertainties for 
VS. These criteria are actually linked to the degree of heterogeneity (heterogeneity being itself related to 

Figure 4.  Poisson's ratio (ν) estimated from seismic data: highest values indicate a saturated medium when low values 
correspond to partially or unsaturated medium. (a) 1D ν profiles calculated on the left bank (at 9.875 m) and the right 
bank (at 44.625 m) for each time step. (b) Pseudo-sections of ν for each time step and estimated WT models (black 
lines). The white shaded area indicates depths below the maximum DOI.
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3D physical processes far from 1D and 2D assumptions used in the inversion techniques). In Figure 5b, the 
DOI appears clearly lower on the left bank than in the right bank. The heterogeneities of the lithofacies 
estimated by the ERT and our knowledge are higher on the left bank than on the right banks. This supports 
the difference in hydrogeological behavior between banks. The heterogeneities in terms of lithology and 
therefore hydrodynamic parameters of the left bank are highlighted.

The obtained geometry of ν on the pseudo-sections of Figure 5b not only shows a global decrease of satu-
ration with time, but also delineates a transition from partially to fully saturated soil. For every horizontal 
position, ν systematically reaches values close to 0.5 and no longer varies with depth. For each time step, 
among ν values higher than 0.48, we then searched for zero values of its gradient with depth. We assumed 
that above this threshold, the medium was completely saturated. This threshold actually directly comes 
from a previous study (Pasquet, Bodet, Longuevergne, et al., 2015) performed in the same catchment, area, 
and lithological context. Pasquet, Bodet, Longuevergne, et al. (2015) estimated the WT depths at different 
hydrogeological periods, from 1D seismic models in a horizontally layered zone of the site. They validated 
observed contrasts in ν values with both piezometer levels and real water content values from samples 
collected along a vertical auger sounding profile. However, the inversion methods used to estimate the 
seismic velocity models involve a limited number of layers projected on a grid, which cannot describe the 
continuous variations of the water saturation. This is why we decided to interpret it in a binary manner, e.g., 
non-saturated for low ν values versus saturated for highest ν values. This approach has also been verified on 
2D ν images obtained in a different context, with verifications from piezometers (Pasquet, Bodet, Dhemaied, 
et al., 2015).

For each time step in the current study, WT depth values inferred from ν contrasts were thus spatially 
interpolated with splines, to better correspond to the continuous variations of this property in the natural 
environment (using an optimization procedure based on the simulated annealing (e.g., Aarts & Van Laar-
hoven, 1985), similar to the algorithm implemented by Maineult (2016) but without its monotonicity crite-
rion. In other words, the total set of depths associated with a value of ν equal to 0.48 produces a non-con-
tinuous curve (NCC), because of the discrete sampling in depth. This cannot reflect the reality of the WT 
evolution with distance. The spline interpolation, with nodes spaced by a distance of about 3 m, allowed us 
to obtain a continuous curve (CC), in such a way that the L1 norm between NCC and CC is minimal. We do 
not have seismic data between 23.75 and 30.25 m (Figure 2). To bridge this gap, we impose both the RWL 
and the PLs as constraints of the interpolation. This part of the WT is not used to calibrate the GW model. 
The depth of the interpreted WT appears more variable on the left bank than on the right bank, linked to 
the lithological heterogeneities. As a first approach the error in WT depth estimation was considered linked 
to the resolution of 2D ν sections, that is the distance between successive geophones.

5.  Expanded Stream-Aquifer Interface Model Constrained by Geophysical 
Results
5.1.  Expanded Model Setup With Updated Initial and Boundary Conditions

The multi-method approach described above, enables the simulation of the stream-aquifer exchanges in 
an expanded model, behind the usual boundaries imposed by the piezometers positions. The 2D finite vol-
ume thermo-hydrogeological model Ginette (Rivière, Flipo, et al., 2019; Rivière et al., 2014; Rivière, Jost 
et al., 2019) is used to simulate the WT evolution. The conceptualization of the unconfined aquifer as de-
scribed by Rivière, Jost et al. (2019) and Rivière, Flipo, et al. (2019) are employed. The maximal used time 
step is 900 s. An automatic adjustment of the time step was used during simulations to ensure convergence. 
The model size is z = 3 m × x = 42 m. Vertical and horizontal discretizations are based on empirical resolu-
tion from the geophysical methods: a vertical geometric factor of 1.1 and a constant horizontal discretization 
of 0.25 m are used. The discretization is finer close to the stream (3 cm). The domain consists of 2,936 cells.

The hydrodynamic parameters, permeability and porosity, are assigned to each lithofacies depicted in Fig-
ure 3b. The flow modeling covers the time period from February 13, 2017 to August 31, 2017. The estima-
tion of the WT in February 2017 is used as the initial conditions. A 10 day spin-up period with transient 
conditions is used to ensure the transient behavior of the initial state of the domain. The boundary condi-
tions are: (a) no-flow Neumann boundary condition is prescribed at the bottom of the model, considering 
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Figure 5.  Screening parameters of simulated PL time series on both left (a) and right (b) banks compared to the observed PL during the calibration period. 
The errors (5 cm here) correspond to the sum of the uncertainties of the pressure sensor, the barometric measurements, the length of the cable, and the 
georeferencement of the piezometer. (c) WT along the cross-section simulated during the screening compared to the WT estimated from seismic models. The 
errors were defined, as a first approach, as equivalent to the seismic method resolution (0.25 m, i.e., the distance between successive geophones).
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the very low permeability of the underlying marl; (b) transient Dirichlet boundary conditions correspond-
ing to the RWL time-series measured are applied at the top of the river meshes; (c) the effective rain is im-
posed at the soil surface, calculated from rainfall and evapotranspiration data (Tallec et al., 2015) assuming 
zero runoff and (d) each edge boundary condition is provided by a linear interpolation in time of seismic 
interpretations.

5.2.  Model Calibration and Validation

The eight hydrofacieses of the domain are calibrated during the period between February and April. The 
calibration was performed on the geophysical estimation of the WT in April and the fluctuation of the PL 
measured in the banks during 57 days with the model output. There are 57 data for each PL and 295 data for 
WT. Because of the difference in the nature of the observations despite their common unit, it is to choose 
a weight, as mentioned by Schilling et al. (2019). Model is calibrated by the use of a parameter-sampling 
script to minimize two misfits:
�1.	� The PLmisfitE  between the simulated and observed PL time series

   2 2
PL RB RB LB LB1 1

1 1misfit ,N Ni i i i
i id s d s

N N     � (1)

with RB
iE d  and RB

iE s  respectively the observed and simulated right bank PL (m) at each i-day during the whole 
period (N data), LB

iE d  and LB
iE s  the same data on the left bank (m),

�2.	� The WTmisfitE  between the simulated and observed WT through the best simulation of the PL  
( misfit 0.25)PLE 

 2WT WT WT
1

1misfit ,
M

j j

j
d s

M 
 � (2)

with WT
jE d  and WT

jE s  respectively the observed and simulated WT (m) in April along the seismic sections (M 
data).

WT and PL provide, respectively, spatial and temporal information for model calibration. The misfitWT is 
calculated for the simulations whose the misfitPL is less than 0.25 m. This methodology allows us to discrim-
inate against the best parameters setup. Using the script for parameter sampling, the hydraulic conductivity 
(K) varies from 10−8 to 10−3 m.s−1 (clay/silt to sand/gravel) and the porosity  E   from 0.001 to 0.2.

The misfit values for the time series piezometers are between 0.006 and 0.65 m for the right bank, and 
between 0.005 and 0.20 m for the left bank over the calibration period. For the spatial variation of the WT, 
misfits are between 0.09 and 10.6 m. The calibration result is shown in Figure 5. The lower values of the 
piezometer misfits (depicted in purple and green) correspond to the simulations with a misfitPL lower than 
0.25 m. Therefore, the piezometer times series do not contain sufficient information to find an appropri-
ate parametrization to reproduce the estimated WT with the time-lapse seismic. The misfitWT allows us to 
discriminate the parameters setup. The 2,209 over 206,428 simulations get a cumulative misfit value below 
0.25 m.

The parameterization was then verified for a 7 month simulation (February 2017 to August 2017) against 
the PL at the right and left banks and the WT estimated in April, June, and August (Figure 6). The depicted 
misfit is the sum of the root mean square:

     2 2 2
sum RB RB LB LB WT WT

1 1 1

1 1 1misfit ,
N N M

i i i i j j

i i j
d s d s d s

N N M  
       � (3)

The model simulations correctly reproduce the temporal and spatial variations of the WT (Figure 6) using 
plausible calibrated parameters which are compared to prior values as shown in Table 1. The calibrated 
porosities are lower than prior values which could be due to the considered scale and to the non-unicity of 
the problem implying equivalencies for various (porosity, permeability) couples.
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Figure 6.  Screening parameters results (with colors depending on misfit value) during the calibration period on 
both left (a) and right (b) banks compared to the observed PL. The errors (5 cm here) correspond to the sum of the 
uncertainties of the pressure sensor, the barometric measurements, the length of the cable and the georeferencement 
of the piezometer. (c) WT simulated along the domain and compared (colors depending on misfit value) to WT seismic 
models (black lines) within errors (blue lines). The errors were defined, as a first approach, as equivalent to the seismic 
method resolution (0.25 m, i.e., the distance between successive geophones).
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The simulations of the PL and the WT geometry in June and in August prove the relevance of the selected 
hydrodynamics parameters considering the expanded domain and the extrapolated boundary conditions 
(Figure 6). In addition, the seismic interpolation of the WT provides the opportunity to check the WT ge-
ometry in April, June, and August. On the left bank, the oscillations of the WT due to the heterogeneity 
previously described are correctly reproduced with the best fit (i.e., the lower misfit value) occurring in 
August, at the last time step. In June, the discrepancy between the simulated and the interpolated WT is 
actually due to a storm event that occurred after the seismic acquisition for this bank. On the contrary, the 
acquisition was performed during the rain on the right bank which behavior is correctly simulated. The ERT 
static characterization along the cross-section shows the presence of two contrasts of hydraulic conductivity 
clearly influencing the geometry of the WT. However, the WT inflection point is shifted in space (2.5 m) at 
positions x = 12 m and x = 42 m (Figure 6). These issues are due to difficulty in estimating a posteriori un-
certainties in the resistivity models with the ERT method used in the current study (Figure 3a). To improve 
the calibration, the geometry of the hydrofacies should be slightly improved with associated uncertainties 
to be included in the simulations (e.g., using clustering techniques, Sabor et al., 2021).

5.3.  Flow Pathway Patterns

The simple model simulates the water flow evolution until the pressure sensor of the left banks stops func-
tioning, while the river corridor model is used to perform simulations during the whole period, using the 
conditions interpolated thanks to the estimated WT. This is the first advantage of our methodology. The 
river corridor model forms preferential flow paths if compared to the simple, as shown in Figure 7. The ve-
locities simulated with the homogeneous model are low (1.10−9–1.10−7 m.s−1). The simple model simulates 
the GW divide at the center of the river and almost symmetrical flow paths. The river corridor model sim-
ulates asymmetrical flow conditions and the deformation of GW divide with the time. Local seepage rates 
along the SW-GW interface were found to be highly variable in space and time both within and among the 
river corridor models. The most important exchanges SW-GW are found in the left banks with velocity of 
1.10−7–1.10−5 m.s−1. This part of the SW-GW stays in downwelling configuration even after the flood events. 
Spatial variability was mainly governed by the distribution of hydrofacies and the corresponding hydraulic 
conductivity which are calibrated thanks to the WT geometry estimation. In addition, the simulations show 
that the heterogeneous model shows reversal flow path in comparison to the homogeneous model below 
the streambed. Unfortunately, the simple model does not manage to capture the flow pattern occurring 
in the aquifer. The thermal profiles in the hyporheic zone are not located in the left heterogeneities. This 
proves that the use of the heat as the tracer reflects only local processes. Using time-lapse seismics, it was 
possible to image the WT for each time step. This key information provides the inputs making it possible to 
simulate the flow path way. In general, the estimation of the flow path is given by the use of methodology 
covering larger areas and lacking resolution, such as artificial tracers (dye tracers), natural tracers (heat 
tracers and hydrochemistry data, stable isotopes (e.g., δ2H and δ18O), 222Rn, dissolved atmospheric gases), or 

Hydrofacies

Hydraulic conductivity, K (m.s−1) Porosity, E  (−)

A priori values Calibrated values A priori values Calibrated values

Agricultural soil (1) 1 10−5b 1 10−5 0.2

Silt (2) 3 10−7a 1 10−4 0.13a 0.02

Overbank (silt, sand) (3) 2 10−4–1.9 10−5a 1 10−4 0.265–0.31a 0.01

Channel lag deposit (gravel, coarse sand) (4) 2.9 10−3a 1 10−3 0.25a 0.04

Levee (silt) (5) 1.9 10−5a 1 10−5 0.265a 0.01

Marl (6) 3 10−6c 1 10−6 0.0015–0.002c 0.075

Green clay (7) 2 10−7c 1 10−7 0.015c 0.05

Streambed (8) 3 10−5c 1 10−5 0.1a 0.2
aMorris and Johnson (1967). bBatkova et al. (2020). cBerrhouma (2018) for the same location.

Table 1 
Hydrodynamic Parameters Used in the Numerical Simulations



Water Resources Research

DANGEARD ET AL.

10.1029/2020WR028911

14 of 29

tracers of anthropogenic origin including persistent organic micropollutants and dating methods (3H, Cl−, 
Br−, CFCs, SF6 and 3H/3He). These methods could nevertheless be used to validate the flow path at the site 
scale, but not with the resolution of our river corridor model.

The calibration of distributed hydrodynamic parameters along the river corridor domain, checked with 
time-lapse snapshots of the WT geometry, eventually enables the quantification of local stream-aquifer ex-
changes (Figure 8). The results show that the river-aquifer exchanges respond rapidly to the river discharge 
change in Figure 8. The infiltration rate simulated by Berrhouma (2018) is in the same order of magnitude 
of those simulated with the river corridor model. Therefore, the same exchange rate can come from differ-
ent flow paths patterns and different hydrofacies fields. The water quality is largely influenced by the time 
that a water parcel stays in contact with the reactive media and by the mixing ratio of SW and GW as it is 
demonstrated by Shuai et al. (2017). Therefore, in the different model setups, the water quality will differ.

5.4.  Response SW-GW Interactions to Flood Events

The responses of the SW-GW exchanges to a flood event change between the homogenous model and the 
river corridor model. For the river corridor model, the infiltration follows a sequence. First, the river dis-
charge into the aquifer increases when the flood peak arrives. Second, the river drains the riparian zone 
during the recession period. This sequence is also simulated with the homogeneous model but only for the 
major flood event and the resulting velocities are lower. For the other event, the total net SW-GW infiltra-

Figure 7.  Head and flow velocity distribution: Panel (a) for the simulation obtained in the homogeneous case (simple model) and Panel (b) the simulation of 
the heterogeneous case (expanded model). The arrows represent the flow directions.
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tion stays in downwelling configuration because the hydraulic conductivity is low. This pattern of SW-GW 
exchange will have significant impacts on biogeochemical processes in the hyporheic zone during the flood 
event (Figure 9).

6.  Conclusions
River corridor systems have a heterogeneous sedimentary structure that results from stream processes (in-
cluding channel meandering history) and contains significant preferential flow paths. These flow paths 
are crucial to determine the water residence time and biogeochemistry fluxes. Different methodologies 
have been developed in the last decades to quantify the SW-GW exchanges but none allows to get the flow 
path. A novel modeling framework was developed that enabled describing the flow paths within the river 
corridor and ensuring their potentiality with the geometry of the WT. The combination of ERT, time-lapse 
seismic, geotechnics, and hydrogeological modeling presented in this study enables: (a) the mapping of the 
hydrofacies along both studied banks; (b) the delineation of the WT depth in space and time, (c) expansion 
of the hydrogeological modeling domain beyond the usual boundaries and (d) the characterization of the 
flow paths within the river corridor. As for initial conditions, a common practice consists in specifying them 
as either arbitrary or observation-based by running a steady-state model, despite the widely recognized 
persistence of the initial steady state. Here, the time-lapse seismic acquisition makes it possible to specify 
the initial state (e.g., initial hydraulic head) of the hydrological model. As always in hydrological modeling 
frameworks, the problem of equifinality arises (Beven, 2006). Reducing the ill-posedness of flow models by 
introducing additional and unconventional observations into the calibration process thus allows artificially 
reducing the model complexity by simplifying the geometry or homogenizing parameters of hydrofacies 
(Schilling et al., 2019). The time-lapse seismic observations not only provide WT snapshots, but also help 
calibrating the hydrofacies and by this way, describing the flow paths on a 2D expanded section. Future 

Figure 8.  Simulated stream-aquifer exchanges through time. Negative values indicate fluxes from the stream to the 
aquifer while positive ones are from the aquifer to the stream.
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investigations may include using different tracers such as 37Ar, 222Rn or 3H/3He (Pardo-Alvarez et al., 2018) 
in order to comfort the global behavior of the flow paths.

On the one hand, the methodology presented in this study can be developed at the larger scale in order 
to understand the global flow directions as well, more particularly more important seismic sensors net-
works can be considered. On the other hand, it can also be used at a reduced scale with higher coverage 
and resolution. The seismic data analyses could be pushed further by determining the unsaturated zone 
parameter thanks to ν or derived parameters. To do so, specific petrophysics (Jougnot et al., 2015; Rubin & 
Hubbard, 2006) must be explored to better link hydrogeological parameters to geophysical data in a quanti-
tative way, yielding toward a coupled hydrogeophysical modeling framework (e.g., Hubbard & Linde, 2011). 
Blazevic et al. (2020) recently proved that the link between seismic observable and petrophysical predic-
tions are promising to improve the inversion with a good knowledge of the soil's properties. ν is an elastic 
property that can be used to describe the stress state variables of porous media. A first step would be to 
obtain a relationship between the saturation degree and ν by using laboratory experiments. Some additional 
measurements would be needed to better constraint the relationship such as the porosity and the saturated 
hydraulic conductivity. On the field, the next step would be to take advantage of distributed temperature 
sensing. The temperature profiles will increase the constraint of the hydrofacies calibration (hydraulic con-
ductivity, porosity, and unsaturated parameters) but also the evolution of the unsaturated zone which limits 
the heat conduction. These future results can provide structural information about the saturation profiles 
and help quantitatively inverting seismic data by joint inversion. The hydrological model would then take 
into account the effects of the partially saturated area, strongly linked to the WT oscillations and shallow 
GW recharge.

Figure 9.  Head and flow velocity distribution during the major flood event: Panel (a) for the simulation obtained in the homogeneous case (simple model) and 
Panel (b) the simulation of the heterogeneous case (river corridor). The arrows represent the flow directions.
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Appendix A:  Geophysical Data Processing and Interpretation
Appendix A1.  ERT Setup and Data

As mentioned in Section  3, a 0.25 m spaced 72-electrode Wenner-Schlumberger array was deployed on 
the left bank, perpendicular to the river (Figure A1). The right bank, for its part, left room for a 96-elec-
trode setup (same spacing, same configuration, and same direction). On the left bank, at least 1,318 ap-
parent resistivity values are measured. The injected current was between 32.65 and 263.8 mA, minimum 
measured electrical potentials were 29.06 and 10,660 mV and standard deviation is 0.147 mV. On the right 
bank, at least 1,107 apparent resistivity values were measured. The injected current was between 37.56 and 
220.7 mA, minimum measured electrical potentials were 215.21 and 7,681 mV and standard deviation is 
0.195 mV. Resulting apparent resistivity pseudosections are presented in Figure A2.

Data sets were of good quality (i.e., with very low standard deviations). Inversions were performed with Res-
2dinv (version 3.54.44, Loke & Barker, 1996) using the standard constraint option (norm L2) which tends 
to produce models with the smooth boundary between different regions (because the contrast in resistivity 
was weak, and the signal-to-noise ratio was low). The sections converged after four iterations with relatively 
low RMS error. ERT sections are presented in Section 3.

Figure A1.  Schematic of acquisition setups deployed to perform seismic (top) and resistivity (bottom) measurements (figure is not to scale; sources, geophones, 
electrodes, and piezometers were located along the same line; their location are given in meters, the origin being the position of the first geophone on the left 
bank).

Figure A2.  Apparent resistivity pseudosections recorded along both ESE-WNW profiles perpendicular to the Avenelles 
river.
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Appendix A2.  Dynamic Cone Penetrometer (DCP)

DCP tests using PANDA2© were realized along the profile (Benz-Navarrete, 2009) to highlight subsurface 
heterogeneities. Tests were done using a 2 cm2 cone. The maximum depth is 1,25m (as the rod had to be 
manually removed, and because of suction effects, we could not go deeper). We defined a refusal after 5 
manual blows without sinking. Figure A3 shows soil resistivity values as a function of depth.

Appendix A3.  Time–Lapse Seismic Setup and Processing

As mentioned in Section 4, a 23.75 m long profile was deployed on each bank, using a 96-channel seis-
mic recorder with 14 Hz vertical component geophones 0.25 m spaced. The setup is detailed in Figure A1. 
The source was a metal plate hit vertically with a 1.25 kg hammer. A total number of 97 shots were made 
along each line with a 0.25 m spacing starting 0.125 m before the first geophone. At each position along 
the lines, we recorded and stacked 6 seismograms in the time domain to increase the signal-to-noise ratio. 
The sampling rate was 0.5 ms and the recording length was 2 s, including a pre-trigger delay of −0.02 s, to 
record the full surface-wave trains, coda, and background noise. The raw seismic data eventually consists 
of a total number of 97 seismograms per bank at each time step (97 × 2 × 4 = 776 seismograms in total), to 
be interpreted for velocity models (e.g., Pasquet & Bodet, 2017). Two seismograms are given as examples in 
Figures A4a and A4b. Picked P wave first arrival times (in red on Figures A4a and A4b) and surface-wave 
dispersion curves (in white on Figures A4c and A4d) are shown as well as examples of the actual data of 
interest to this study.

Figure A3.  Penetrograms obtained along the SE-NW profile (the inset values on each subplot are the positions along 
the lines). A 2 cm2 cone was used. A refusal is considered after 5 blows without sinking.
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Pressure waves can be easily identified and their associated first arrival times were manually picked (red 
lines on Figures A4a and A4b) for the 97 shots on each bank, at each time step, following the workflow 
described in details in Dangeard et al. (2018). The picked data indicate an apparent velocity increase with 
depth and do not show marked contrast along the lines apart from topographic effects (more details about 
P wave data processing and interpretation can be found in Bauer et al., 2010; Bergamo et al., 2016a, 2016b; 
Pasquet, Bodet, Dhemaied, et al., 2015; Pasquet, Bodet, Longuevergne, et al., 2015). As for surface waves, lo-
cal phase velocities were extracted along the line, based on the basic methodology of multichannel analysis 
of surface wave (O’Neill, 2003; Park et al., 1999; Socco & Strobbia, 2004), yet using windowing and disper-
sion stacking techniques, following the workflow designed by O’Neill et al. (2003) and implemented by Pas-
quet and Bodet (2017). Results provided by direct and reverse shots were first extracted separately compared 
to check the possible influence of strong lateral heterogeneities, as recommended by Bodet et al. (2005), and 
to define the optimal window size. A good trade-off between lateral resolution and DOI of the method was 
found with a 11.75 m wide stacking window, including 8 reverse shots and 8 direct shots. The dispersion 
curves were manually extracted along the line, rejecting wavelengths greater than 12 m as recommended 
by (Bodet et al., 2005, 2009). The first window was centered at Xmid 5.875 m and the last one was at Xmid 
17.875 m for the left bank and centered at 36.125 and 48.125 m on the right bank, providing a total number 
of 98 window positions along each bank, at each time step (see examples for two positions in Figures A4c 
and A4d). Up to 4 propagation modes could be observed and identified as fundamental (M0), first, second, 
and third higher modes. Only M0 is considered as a reference for time-lapse observations here, as recently 
suggested (Bergamo et al., 2016b; Bergamo & Socco, 2016; Dangeard et al., 2018; Pasquet, Bodet, et al., 2016) 
but every mode is included in the inversion process.

Figure A4.  (a) Recorded seismograms for two example shots at 11.875 m and (b) at 42.125 m for February 2017 
acquisitions. The vertical wiggles represent particle vertical displacement velocities recorded at each geophone 
through time. The red lines indicate manually picked arrival time values. (c) Example of dispersion images (top) and 
spectrograms (bottom) obtained at positions 11.875 m and (d) 42.125 m (Xmid being the center of the stacking window) 
for February 2017 acquisitions. The white dots correspond to surface-wave fundamental (M0) and first higher modes 
(M1), manually picked within errors and below Lmax, the maximum interpretable wavelength.
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Appendix A4.  Estimating Seismic Data Picking Errors and Absolute Differences

In order to properly invert this data set at each time step and discriminate their time-lapse variations from 
noise or measurement errors, a thorough statistical analysis had to be performed, following the workflow 
provided by Dangeard et al. (2018). Five shot positions (for arrival times) and window centers (for surface 
wave dispersion curves) were selected and manually picked 15 times in a random order for each time step 
from February–August 2017. When 15-point values per position were available, the standard deviation (re-
ferred to as STD) was calculated for each offset and each frequency. These values were then analyzed with 
respect to their population in order to determine the 99th quantile corresponding to the picking error for the 
considered time step. The overall uncertainty about the difference between the data of two-time steps was 
then defined as the sum of the errors calculated at each. The obtained values are listed in Table A1.

The point-by-point differences in arrival times represented for each source-geophone pair between each 
acquisition was then calculated, taking estimated errors into account, as presented in Figure  A5. These 
diagrams allow for a first qualitative interpretation of the apparent subsurface P wave velocity variations 
distributions (Dangeard et al., 2018). The diagonal corresponds to the arrival times at zero offset. The data 
represented below the diagonal are influenced by the structures encountered upstream of the geophone 
whereas above the diagonal they are influenced by the structures located downstream. The higher the 
source-receiver distance, the more the picked arrival time is affected by heterogeneities at depth. Time vari-
ations are negative between April and February on both banks. Between June and April, the differences are 
positive and included in the uncertainty. Between August and June, arrival time variations are positive. On 
the right bank, a specific zone is highlighted with differences included in the uncertainty or very high differ-
ences, for geophones and shots located between 35 and 40 m. A poor coupling of geophones and sources at 
this location can explain these differences because they are systematic. In June, a rainy event occurred dur-
ing the acquisition of the right bank. The soil saturation conditions were therefore not the same as the left 
banks. In addition, it was impossible to acquire seismic data along the whole profile and some seismograms 
were corrupted and were not fully exploited at the very end of the profile. This only affected travel times as 
presented in more details in Dangeard (2019).

P wave first arrival time Surface-wave phase velocity

STD (ms) No. of values STD (m/s) No. of values

February 0.56 345 7.1 197

April 0.59 373 4.3 734

June 0.63 442 2.3 515

August 0.73 435 5.3 167

Table A1 
Estimated Picking Errors for the First Arrival Times and the Dispersion Curves, for Each Seismic Acquisition From 
February to August 2017
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The point-by-point differences in the dispersion curves are given in the same way in Figure  A6. Picked 
dispersion curves differences are juxtaposed for each extraction position along the line and represented as 
phase velocity differences pseudo-sections as a function of frequency. Changes are mainly positive between 
April and February and between June and April on both banks. Between August and June, differences in 
phase velocities are negative. There however is an interesting opposite behavior between low and high 
frequency dispersion data. High-frequency surface waves mainly investigate the shallowest layers when 
low-frequency surface waves correspond to deeper layers. The dispersion data thus do not respond to the 
saturation as globally as travel times. But this is only a rule of thumb and even if empirical relationships 
exist, inversion is preferred in this study. Seismic data variations in time are summarized in Table A2.

Figure A5.  Absolute differences calculated between the picked arrival times of April and February (a, b), June and 
April (c, d) and August and June (e, f) 2017. The differences are represented according to the position of shots and 
geophones. These diagrams allow for a first qualitative interpretation of the apparent subsurface P wave velocity 
variations distributions. The diagonal corresponds to the arrival times differences at zero offset. The data represented 
below the diagonal are influenced by the structures encountered upstream of the geophone whereas above the diagonal 
they are influenced by the structures located downstream. The color scale the picking uncertainty takes into account (in 
gray), determined by the statistical study. Due to a storm event in June, the last seismic shots of the acquisition on the 
right bank have been perturbed.
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Appendix A5.  Interpreting Seismic Data Variations in Time

The apparent velocities described by picked first arrival time on a seismogram depend on VP which is 
sensitive to water saturation. VP in partially saturated non-consolidated media is lower than VP at the dry 
state. This is related to the increase in density due to partial saturation (in the pores, water replaces the air). 
From a water saturation threshold of about 90%–95% (depending on the materials), VP increases substan-
tially until the full saturation is reached (the medium is harder to compress, see Bachrach and Nur (1998) 
for more details for instance). In such media, shear waves are very sensitive to small changes in water sat-
uration when it is close to 0%. VS tends to increase due to the creation of capillary bridges between grains 
rising their resistance to shear stress. Then, when air is replaced by water in the porous medium, VS tends to 
decrease (due to an increase in density, according to Cho & Santamarina, 2001, for instance). As the surface 
waves observed on seismograms of vertical particle velocities are strongly dependent on VS, their phase 
velocities tend to be similarly influenced.

In order to use these qualitative relationships, frequency effects on elastic properties have to be considered. At 
low frequency, in a drained regime, the fluid pressure is unaffected by the seismic waves. On the contrary, at 
higher frequency, in an undrained regime, the fluid pressure changes when the wave passes through (Adelinet 
et al., 2018). According to Cleary (1978), the cut-off frequency (fc) between the drained and the undrained 

Figure A6.  Absolute differences calculated between surface-wave dispersion curves of April–February (a, b), June and 
April (c, d), and August and June (e, f) 2017. Picked dispersion curves differences are juxtaposed for each extraction 
position along the line and phase velocity differences are plotted as a function of the window position and the 
frequency. The color scale considers the picking uncertainty (in gray), as determined by the statistical study (Table A1).

Differences

April–February June–April August–June

LB RB LB RB LB RB

First arrival time − − = + + +

Phase velocity (surface) + + + + − −

Phase velocity (depth) − = −  =  + +

Table A2 
Summary of the Global Variations Observed in the P Wave Arrival Times and the Surface-Wave Phase Velocities Along 
Both Banks (− Decrease; + Increase; = No Significant Variations)
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states is given by: 4 / ²c df xkxK xL  , with k an estimation of the average intrinsic permeability of the porous 
media (10−12 m2), Kd the drained bulk modulus (109 Pa), η the water dynamic viscosity (10−3 Pa.s) and L the 
flow length (1.5 m). A cut-off frequency of 1.8 Hz is obtained here which is lower than the source central 
frequency (25–50 Hz, depending on which type of wave is considered). We thus assume an undrained regime.

Appendix A6.  Example of Inverted Seismic Section in February 2017

P wave first arrival times were inverted for VP 2D sections in the framework of refraction tomography 
(Bauer et al., 2003; Schuster & Quintus-Bosz, 1993; Sheehan et al., 2005). Obtained results (with the RAY-
FRACT© software, Rohdewald, 2011) are presented in Figure A7. Inversion is initialized using a smooth 
gradient initial model which is the 2D extension of the mean 1D model obtained directly from picked travel 
times, assuming velocity gradients in a 1D tabular medium (Gibson et al., 1979). The inversion process is 
stopped when velocity updates, global RMS errors, and maximum normalized residual do not vary (Fig-
ures A7c–A7f). From these criteria, 10 iterations appear needed (see details in Dangeard, 2019) to reach a 
plateau showing global RMS errors lower than 1 ms (Figures A7c and A7d). Ray coverage is presented in 
Figure A7b in order to control the domain actually investigated by P waves. Body waves are mainly influ-
enced by property variations along their path imposed by the velocity gradient with depth. This path senses 
the medium's properties between the source down to a maximum depth (which depends on the offset in 
the absence of strong contrasts) and then, up to the receiver. The longer the offset, the greater the depth 
of investigation. The drawback of the method here is clearly the lack of ray coverage at the subsurface. A 

Figure A7.  Detailed refraction tomography results for February 2017: (a) VP model obtained after a total of 10 
iterations. (b) Ray coverage after 10 iterations. (c, d) RMS (in gray) and maximal absolute error (in black) variations 
through the iterations, for the left bank (c) and the right bank (d). (e, f) Minimum (dark gray), maximum (light gray), 
and mean(black) velocity update variations through iterations for the left bank (e) and the right bank (f).
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natural consequence is, in addition, the lateral homogeneity of the results that are mainly constrained by 
the gradient due to the WT.

Dispersion data were then inverted at each Xmid position for a 1D VS profile with depth, using the neigh-
borhood algorithm developed by Sambridge (1999a, 1999b) and implemented by Wathelet (2008) and Wa-
thelet et al. (2004) (see Pasquet & Bodet, 2017, for near-surface applications along linear sections). Assum-
ing a vertically heterogeneous layered model, theoretical dispersion curves are computed from the elastic 
parameters using Thomson-Haskel matrix propagator technique. The algorithm performs a stochastic 
search of the parameter space, namely VP, VS, density, and thickness of each layer. The parameterization 
of the model was first achieved without much prior information using a stack of 5 layers over a half-space. 
We imposed a maximum half-space depth of 0.625–10 m (based on the maximum recorded wavelength). VS 
and thickness H in each layer were free to evolve as follows: 10 < VS < 1,250 m/s and 0.125 < H < 2 m (VP 
and ρ, of lower influences on dispersion, are also model parameters but are not considered here).

Frequency-phase velocity curves with associated uncertainties, were inverted with 5 distinct and independ-
ent runs, generating a total of 50,500 models (100 iterations per run, ns0 = 100, ns = 100 and nr = 100). No 
lateral constraints were applied during the inversions since we assumed surface-wave dispersion stacking 
to “naturally” smooth the data. Final sampled VS profiles with lowest misfits were eventually extracted, 
re-sampled in depth down to the max half-space depth, in order to estimate an average velocity structure 
(see Pasquet & Bodet, 2017 for details about the workflow). Each 1D profile is then represented at its cor-
responding position so as to obtain the pseudo-2D VS section presented in Figure A8. VS variations due to 
the uncertainties of the inversion method at depth (related to poor resolution at great wavelength) were 
reinforced here by the absence of strong prior information. For each Xmid position, the maximum depth of 
investigation (DOI) is reached when the standard deviation between each 1D model is 150 m/s, we consider 
that the posterior error is too high (Figure A9).

Figure A7 clearly shows the natural smooth character of the VP model on one side and Figures A8 and A9 
the lack of DOI of surface-wave inversion on the other side. VP appears dominated by the influence of wa-
ter content (when saturated, different lithologies depict similar P wave velocity value, at least with results 
a posteriori uncertainties). The VS model shows a better lateral resolution but involved materials, even if 
different in lithology, might have very close velocities that posterior uncertainties do not allow discriminat-
ing. This is why the combination of the ERT image with auger soundings, logs and penetrometer tests, was 
preferred to build the hydrofacieses model.

Figure A8.  Surface-wave dispersion inversion results for February 2017: 2D VS sections.

Figure A9.  Surface-wave dispersion inversion results for February 2017: 2D sections of 1D results' standard deviation 
in VS (STD) obtained for inversions at each Xmid position along the line. The red limit marks the depth below which 
standard deviations are greater than 150 m/s.
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Data Availability Statement
Surface-wave dispersion picking and inversions were performed thanks to the open-source packages 
SWIP (https://doi.org/10.3997/2214-4609.201602087), Seismic Unix (http://www.cwp.mines.edu/cwp-
codes/) and Geopsy (http://www.geopsy.org/download.php). Numerical simulations were partly performed 
at the HPCaVe center, Sorbonne Université using the Ginette modeling code (https://doi.org/10.5281/
zenodo.4058821).
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