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SUMMARY

Reflection waveform inversion (RWI) updates the the P-wave velocity ($V_p$) macromodel beyond the depths sampled by diving waves, by exploiting wide scattering angle wavepaths in a reflective subsurface. Joint diving and reflection waveform inversion (JFWI) combines RWI and early-arrival waveform inversion (EWI), thereby constraining the shallow subsurface whilst enriching the low-wavenumber content of the deep $V_p$ model with reflections. In depth-domain $V_p$ inversion, ensuring consistency between reflectors positions and model kinematics comes at the cost of repeated least-square migrations, combined with carefully designed offset weighting. In order to efficiently address such a dependency between reflective and kinematic parameters, we propose to cast JFWI in the pseudotime domain. As the velocity is updated, the reflectors are passively repositioned consistently with $V_p$, honoring the zero-offset two-way-time seismic invariant, and keeping the short-spread reflections in phase. By combining a pseudotime approach with a graph-space optimal transport (GSOT) objective function, we show that it’s possible to reconstruct a complex velocity macromodel from short offset 2D reflection data containing surface-related multiples and ghosts, starting from a 1D initial guess; compared to a depth-domain inversion, the computing cost is reduced of one order of magnitude, associated with a significant saving in man-time, thanks to a simpler design of data weighting and inversion strategy.

INTRODUCTION

Depth-domain P-wave velocity ($V_p$) reconstruction in models containing interfaces suffers from the cross-talk between $V_p$ and reflectors positions. Two-way traveltimes velocity analysis, by keeping the zero-offset traveltimes unchanged, is more robust against $V_p$-depth ambiguities, but relies on a locally 1D approximation limiting its scope to areas without significant lateral variations. Migration velocity analysis (MVA) in the depth-domain is amenable to handling more complex subsurfaces, but requires iterative migration and residual-moveout minimization at the image point (e.g., Chauris and Noble, 2001). Ray-based depth-domain tomographic methods, such as stereomography, update simultaneously the subsurface scatterers positions and $V_p$ (Tavakoli F. et al., 2017); in this context, it has been recently shown that enforcing the consistency between subsurface scatterers positions and $V_p$ is highly beneficial (Sambolian et al., 2019).

An alternative pseudotime (or vertical time) domain (Doherty and Claerbout, 1976; Snieder et al., 1989; Alkhalifah et al., 2001) has been proposed for full waveform inversion (FWI, Virieux and Operto, 2009), with the aim to combine the sub-wavelength resolution of FWI, with the robustness of data-domain methods (Plessix, 2013). This approach, as well as migration-based traveltimes FWI (MBTT, e.g., Chavent et al., 1994; Chavent, 2017), honors the zero-offset traveltimes seismic invariant and, by keeping the short-offset waveforms in phase, reduces the non-linearity of $V_p$ waveform inversion (Plessix, 2013).

Reflection waveform inversion (RWI) relies on a reflector initial model to update the tomographic component of $V_p$ beyond the depths sampled by diving waves (e.g. Vigh et al., 2019; Yao et al., 2020). Since reflectivity is a function of $V_p$, depth-domain RWI requires iterative re-migration of the model discontinuities (Brossier et al., 2015) and offset selection to attenuate the conflict between fixed reflectivity and evolving kinematics. RWI has shown to benefit from a pseudotime formulation, in which $V_p$ is updated to fit the reflection moveout while reflectors are repositioned consistently in depth (Brossier et al., 2015; Kryvohuz et al., 2019). Joint FWI enriches the RWI sensitivity kernel with the constraints of diving waves in the shallow part (Zhou et al., 2015), and it’s therefore expected to equally benefit from keeping the reflectivity fixed in the data-domain rather than in depth. JFWI, as well as FWI (Virieux and Operto, 2009), suffers from phase ambiguity when the predicted traveltimes differs from the observed of more than half a dominant period (Brossier et al., 2015; Zhou et al., 2015). Therefore, it benefits from the use of objective functions robust to cycle-skipping, such as cross-correlation time-shift (e.g., Brossier et al., 2015; Wang et al., 2019; Yao et al., 2020); Graph-space optimal transport (GSOT, Métivier et al., 2019) in particular has been shown to perform well when starting from poor initial models in combination with JFWI, without loss of resolution compared to a $L^2$-norm objective function (e.g., Li et al., 2019; Provenzano et al., 2020).

In this paper, we cast JFWI in the pseudotime domain and combine it with a GSOT objective function. A realistic synthetic short-offset reflection dataset containing free-surface effects is used to demonstrate that: 1) JFWI in the pseudotime is more robust than in depth-domain, and reconstructs a macro-$V_p$ model suitable as starting model for FWI; 2) the pseudotime inversion strategy doesn’t require offset selection, and dramatically reduces the need to iteratively re-migrate the reflectivity; 3) the advantages of pseudotime starting from a 1D initial model are maximised when using GSOT with respect to $L^2$-norm.

METHODOLOGY

Joint FWI of diving and reflected waves

JFWI (Zhou et al., 2015), jointly inverts early arrivals and reflected waves to obtain tomographic $V_p$ updates both in the shallow subsurface sampled by diving waves and the deeper parts covered by reflection wavepaths. This is combined with a velocity-impedance ($V_p$-$I_p$) parametrization enhancing the scale separation between low and high wavenumbers of the
model. The objective function of JFWI is a weighted sum of early arrivals \(e\) and reflections \(r\):

\[
\mathcal{X}[V_p] = \mathcal{F} \left( W^e \left( d_f - d_p \left[ V_p \right] \right) \right) + \mathcal{F} \left( W^r \left( d_f - d_p \left[ V_p, I_p(V_p) \right] \right) \right),
\]

where: \(\mathcal{F}\) indicates a metric to measure the data distance; \(W^e\) and \(W^r\) are weights selecting early arrivals and reflections respectively; \(d_f\) is the field data and \(d_p\) is the data predicted in the current model. Note the dependency of \(I_p\) on the current \(V_p\) model in this depth domain formulation.

By neglecting high-order scattering effects (Zhou et al., 2015), the sensitivity kernel of Eq.1 with respect to \(V_p\) reads:

\[
\nabla \mathcal{X}[V_p] = w^2 \frac{\partial^2}{\partial x^2} u_0^2 + \frac{\partial}{\partial x} \left( \delta \lambda' \right) + \frac{\partial}{\partial x} \left( \delta u \lambda' \right),
\]

where: 1) the first term is the diving wave first Fresnel obtained by cross-correlation of the incident field \(u_0\) and the background adjoint \(\lambda'\) generated by the diving wave residuals (EWI component weighted by the scalar \(w_c\)); 2) the second and third terms are the reflection rabbit ears resulting from the cross-correlation of the incident wavefields \((u_0, \lambda'\)) and the second order scattered wavefields \((\delta \lambda', \delta u)\) at the model discontinuities (RWI component).

**Pseudotime formulation**

In order to address the dependency of \(I_p\) on \(V_p\), and therefore the velocity-depth ambiguity, JFWI is re-formulated in the pseudotime domain, following Plessix (2013) and Brossier et al. (2015). The relationships between pseudotime \(\tau\) and depth \(z\) at each horizontal position are functions of \(V_p\):

\[
\tau(z) = \int_0^z \frac{dz'}{V_p^2(z')}; \quad z(\tau) = \int_0^\tau V_p(z')d\tau'
\]

The depth domain \(V_p^2, I_p^2\) model is mapped to the pseudotime domain \(\tau\), discretized using \(\Delta \tau = \Delta z / V_p(min)\) and reaching \(\tau_{\text{max}} = z_{\text{max}} / V_p(min)\). The gradient (Eq.2) is computed in the depth domain, and reformulated in pseudotime using the derivation chain rule (Plessix, 2013):

\[
\nabla_{\tau(z)} \mathcal{X} = \nabla_z(z) \mathcal{X} - \int_{z_i}^{z_{\text{max}}} \frac{dV_p}{dz} \frac{1}{V_p(z)} \nabla_z \mathcal{X} dz
\]

After each \(V_p\) update in the \(\tau\) domain, the \(V_p^2, I_p^2\) model is transformed to the modelling \(z\) domain consistently with the new \(V_p^2\); thereby, \(I_p\) is fixed in pseudotime rather than in depth, and the near-zero offset waveforms are kept in phase by honoring the zero-offset seismic invariant.

**Graph-space optimal transport**

A graph-space OT (Métivier et al., 2019) objective function is used in order to reduce the liability to cycle-skipping at intermediate-to-long offsets. In GSOT, seismic traces are transformed from oscillatory signals into discrete distributions of \(K\) unit-weight points in the 2D time-amplitude plane (the graph-space), so that OT can be applied with no loss of convexity. An optimal mapping \(\sigma^*\) is found by minimising the distance between observed \((t(i), d_f(i))\) and predicted \((t(i), d_p(i))\) distributions, and the 2-Wasserstein based OT distance \(h_{W^2}\) for each trace is computed as:

\[
h_{W^2} = \sum_{i=1}^{K} |t_i - t_{\sigma^*(i)}|^2 + \frac{\Delta t}{A} |d_p - d_f^\tau|_{\sigma^*(i)}^2
\]

where the amplitude contribution is scaled by the ratio between the maximum expected time shift \(\Delta t\) and the maximum amplitude \(A\) in both observed and predicted data. Finally, the cost function is obtained as the summation of \(h_{W^2}\) over sources and receivers, reweighted to honor trace-by-trace amplitude variations.

The GSOT adjoint source, obtained by \(\delta h_{W^2} / \delta d_p\), (Plessix, 2006), is the data residuals computed between samples connected through the optimal assignment \(\sigma^*\) (Métivier et al., 2019). In Eq.5, large \(\Delta t\) values emphasize the convexity with respect to shifted patterns and therefore shall help to mitigate cycle skipping, whereas, as \(\Delta t\) decreases, \(\sigma^* \) tends to a local sample-by-sample mapping \((\sigma^*(i) = i)\), and \(h_{W^2}\) approximates the behavior of the \(L^2\) distance. The latter, can be therefore viewed as a special case of GSOT distance with \(\Delta T = 0\) in which the adjoint source is the data residual.

**EXAMPLE APPLICATION**

Synthetic marine reflection data have been generated on the Valhall 2D acoustic model \((V_P\) and density), comprising a multi-layered low-velocity zone (LVZ) and a deeper high velocity anticline (HVA). 128 shots are fired at 110 m spacing and the wavefield is recorded by a 229 channels surface streamer with group interval equal to 25 m, and absolute offset ranging between 80 and 5700 m. The source signature is a zero-phase Ricker with central frequency equal to 6.25 Hz. Modeling is performed in the time domain with a 4th order finite-difference scheme \((dx = 25m, dt = 4ms)\), PML absorbing boundaries and free-surface; therefore, the observed data contain surface-related multiples and ghosts. The starting model is 1D (Fig. 1), and it is made up by a water layer \((V_p=1500 m s^{-1}, \text{density}=1\)
The pseudotime JFWI solutions obtained using GSOT and $L^2$-pseudotime after JFWI to-long offsets, particularly in the refracted arrivals (panel d).}

**V$_p$-macromodel building by JFWI**

Data windows are designed to separate early arrivals and reflected waves, in order to build the two components of the JFWI objective function in Eq.1; the limit between the two propagation regimes is simply given by the direct-wave arrival time. No scaling is applied to the the diving wave component of the adjoint source, i.e. $w^r = 1$ (Eq. 2), since in reflection and diving residuals have the same order of magnitude in this free-surface example. The $V_p$-model building workflow begins with the inversion of the short-spread reflections (IpWI) in the starting one-dimensional $V_p$ (Fig.1b). The reconstructed $I_p$ is then used as the reflective component of the starting JFWI model. 20 iterations of depth preconditioned steepest descent are performed (Nocedal and Wright, 2006): the earliest 10 focus on reflections with zero-offset two-way time lower than 2.2s, after which the whole seismogram is included. This was necessary to allow for an accurate shallow subsurface imaging, which would have been otherwise neglected due to the high amplitude reflections at the LVZ. The choice of a steepest-descent optimization is justified by the need of a robust $V_p$ update in the presence of multiples and multi-scattering, in order to avoid overfitting, at the expense of convergence speed. In the GSOT case, the maximum expected time-shift $\Delta T$ (Eq. 5) is initially set to 0.3 s to privilege convexity with respect to travelt ime differences, and later reduced to 0.1 s in the latest 10 iterations to approximate the resolution of the $L^2$ norm. Unlike in the depth-domain workflow outlined in Provenzano et al. (2020), here the pseudotime domain approach is tested with a more parsimonious inversion strategy, where no offset weighting is applied to the reflections, and model-building is performed in a single stage, i.e. without iteratively re-constructing $I_p$.

GSOT-based pseudotime JFWI achieves a reasonable $V_p$-macro-model reconstruction in a single stage, while depth-domain JFWI fails to converge towards the true model (Fig. 2a). Pseudotime GSOT yields a better prediction of the true $V_p$ trends than the $L^2$ equivalent (Fig. 2b-c), in particular in the shallow subsurface and at the bottom of the LVZ (Fig. 2d-f). The comparison between predicted and observed data (Fig.3) provides insights about the reason why pseudotime outperforms depth-domain JFWI: in panel a) the data predicted in the initial model are in phase at zero-offset, showing mismatches in reflection moveout and early-wave arrival times; after depth-domain JFWI (panel b), the data fit improves at long-to-intermediate offsets, at the expenses of the zero-offset wavefit, because reflectivity is fixed in depth. On the contrary, in the pseudotime GSOT case, JFWI improves the longer-offsets waveform fit while keeping in phase the short-spread reflections (panel c), because in this formulation $I_p^0$ is independent of $V_p^0$; pseudotime $L^2$-norm inversion, on the other hand, though keeping the short offsets in phase, is cycle skipped at intermediate-to-long offsets, particularly in the refracted arrivals (panel d).

**FWI after JFWI**

The pseudotime JFWI solutions obtained using GSOT and $L^2$-pseudotime GSOT with graph-space OT yields a better prediction of the true $V_p$ trends than the $L^2$ equivalent (Fig. 1b). The reconstructed $I_p$ is then used as the reflective component of the starting JFWI model. 20 iterations of depth preconditioned steepest descent are performed (Nocedal and Wright, 2006): the earliest 10 focus on reflections with zero-offset two-way time lower than 2.2s, after which the whole seismogram is included. This was necessary to allow for an accurate shallow subsurface imaging, which would have been otherwise neglected due to the high amplitude reflections at the LVZ. The choice of a steepest-descent optimization is justified by the need of a robust $V_p$ update in the presence of multiples and multi-scattering, in order to avoid overfitting, at the expense of convergence speed. In the GSOT case, the maximum expected time-shift $\Delta T$ (Eq. 5) is initially set to 0.3 s to privilege convexity with respect to travelt ime differences, and later reduced to 0.1 s in the latest 10 iterations to approximate the resolution of the $L^2$ norm. Unlike in the depth-domain workflow outlined in Provenzano et al. (2020), here the pseudotime domain approach is tested with a more parsimonious inversion strategy, where no offset weighting is applied to the reflections, and model-building is performed in a single stage, i.e. without iteratively re-constructing $I_p$.

The HV A image is reasonably retrieved, though the presence of surface-related multiples and the inaccurate starting density model prevent an accurate recovery of the $V_p$ absolute values.

**CONCLUSIONS**

Pseudotime domain JFWI obtains a complex macro $V_p$ model suitable for $V_p$-FWI, starting from a 1D initial guess and without requiring iterative re-migration of the reflective structures. This allowed for a reduction of the computing cost in the order of 1/10th compared to the depth-domain cycle workflow outlined in Provenzano et al. (2020); furthermore, unlike in the...
Pseudotime JFWI with graph-space OT

Figure 3: JFWI predicted vs observed data. Synthetics in red-blue, real data in black. Waveforms are in phase if black covers red.

latter study, the presence of surface-related multiples made the dataset particularly challenging for reflection-based $V_p$ inversion. The pseudotime-domain transform (Eq.4) has an extra cost in the order of 2%; however, since no offset-weighting is required, the inversion design is less user-dependent, which yields a significant pre-inversion time saving. FWI starting from the GSOT-based JFWI model achieves a higher accuracy than the one starting from $L^2$, thanks to a better reconstruction of the shallow $V_p$ driven by diving waves, cycle-skipped at long offsets in $L^2$; the same applies to the complex LVZ, where multi-scattering and internal multiples are important sources of phase ambiguity. In this dataset, GSOT has an extra-cost in the order of 20%, though such a burden is expected to decrease proportionally in 3D applications and at higher frequencies (Métilvier et al., 2019). Future work will assess the suitability of the methodology for more complex subsurfaces, in which steep dips could challenge the assumption of invariance of the zero-offset reflection traveltime and therefore partially hamper the advantages of the pseudotime formulation.
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