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SUMMARY

Regional-scale imaging with full-waveform inversion of sparse long-
offset ocean-bottom node data is inherently difficult. In particular,
the large number of wavelengths that have to propagate within the
volumetric model-space makes the inversion prone to cycle-skipping.
While building an accurate initial model that predict the synthetic data
with half-wavelet accuracy might be problematic due to the sparsity of
the ocean-bottom nodes, solutions can be found from full-waveform
inversion schemes based on alternative misfit functions. The recently
developed graph-space optimal transport misfit function is designed
for an improved convexity with respect to shifted patterns in the seis-
mic signals - and therefore to the kinematic errors of the velocity
model. In principles, this shall make it possible to successfully invert
the data starting from a crude initial model. Here we show how using
full-waveform inversion based on this misfit function, combined with
multiscale data-selection strategy, we are able to make inversion con-
verge from a simple 1D starting model. Despite the fact that the kine-
matic inaccuracy between the observed and the synthetic first-arrivals
is reaching five cycles in the initial stage, we are able to bring the
data in phase and obtain geologically consistent velocity model of the
complex subduction zone. The presented approach can therefore sig-
nificantly relax the constraint on the kinematic accuracy of the initial
FWI model which is typically derived by traveltime tomography.

INTRODUCTION

Building an accurate initial velocity models for full-waveform inver-
sion (FWI) from sparse ultra-long offset ocean-bottom node (OBN)
data remains challenging. This is because the accumulation of the
kinematic error along the diving and refracted wavepaths, addition-
ally enriched with wide-angle reflections, makes it difficult to satisfy
the cycle-skipping criteria (Pratt, 2008). This is problematic for FWI
applications, because in the presence of large inaccuracies of the start-
ing model, the classical L2-norm misfit function drives the inversion
process towards non-informative local minima. Moreover, the wide
range of various arrivals, combined with the sparsity of the receivers,
increases the non-linearity of the inverse problem and rises the pos-
sibility of reconstruction of geologically meaningless model. There-
fore, despite the fact that long-offset stationary-receiver seismic ac-
quisitions have ability to provide low-frequency and multi-component
data, the routine processing of these data with FWI remains challeng-
ing. On the other hand, previous sparse OBN studies (e.g. Kamei
et al. (2012); Górszczyk et al. (2017); Davy et al. (2017)) have demon-
strated a great potential to efficiently constrain the subsurface velocity
at depths which are beyond the range of typical streamer acquisitions.
In particular, wavefields traveling in the deep crust and upper mantle
undershoot shallower structures, and provide illumination of the target
from different perspectives than short-offset surface acquisition.

Natural solution to mitigate the cycle-skipping problem during FWI of
long-offset OBN data can rely on building more accurate initial mod-
els (e.g. with slope tomography, Sambolian et al. (2018)), applying
signal transformations which broaden the attraction valley of the L2-
norm misfit function (e.g. envelopes, Bozdağ et al. (2011)), or design-
ing careful multiscale workflow (e.g. Górszczyk et al. (2017)). Re-
cent approaches based on extended search space by relaxation of the
wave-equation constraint (e.g. van Leeuwen and Herrmann (2013);
Aghamiry et al. (2018)) also provide promising results in mitigating
cycle-skipping. On the other hand, the development of more convex
misfit functions has recently led to the design of optimal transport (OT)

based misfit measurement techniques. In particular, the graph-space
optimal transport (GSOT) has provided promising results in terms of
velocity model reconstruction (Métivier et al., 2019). Compared with
standard L2-norm, GSOT is convex with respect to the patterns in the
waveform which can be shifted in time for more than half-period.
Therefore, coupled with a proper data-selection strategy, this misfit
function has potential to reduce the risk of cycle-skipping at the initial
FWI stage.

To test this hypothesis, here we apply a GSOT-based time-domain
acoustic FWI workflow to a 2D wide-angle sparse OBN dataset ac-
quired in the geologically challenging environment of the eastern Nankai
Trough (Figure 1). We aim at reconstructing the complex velocity
structure of the subduction zone starting from a simple 1D model.
We compare our results with a Laplace-Fourier FWI study (Górszczyk
et al., 2017) performed using the same dataset and a L2-norm misfit
function, where significant efforts were devoted to derive an accurate
initial velocity model. In the approach we present here, despite obvi-
ous cycle-skipping in the initial FWI model, the GSOT misfit function
is still able to match the corresponding data-samples and converge to-
wards a correct solution.
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Figure 1: TKY-21 survey location in the eastern Nankai Trough. Col-
orscale represents bathymetry variations. The black and dotted red
lines represent the shot and the receiver lines respectively.

GSOT FORMULATION

In this study we follow the GSOT strategy presented in Métivier et al.
(2019). First we define a seismic trace d(t) discretized as (d1, ...,dN).
We denote its discrete graph by (t,d)= ((t1,d1), . . . ,(tN ,dN))∈ (R2)N .
Let now dcal and dobs be a calculated and observed trace respectively.
With (t,dcal) and (t,dobs) we denote their discrete graphs consisting of
N delta Dirac functions in 2D time/amplitude space. The GSOT dis-
tance between dcal and dobs is given by solving the linear assignment
problem:

h2(dcal ,dobs) = min
σ∈S(N)

N∑
i=1

ci,σ(i)(dcal ,dobs), (1)
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Figure 2: a) 1D initial FWI model. Triangles mark the OBN positions. Red triangle mark the position of the OBN for the gather in (b). Green
triangles mark the positions of the OBNs in Figure 5. (b) Gather extracted from the OBN 23. Every 20 traces of the observed data (white and
black phases) are interleaved with the following 20 traces of the synthetic data (light blue and black phases) generated in the initial FWI model
from (a). Inset present the zoom on the heavily cycle-skipped data. (c) Map showing the number of skipped cycles for each trace in the dataset -
arranged in the source-receiver coordinates. Blue/red color indicates that the first breaks of the synthetic data arrive later/earlier than their observed
counterparts. Black color marks the traces excluded from the inversion.

STAGE1 STAGE2 STAGE3 STAGE4
τ value 4.0 s 1.0 s 1.0 s 0.2 s

Time window 0.1 s + 0.5 s taper 0.1 s + 1.0 s taper 0.1 s + 2.0 s taper 0.1 s + 2.0 s taper
Amplitude NO AVO SQRT(AVO) AVO AVO
Smoothing 2.0×2.0 1.6×0.8 1.6×0.8 0.8×0.4
Iterations 80 40 40 140

Table 1: Summary of the inversion steps.

where S(N) denotes the space of permutation of {1, . . . ,N}, and ci j is
the distance between the points i and j of the discrete graph of dcal and
dobs:

ci j(dcal ,dobs) = |ti− t j|2 + |
τ

A
(
dcal,i−dobs, j

)
|2. (2)

In Equation 2, τ

A is a factor rescaling properly the amplitude values
with respect to time-shift values. A is the maximum peak amplitude
difference (calculated separately for each pair of the observed and cal-
culated seismograms), while τ is the maximum estimated time shift
between dobs and dcal . This ensures the convexity of the GSOT dis-
tance for time up to around τ . With increasing τ , the attraction valley
of the misfit function becomes wider, while with the τ approaching
to zero it becomes more narrow and the GSOT converges towards the
L2-norm. This linear assignment problem is efficiently solved using
the auction algorithm (Bertsekas and Castanon, 1989). The final cost-
function we use for the purpose of FWI application with Ns shots con-
taining Nr receivers is defined as:

min
m

f [m] =

Ns∑
s=1

Nr∑
r=1

ws,rh2
(
ds,r

cal [m],ds,r
obs

)
, (3)

where ds,r
obs and ds,r

cal [m] are the observed and synthetic (calculated in
model m) traces respectively associated with source s and receiver r.
The coefficients ws,r correspond to a trace-by-trace weighting, typi-
cally used to restore the AVO trend in the data, which is removed prior
to the calculation of the GSOT cost-function due to the normalization
by the factor τ2

A2 .

FIELD DATA

The TKY-21 dataset was acquired in the by JAMSTEC in 2001 dur-
ing the KY0106 cruise of R/V Kaiyo. The experiment was conducted

within the framework of the academic French-Japanese project SFJ-
OBS, aiming on the deep crustal imaging of the Tokai area (eastern
Nankai Trough, Figure 1). The acquisition comprises 100 OBNs (4.5-
Hz three-component geophones and hydrophones) deployed with 1 km
intervals and 1404 air-gun shots (array volume of 196 l) spaced 100 m
apart. This shot/receiver spatial sampling of the target is sufficiently
redundant for FWI application. We pre-process the raw field data start-
ing from removing the DC component and scaling the data-samples by
square root of time (3D to 2D amplitude-spreading correction). We ap-
ply a spectral whitening (due to the strong bubble effect) followed by
a bandpass filter - 1.5 Hz to 3.5 Hz. Finally, we normalize the OBN
gathers with their root-mean-square amplitude, to compensate for dif-
ferences in the instrument response and seabed coupling.

WORKFLOW

We apply a time-domain visco-acoustic FWI workflow to this data-
set, relying on our visco-acoustic full-waveform modeling and inver-
sion solver TOYxDAC TIME. The intrinsic attenuation mechanism is
based on the generalized Maxwell body. The crude Q model con-
sist of the fluid and solid part for which the Q-factor equals 10000
and 200 respectively. The density model is assumed to be homoge-
neous (1000 kg/m3). The inversion is based on the l-BFGS local op-
timization scheme (Nocedal, 1980). The gradient is computed in the
time-domain using the checkpoint-assisted reverse forward simulation
(CARFS) strategy (Yang et al., 2016).

Our 4-stages FWI scheme is summarized in Table 1. Our workflow
incorporates progressive reduction of the gradient regularization and
simultaneous extension of the time windows. The regularization is per-
formed as a non-stationary Gaussian smoothing of the gradient where
the correlation lengths are based on an estimation of the local wave-
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Figure 3: a)-(d) Model evolution after each FWI stage. (e)-(f) FAT
and FWI models derived by Górszczyk et al. (2017). Insets show the
difference between the presented and the initial model from Figure 2a.
The color-scale is ± 2000 m/s.

length. The time window of length of 0.1 s starts at the first-arrival
time and is extended from one FWI stage to another with progressively
longer tapers. In Table 1, the time window which we use at the ini-
tial FWI stages is narrow and focused mainly around the first arrivals.
Consequently, the volume of the data which is actually compared with
the GSOT misfit function is reduced. Muting of the secondary arrivals
and wide-angle reflections from the observed data reduces the risk of
matching them with the first arrivals from the synthetic data. Such a
mismatch may likely occur taking into account the large time shifts
between the observed and initial data in Figure 2c. We use a maxi-
mum time window of ∼2 s after the first arrival on the final stage of
the workflow to limit the amount of elastic energy in the data (mainly
from near and intermediate offsets), as we rely on a visco-acoustic in-
version.

In the GSOT misfit function, τ is the crucial parameter to tune. It con-
trols the amount of the kinematic mismatch that might be handled by
the GSOT. As the model accuracy increases from one FWI stage to
another, we reduce the value of τ . This makes the slopes of the attrac-
tion valley of GSOT misfit function steeper, translating to an improved
convergence. At the same time the global minimum becomes sharper
reducing the null space, which might result not only from the pres-
ence of local minima, but also from various factors such as presence
of noise, visco-acoustic approximation of the wave propagation, sim-
plified subsurface parametrization, or imperfect source wavelet.

As mentioned, introducing the normalization factor τ

A in Equation 2
causes loss of the amplitude versus offset trend (AVO) in the misfit

function. This trend can be restored with appropriate ws,r weighting.
At the initial FWI stage, we use constant ws,r equal to 1; namely, we
compare trace-normalized seismograms to increase the contribution of
the far-offset data in the gradient. Those data correspond to the waves
penetrating in the deeper subsurface and have typically much smaller
amplitudes than the near-offset data. Trace normalization at the initial
FWI stage mitigates this issue at the price of AVO information loss. In
stage 2, we introduce an intermediate misfit function weighting based
on the square root of the AVO. This is due to the large amplitude varia-
tions between near- and far-offset traces (several orders of magnitude)
observed in this dataset. In stage 3 and 4 the ws,r is calculated as a
trace-by-trace root mean square (RMS) value of the observed seismo-
gram to restore the AVO trend in our misfit function. To re-estimate
the maximum peak amplitude difference between the observed and
calculated data (A in Equation 2), we restart the inversion after every
10 FWI iterations. We run the inversion until no significant model up-
dates are observed. We pre-estimate one source wavelet for all OBS
gathers from the short-offset water wave Pratt (1999), and we keep it
the same for all FWI stages.

RESULTS

Figure 3a-d and Figure 4 illustrate, respectively, the model and the
data evolution after each FWI stage. During stage 1, we recover long-
wavelength positive (red) and negative (blue) perturbations (see the in-
set in Figure 3a), which leads to a smooth model exhibiting the general
trend of the subduction zone. However, the synthetic data in Figure 4a
(blue-shaded traces) are still locally significantly cycle-skipped. This
mismatch results most likely from the strong smoothing of the gradient
at this stage, which hampers the intermediate- and small-scale pertur-
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Figure 4: (a)-(d) Data fitting evolution (OBN 23, Figure 2b) after FWI
stages 1-4 respectively. Every 20 traces of the observed data are inter-
leaved with the following 20 traces of the synthetic data (blue-shaded
traces). Insets show the zoom on the complex waveform package.
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bations needed to explain the data more precisely. Therefore, in stage
2, we use a smaller τ value to improve the convergence of inversion,
and simultaneously, we increase the resolution of the introduced per-
turbation by means of reduced smoothing and a slightly extended time
window. Importantly, we switch to a data weighting according to the
square root of the AVO. In this way, we put more weight into the en-
ergetic short- and intermediate-offset data that carry rich information
about the underlying geological features. It is clear that after stage 2,
the reconstructed model (Figure 3b) has much higher resolution. One
can observe the signature of the complex structures building the ac-
cretionary prism. The shape of the oceanic crust and the Moho is also
reconstructed.

This increase in the model resolution is reflected by the improved data
fitting presented in Figure 4b. There is no clear evidence of cycle-
skipping within the first arrivals which indicates a significant improve-
ment of the model with respect to the previous stage. In the inset, one
can observe that the synthetic data contain a complex package of wide-
angle reflections - although their kinematics and dynamics are not pre-
cisely reconstructed yet. The model after stage 3 (Figure 3c) shows
mostly improvement of the resolution of the shallow and intermediate
structures. This result is due to the weighting of the misfit function ap-
plied according to the restored AVO trend and extended time-widow.
At this stage, we further improve the continuity of the phases between
synthetic and field data panels (also for the later arrivals), as seen in
Figure 4c. The final model is presented in Figure 3d. A smaller τ

value and a smaller smoothing make it possible to sharpen the struc-
ture within the accretionary prism. Shallow sedimentary basins, as
well as sequences of thrusts of various scales are clearly visible now.
The characteristic undulations of the subducting oceanic crust in the
Tokai region, coupled with a wavy nature of the underlying Moho are
also made evident. The final velocity perturbations presented in the in-
set exhibit a wide range of introduced structures varying both in terms
of spatial scale and magnitude. In Figure 4d one can observe further
improvement of the continuity of phases and amplitude trends between
synthetic and field data traces.

In Figure 3e we show the initial model used during Laplace-Fourier
FWI study of Górszczyk et al. (2017). Note that it exhibits sharper ve-
locity structure than the results we obtained with our GSOT-based FWI
after stage 1 (Figure 3a). This initial model was derived through the
first arrivals tomography (FAT) conducted in few stages. After each
stage the first-break picks were refined according to resulting travel-
time error and the FAT was calculated with the new set of updated
picks. This back-and-forward procedure yields a model which satis-
fies the cycle-skipping criterion for a subsequent L2-norm based FWI.
However, the first-breaks picking requires a lot of human interaction
from the interpreter - especially in the area of lack of coherence of
the first arrivals and noisy intervals of traces. This subjective picking,
combined with the sparsity of the OBN deployment, can lead to dif-
ficulties with obtaining a regional-scale initial model which produces
synthetic wavefield with half a wavelet accuracy for all picked first ar-
rivals. As we show here, with GSOT misfit-function, we are able to
drastically reduce the efforts for initial model building. Starting from
a rough 1D model, we converge to a solution which in good agreement
with the FWI model from Górszczyk et al. (2017) (Figure 3f) despite
notably different parametrization and modeling engines.

To obtain a better insight into the final data fitting in Figure 5, we
present another 4 observed/synthetic OBS gathers recorded at different
locations along the profile (green triangles in Figure 3). The presented
waveforms cover a broad range of arrivals that might be recorded in
the subduction zone environment. One can observe the good continu-
ity of the phases not only in terms of the first arrivals but also in terms
of later wide-angle reflections and free-surface multiples appearing at
various offsets. The amplitude trends of the synthetic data also follow
those from field data - although the visco-acoustic approximation of
our FWI causes limited amplitude reconstruction in particular for later
arrivals. It is noteworthy here that for our inversion, we use only the
data from the 2 s time window starting at the first arrival. Such a time
window makes it possible to incorporate the majority of the P-wave
arrivals constraining the velocity model, and at the same time, it lim-
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Figure 5: (a)-(d) Comparison of data fitting after stage 4 of FWI - the
OBS positions are marked by the green triangles in Figure 2a. Every
20 traces of the observed data are interleaved with the following 20
traces of the synthetic data (blue-shaded traces).

its the amount of waveforms related to elastic effects that we cannot
handle due to the simplified approximation of the physics we use here.

CONCLUSION

The FWI workflow that we present exhibits significantly less depen-
dency on the accuracy of the initial velocity model. The GSOT misfit
function, combined with a progressive input data selection makes it
possible to maintain the convergence of the inversion even when the
initial data are shifted for more than few cycles with respect to the
observed data. We believe that further applications of OT-based mis-
fit functions can significantly reduce the overall risk of cycle-skipping
during FWI of long-offset OBN data. Starting from a 1D model here is
to be understood as a proof of concept in a “worst case” situation. We
can envision future regional-scale OBN studies where one could build
rapidly initial velocity models from traveltime tomography. The ob-
tained velocity model, even if it were not to satisfy the cycle-skipping
criteria, could serve as a initial velocity model for a GSOT-based FWI.
In such a way, one could start FWI with a better initial model than what
we presented here, still taking advantage from the improved convexity
of the GSOT misfit function.
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