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Abstract

Computational Fluid Dynamics (CFD) is increasingly used to describe the air-
flow in urban environments. However, it lacks of real-scale validations with
sensor outputs. In this study, we aim to simulate and to validate the airflow in
a full-scale urban area named “Sense-City” – an uncommon equipment made up
of a 400 m2 realistic district with buildings and street network. In addition, a
climatic chamber can enclose the district in order to control the climatic condi-
tions. The Sense-City urban area is highly instrumented, which allows notably
the validation of physical models and simulations. Using a URANS model, with
the k-omega SST model as the closure model, a CFD analysis is made on the
turbulent airflow in Sense-City at a reasonable computational cost. The simu-
lated velocities and turbulent kinetic energy are compared with measurements
collected at a pedestrian level using a 3D ultrasonic anemometer. We show that
the numerical simulations correctly predict the flow direction and flow charac-
teristics such as dead flow zones. Geometry simplifications, uncertainties on
the boundary conditions and the use of a coarse mesh and time discretization
to fulfill operational purposes have led to a Root Mean Square Error (RMSE)
score of 0.26 m/s on the velocity magnitude.

Keywords: Computational Fluid Dynamics, Turbulent flow, Experimental
validation, Full-scale measurement, Anemometer, Sense-City

1. Introduction

A wide range of studies in urban design and planning relies on a good knowl-
edge of airflow pattern and velocity field. Indeed, detailed information are often
required in the evaluation of air quality and pollutant dispersion, cooling of
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building using natural ventilation, pedestrian comfort in area with high den-5

sity building, evapotranspiration of plants and trees, etc. Advances made in
numerical methods and computational powers have enabled the use of Compu-
tational Fluid Dynamics (CFD) models in simulation at building and district
scales. The most commonly used CFD Turbulence models can be classified into
two categories: Steady or unsteady Reynolds Averaged Navier-Stokes (RANS10

or URANS, see [40]) and Large Eddy Simulation (LES, see [41]). Despite their
lack of accuracy compared to LES model [17], RANS models remain largely
used in operational studies due to their lower computational cost [6].

In indoor environment, CFD models are widely applied, notably for air qual-
ity and thermal building purposes. For example, it was considered in the pre-15

diction of indoor airflow pattern and temperature [24, 10], the humidity distri-
bution into an indoor swimming pool [31], the dispersion of a heavy gas due to
an incident in a factory [14] and the design of intensive care units in a hospital
dedicated to burn victims [5]. Regarding outdoor environment, CFD have been
used in urban areas in order to get a better understanding of the airflow and20

the pollutant dispersion [37, 17, 22]. In the literature, a special attention has
been given to street canyons [28, 12] taking into account turbulences induced
by traffic [44], the roof shapes [50] and the vegetation [42, 4, 19]. An overview
is proposed in the review article [30].

CFD analysis can be considered as a promising numerical tool to evaluate,25

via virtual testing, different strategies of urban planning. In [18], CFD sim-
ulations were made at a district scale to quantify the cooling effect, during
a heat wave, of several revegetation scenarios such as tree planting and wall
and/or roof vegetation. In [7], the authors used CFD models to evaluate airflow
pattern in a large stadium and the possible adverse effects in wind pedestrian30

comfort due to the construction of new high-rise buildings nearby. In the last
decade CFD has also become a popular tool for studying wind-driven natural
ventilation efficiency in buildings. The influence of balconies [35], position and
shape of openings [36, 27] and other building specificities are evaluated through
numerical analysis. In addition, CFD can be an affordable tool for the decision-35

making process and the urban design of innovative solution such as depolluting
systems based on ZnO photocatalysis reaction [29, 15]. Lastly, CFD analysis
can improve the selection of gas sensor location and their number [46, 45], and
provide adapted and optimal sensor placement for data-assimilation [21].

Most of the cited articles rely on wind tunnel experiments for the validation40

of the CFD simulations. Unfortunately, real-scale field experiments in an urban
area are rarely considered, despite being necessary especially when improving
the reliability of CFD models through data assimilation techniques [25, 20].
Therefore in this paper, the focus is on the real-scale validation and simulation
of an urban airflow. The simulations are performed using a URANS turbu-45

lent model. The experiments are conducted under controlled conditions in an
uncommon full-scale climatic chamber named ”Sense-City” and 3D ultrasonic
anemometers are used for model validation. Let us note that three dimen-
sional anemometers were used as a reference velocity measurement to validate
LIDAR-based sensor [8]. Anemometers were also considered for the comparison50
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of experimental and numerical mean flow and turbulence characteristics [32, 47],
the study of interactions between the meteorological conditions and the air pol-
lution [43] and the turbulence induced by vehicles traffic [2].

The article is organized as follows. First in Section 2, a detailed description55

of the climatic chamber and the real-scale urban area built in Sense-City are
given. In Section 3 the CFD model and the computational settings are specified.
Section 4 deals with a convergence error analysis in order to choose the appro-
priate simulation to compare with the experimental data. Section 5 focuses on
the comparison between the experimental values collected with 3D ultrasonic60

anemometers and the CFD simulation results. Finally, in Section 6, concluding
remarks and perspectives are given.

2. Sense-City equipment for real-scale experiments

Sense-city is an Equipment of Excellence funded by the French National
Research Agency (ANR). It is designed for the testing and the demonstration65

of innovative technologies in real or controlled urban environments. In this
section we briefly present the facilities and the characteristics of the climatic
chamber.

2.1. Presentation of Sense-City

The platform Sense-City (figure 1) is made of a 3200 m3 climatic chamber70

and two instrumented full-scale urban area of 400 m2 each (20 m×20 m), named
mini-city 1 & mini-city 2. The climatic chamber provides a controlled environ-
ment and is mounted on rails in order to move from one mini-city to the other. It
is designed to replicate real weather conditions with temperature ranging from
−10◦C to 40◦C, humidity ranging from 20% to 95%, rain events, sun exposure75

and air pollution.

Figure 1: View of the climatic chamber (left) and the mini-city 1 covered by the climatic
chamber (right)
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The mini-city 1 was built on a 1000 m3 waterproof pit filled with mastered
natural soil. Launched in April 2018, this mini-city 1 includes a wooden house,
a small house made of bio-based materials and a two-story precast concrete
building, a street network (including sidewalk, street lighting, crosswalk and80

traffic light). It is instrumented with more than 150 permanent sensors spread
between the underground, the building’s facade, the indoors and the outdoor.
This includes 60 temperature sensors and 30 sensors for air pollution monitoring,
starting from Particule Matter (PM) and Volatile Organic Compound (VOC)
to gases such as NO2, O3, CO, and CO2. A weather station is fixed at the top85

of the two-story building to measure the temperature, humidity and wind speed
and direction. All those sensors are plugged into PEGASE data acquisition
cards that send the measured data to a web server through a WiFi connection.
With its various devices, the Sense-City platform provides an experimental en-
vironment for a wide variety of societal urban problems from sustainable water90

network, soil pollution and indoor or outdoor air quality, to building energy
efficiency. In previous works, Sense-City was notably used for a geothermal ap-
plication [11], a micro-grid study [39] and the validation of an inverse technique
applied to a thermal building problem [13].

2.2. Characteristics of the climatic chamber95

The airflow temperature and humidity within the climatic chamber are en-
sured by a system combining twelve blocks of fans and two sets of suction and
forced-air ducts (see figure 2) distributed over the south and north walls of the
chamber. Each block of fans is formed with three axial fans; each set of ducts
is made up of two perforated horizontal pipes of 18 m length for forced-air ven-100

tilation and two vertical columns for air extraction. For each set of suction and
forced-air ducts, the ventilation system works as follows: the airflow is extracted
at the bottom of the columns and split between the two horizontal pipes (see
figure 3). The latter are perforated with circular holes of varying diameters
from which the airflow is spread in angle. These forced-air ducts are designed105

to homogenize the temperature inside the climatic chamber. Concerning the
twelve blocks of fans, they are designed to control the temperature (heating or
cooling), and two of them work also as dehumidifiers.

In this work, our goal is to compute the 3D airflow pattern and velocity field
in the mini-city 1 within the climatic chamber environment. To this end, we110

need information on the inflow and outflow of the climatic chamber. A first
experimental study was carried out with a 1D hot wire anemometer to measure
the velocity values at the different inlets/outlets of the ventilation system as
shown in figure 2. Starting with the blocks of fans, we took several velocity
measurements to estimate the volumetric flow rate of each fan. Let us note115

that the fans of the two blocks designed as dehumidifiers have a reduced flow
rate compared to the other fans. We measured a total rate of Qr = 5.7 m3/s
for those two blocks. For the ten remaining blocks, the total airflow rate is
Qf = 66.0 m3/s. Hence, the flow rate of a reduced speed block represents about
45% of the flow rate of a regular block. Concerning the suction and forced-air120

ducts system, we started by measuring the velocity of the extracted air at the
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Figure 2: Partial view of the chamber ventilation system, including blocks of fans and a
part of a set of suction and forced-air ducts. Picture taken during an experiment to measure
the inflow velocities of the ventilation system of the climatic chamber using a 1D hot wire
anemometer.

	extraction	duct	

Forced-air	ducts	

Figure 3: Detailed view of a part of the suction and forced-air ducts system.

bottom of the four extraction ducts positioned at each corner of the climatic
chamber and found a total rate of Qs = 15.3 m3/s. Then, we measured the flow
passing through holes of the forced-air ducts to evaluate the airflow distribution
between the lower and upper ducts (see figure 3). We noted that the lower ducts125

have a higher flow rate than the upper ducts, approximately 55% of the total
flow rate extracted by the extraction duct. Therefore the upper forced-air ducts
have a total flow rate of Qu = 6.9 m3/s, and the lower forced-air ducts have a
total rate of Q` = 8.4 m3/s. All these volumetric airflow rates summarized in
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table 1 are used as input parameters in the CFD simulation.130

Ventilation components Total airflow rate Value (m3/s)
Extraction ducts Qs 15.3
Upper forced-air ducts Qu 6.9
Lower forced-air ducts Q` 8.4
Fans with reduced airflow Qr 5.7
Regular fans Qf 66.0

Table 1: Total airflow rates of the inlet/outlet components of the climatic chamber ventilation
system

3. CFD model

In this section, we introduce the computational domain, the physical model
and the computational settings chosen for the simulation.

3.1. Computational Domain

In our approach, we choose to not simulate the airflow inside the ventilation135

system; instead we compute only the airflow in the mini-city 1 within the cli-
matic chamber of Sense-City and impose boundary conditions to represent the
effect of the ventilation system. The figure 4 illustrates the geometry considered
for the CFD simulations. The extraction parts of the fans are colored in green;
the inflow sides are colored in blue for the fans with a reduced flow rate and in140

red for those with a normal flow rate. The extraction surfaces of the suction
ducts are colored in yellow. The perforations of the forced-air ducts are colored
in white for the upper ducts and in pink for the lower ducts.

In practice, we choose to neglect geometrical details (e.g. sidewalks, street
signs and traffic light,...) that would only have had a small effect on the airflow145

pattern. To limit the number of cells and thus the computational cost, we have
replaced the series of circular holes in the perforated forced-air ducts (see figure
3) by a sequence of rectangular slots (see figure 4). This choice of simplification
is made in order to preserve the vertical repartition of the perforation. The
modeling of the blocks of fans is also simplified: a disk of radius 0.1m is used150

to represent the center of the axial fans with a zero velocity.

3.2. CFD modeling

In this work, we use a CFD model to compute the airflow in the mini-city
1 within the climatic chamber. To set up our model, namely the boundary
conditions, the selection of a turbulence model and the choice of a reliable155

grid, we followed the recommendations and guidelines found in [6] and [16].
We assume that the air flow inside the climatic chamber is Newtonian and
incompressible. The temperature variations are neglected as a 20oC constant
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Figure 4: Simplified geometry of the mini-city 1 within the climatic chamber of Sense-city

temperature is imposed in the climatic chamber and the sun lights are turned off.
Besides, due to the high variability induced by turbulent phenomena around the160

structures (building, houses and climatic chamber walls), we expect the airflow
to be highly three-dimensional and unsteady. Therefore, the simulations are
made with a 3D and unsteady Reynolds Averaged Navier-Stokes (RANS) model.
The considered governing equations are the Navier-Stokes equations with the k-
omega SST turbulence closure model. Although LES modeling is known to give165

better predictions and accuracy (at expensive computational cost) than RANS
modeling, we choose to use the latter mainly because, in the CFD community,
RANS is still widely more applied than LES, (see [6]) notably by engineers,
and we want this study to provide some guidelines for futures CFD simulations
in small urban areas. In fact, the relevance of the turbulence model choice in170

model accuracy for CFD simulations is only significant when other sources of
errors, such as numerical and convergence errors, or input and boundary errors,
have been controlled.

The k-omega SST turbulence model was introduced in [33] by Menter in 1994
and continually improved over the years [49]. It combines the k − ε turbulence175

model [26], [34] away from the walls and the classic k − ω turbulence model
[48] in the boundary layers. The k−omega SST model is very accurate near
the walls, it predicts reattachment better than the standard k − ω model and
it is also less sensitive to boundaries conditions, which makes this choice more
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relevant in this study.180

We denote by Ω the computational domain, Γ the boundary domain, Γin the
inlet boundaries, Γout the outlet boundaries and Γwall = Γ \ {Γin ∪ Γout} as the
wall boundaries. We enforce non-homogeneous Dirichlet conditions on Γin and
Γout and a no-slip condition on Γwall. For the Dirichlet conditions, we use the
values of the volumetric airflow rate summarized in table 1.185

3.3. Computational settings

As explained previously, a k-omega SST turbulence model belonging to
RANS category is considered to simulate the 3D unsteady air flow. All the equa-
tions are discretized according to the Finite Volume method. The CFD software
code saturne [3] is used with the option single phase flow. The SIMPLE al-190

gorithm is applied to deal with the pressure-velocity coupling. The gradient
calculation is performed with a Least Squares method based on a partial ex-
tended neighborhood. For all the other numerical parameters in code saturne
we kept the default values, with the exception of the velocity convective term
calculation where a Second Order Linear Upwind (SOLU) scheme was used195

(which is more suited to the unsteady nature of the simulation). The time-
schemes are all of first-order accuracy with a constant time step. The stopping
criterion is the number of time steps, which gives us a fixed simulation time.
To mimic the experiment (see the section 5), we choose a simulation period of
twenty minutes and the solutions that we compare with the measurements are200

averaged over the last ten minutes.

4. From mesh generation to reliable simulation

4.1. Grid convergence analysis

In addition to the choice of the CFD model and its computational settings,
the mesh quality highly impact the accuracy of the simulation. In order to es-205

timate the mesh quality, we perform a mesh error analysis. Thus, we generated
six unstructured meshes of the geometry using the open-source software salome
[38] (with the automatic mesh generator NETGEN). We choose to use unstruc-
tured meshes because of the complexity of the climatic chamber geometry. The
characteristics of these meshes are summarized in table 2. The finest mesh is210

denoted by T1 and the coarsest one by T6. For each mesh, the first property to
vary is the maximum mesh element size, which is a mesh generator parameter
that represents the maximum linear dimensions for mesh cells. We have also
allowed local size to vary on some geometrical objects : the inlet/outlet sec-
tions of fans, forced-air slots and air extractor sections of suction ducts. Those215

variations are proportionate to the maximum mesh size.
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Mesh
Name

Maximum
mesh size
[m]

Local mesh
size on fans
[m]

Local mesh
size on
forced-air
slots [m]

Local mesh
size on air
extractors
[m]

Number
of cells

T1 0.2 0.05 0.015 0.15 3 928 240
T2 0.3 0.075 0.0225 0.225 1 351 002
T3 0.4 0.1 0.03 0.3 910 157
T4 0.5 0.125 0.0375 0.375 625 787
T5 0.6 0.15 0.045 0.45 490 295
T6 0.8 0.2 0.06 0.6 379 802

Table 2: Meshes characteristics

It is important to note that the maximum mesh size is not the linear dimen-
sions of every tetrahedra of the considered mesh. This is why the refinement
factor, derived from Eq. (1), between for example the meshes T1 and T3 is less
than two. Indeed, there are some regions in the geometry where cells finer than
the maximum authorized cells are generated, e.g. near some parts of the walls
due to smaller details in the buildings structure. To measure the refinement
factor between the different meshes, we introduce an appropriate mesh size h
(see [9]) :

h =

(
1

N

N∑
i=1

∆Vi

) 1
3

(1)

where N is the number of cells of the considered mesh and ∆Vi is the volume of
the i-th cell. In table 3, we summarize the values of h for the different meshes
Ti, 1 ≤ i ≤ 6.

Mesh Name T1 T2 T3 T4 T5 T6

Mesh size h [m] 0.10 0.15 0.17 0.19 0.21 0.23

Table 3: Mesh size h of the different meshes used in the error analysis

The aim of this error analysis, is to select the appropriate mesh for the220

simulations to be compared with the experimental sensor outputs, namely a
mesh providing an accurate numerical solution at a reasonable computational
cost

We define a reference velocity uref computed on the finest mesh T1, which
will be considered as the reference mesh and noted Tref in the remaining of the225

paper. For the calculation of uref , we took a time step equal to ∆t = 0.05 s and
a number of iterations equal to niter = 24000, which gives us a Courant number
lower than 10 in spatial average. Let ui, 2 ≤ i ≤ 6, be the velocity solutions
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computed on the meshes Ti, 2 ≤ i ≤ 6. For the calculation of theses solutions,
the time step varies in proportion to the meshes characteristics (given in table230

2) in order to keep the Courant number almost constant. We denote by uref
and ui the velocity solutions averaged over the last 10 minutes.

In what follows, the relative errors between uref and the velocities ui, 2 ≤
i ≤ 6, are compared in order to select the most suitable mesh for our study. We
compute the following relative error :

ei =

√
(I(uxi )− uxref)

2
+ (I(uyi )− uyref)

2
+ (I(uzi )− uzref)

2√
||uxref ||2L2 + ||uyref ||2L2 + ||uzref ||2L2

(2)

where (uxref , u
y
ref , u

z
ref) and respectively (uxi , uyi , uzi ) are the (x, y, z) - components

of the velocity vectors uref and ui. The operator I is an interpolation operator
on the reference mesh. The interpolation of the averaged velocities ui on the235

reference mesh and the computation of the errors ei were performed using the
open-source PDE solver Freefem++ [23]. All these relative errors are measured
in L2-norm and plotted in the figure 5 as a function of the ratio href/hi, where
href is the mesh size of Tref and hi is the mesh size of Ti, for 2 ≤ i ≤ 6. The
more this ratio is close to one, the more the mesh Ti is close to Tref .240
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Figure 5: Velocity relative errors ei between the reference mesh Tref and the other meshes Ti
with respect to the ratio href/hi, for 2 ≤ i ≤ 6.

We can see a rapid decrease of the error ei as we refine the mesh Ti and the
time step. The more we get close to Tref , the more the relative error is small.
But it seems that we reach a threshold with the mesh T3. Indeed, the relative
error e2 is marginally higher than e3. Therefore, we consider that from the mesh
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T3, the solution does not depend anymore on the mesh and time discretizations.245

To sum up, the mesh T3 is considered from now as the appropriate mesh and is
noted Th for the remaining of the paper. The associated time step is ∆t = 0.1 s.

4.2. CFD Analysis of the airflow characteristics

To characterize the airflow around the mini-city 1 within the climatic cham-
ber of Sense-city, we run a 3D simulation with the selected mesh Th and the250

time step ∆t = 0.1 s. The numerical velocity solution associated is noted uh
and the numerical turbulent kinetic energy is noted kh. To be consistent with
the experiment described in the next section, we actually consider the time av-
eraged solutions uh and kh for the CFD analysis. The post-processing and 2D
representations were done with paraview [1]. A cross-section slice along the255

z-axis is performed at a pedestrian level z = 1.5 m from the ground as all the
experimental values were measured in the same plane z = 1.5m.

Herein, we are interesting in the cartography of the simulated velocity and
Turbulent Kinetic Energy (TKE). From the simulations, we choose the locations
of the measurement points, so that they provide specific information on the260

airflow pattern, for example to outline regions in the domain where a component
of the velocity is close to zero. Sixteen locations are thereby selected (see figures
6 and 7) to analyze the vertical and horizontal components of the velocity, as
well as the Turbulent Kinetic Energy at a pedestrian level of 1.5 m.

Figure 6: 2D-slice in the x − y plane at z = 1.5m. Vertical component (left) and horizontal
component (right) of the simulated velocity vector uh. Representation of the measurement
points.

The vertical and horizontal components of the velocity vector are represented265

in figure 6. The four areas at the corners of the climatic chamber present high
velocity especially in the z-direction (vertical component) which is due to the air
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extraction of the four suction ducts. In figure 6 (left), the blue color indicates a
downslope flow going from the top of the climatic chamber to the ground, which
occurs in the area between the two-story building and the houses, whereas the270

red color corresponds to a upslope flow which can be observed in the corners
of the climatic chamber and around the building. Concerning the horizontal
component of the velocity, we can see a flow separation defined by a line passing
through the points ’A’ and ’B’ in figure 6 (right). Above (resp. below) this line
the airflow is oriented in positive (resp. negative) y-direction. Concerning the275

building, the flow hits the north face which leads to a dominant and positive
z-component (vertical) velocity. Then the flow bypasses the building from the
east and the west sides. Finally, behind the building (north face) the simulation
indicates a flow going from the left to the right with a strong and predominant
positive x-contribution of the velocity.280

Figure 7: Map in the x − y plane at z = 1.5 m of the simulated turbulent kinetic energy kh
in m2/s2. Representation of the measurement points.

A cross-section in the plane (x − y) of the numerical solution kh of the
turbulence closure equations at the pedestrian level z = 1.5m is represented
in figure 7. One observe that the highest turbulent kinetic energy appears
generally where the flow is downslope. In practice, the turbulent kinetic energy
can also be measured using for example an anemometer (see Section 5) and this285

information is particularly useful for the turbulent diffusion of pollutants in air
quality purposes at the district scale.
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Figure 8: Cross-section in the plane x = −1 m of the magnitude of the y − z velocity vector

In figure 8, one can see that the two flows generated by the fans facing each
other, collide at the center of the chamber and create rotating flows and eddies.
As expected, we also note that regions where the velocity magnitude is close to290

zero are around the building and to the right of the houses. Let us note that the
forced-air above the building reproduces (between the building and the house)
the airflow pattern observed in street canyons. Indeed, the flow goes down from
the wall of the house to the road, then goes up at the wall of the building and
keeps on recirculating.295

From this CFD analysis, we choose the points of interest represented in
figures 6 -7 for the following reasons:

• P1, P2, P8, P9, P11, P12 to verify the 2D horizontal behaviour of the flow
in the plane (x− y) (almost null vertical component) for these points;300

• P14, P16 to validate the x-positive flow direction behind the building;

• P1, P2, P5 to verify that the flow is almost unidirectional in y-direction;

• P6, P7 to verify that the flow is almost unidirectional with a dominant
vertical component;

• P13 have been placed under an air extractor to check its suction capacity;305

• P1, P4 and P15 to verify that the x-contribution of the velocity is close
to zero;

• P4, P7, P10 as the positions where the turbulent kinetic energy is the
highest;

• P3 as a dead flow zone.310
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5. Experimental validation using 3D ultrasonic anemometers

5.1. Experimental protocol

During the experiments, a target air temperature of 20oC was set within the
climatic chamber. The sun lights of the Sense-City equipment were turned off
and no humidity setpoint was considered. A 3D ultrasonic anemometer (CSAT-315

3B sensor model) and a CR6 data acquisition system were used to measure the
flow at the points of interest in the district Sense-City – points chosen from the
CFD analysis and represented in figures 6 and 7. The CSAT-3B sensor allows
to measure the 3 components of the velocity within a measurement error in the
x and y- directions (resp. in z direction) of ±0.08 m/s ± 5% of reading (resp.320

±0.08 m/s ± 5%). The experimental values of the velocity and the Turbulent
Kinetic Energy are obtained using the following process of measurement:

1. Place the 3D anemometer at a given position in the district as depicted in
figure 9. Note that the anemometer is pointed into the prevailing wind, de-
termined from CFD analysis, to minimize interference from the anemome-325

ter support structure.

Figure 9: Picture of the 3D ultrasonic anemometer (CSAT-3B sensor model) placed at the
position P9 as defined in figure 6.

2. Launch the acquisition at a 50 Hz frequency and leave the climatic cham-
ber of Sense-City.

3. Record the data during 20 minutes. The flow being disrupted by our pres-
ence, the first 10 minutes of data are removed and only the last 10 minutes330

are exploited. In figure 10, a typical time evolution of the measured tur-
bulent velocity in the district Sense-City is represented. This output was
obtained with an anemometer placed at the position P9 (see figure 6). We
note that the flow is dominant in the x-direction with a mean value of
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1.22 m/s, the y-component of the velocity is negative with strong varia-335

tions, i.e σy = 0.4 m/s, and in the vertical direction z the component is
close to 0.
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Figure 10: Measured velocity on a 20 min time interval from the 3D ultrasonic anemometer
placed at the position no9.

4. Compute the averages of the velocity ūm and the turbulent kinetic energy
km using the sensor outputs from the 10 last minutes. In practice, km is
evaluated by:

km =
1

2
(σ2

x + σ2
y + σ2

z) (3)

where σ2
j is the variance of the velocity outputs acquired on the 10 last

minutes time interval for the j-th component.

5.2. Comparison of measured and simulated turbulent flow340

From the CFD analysis, 16 positions of interest were selected to represent
the wide variety of the encountered flow in the district mini-city 1 of Sense-City.
Indeed, a null-velocity flow can be observed at some points and dominant flow in
a given direction can be noted in another points. The 16 positions, represented
in the figures 6 and 7, are all in the same x − y plane at a pedestrian level of345

1.5 m from the ground.
The experimental protocol presented in the previous section is reproduced

for each of the listed sensor positions. The series of measurement were con-
ducted during a whole day in July 2019. The conditions being fully controlled
in the climatic chamber, the measured flow does not depend on the time period350

of the day. In figure 11, we show a comparison between sensor outputs and
numerical simulations for the velocity components and for the turbulent kinetic
energy at the 16 points of measurement. Besides, global statistical performances
are given in table 4 (definition of the statistical scores are given in Appendix).
The sensor outputs and the numerical results are provided in the supplementary355
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file “ResultSynthesis.txt”.

Figure 11: Comparison at the 16 measurement points between sensor outputs and numer-
ical simulations for the x-component of the velocity, the y-component of the velocity, the
z-component of the velocity and for the turbulent kinetic energy.

16



BIAS RMSE NRMSE
Horizontal flow direction −5.7o 12.7o 0.19
Velocity vector magnitude 0.16 m/s 0.26 m/s 0.39
Turbulent Kinetic Energy 0.09 m2/s2 0.13 m2/s2 0.98

Table 4: Global comparison of simulation and measurement at the 16 points of interest through
statistical performances scores

It can be highlighted that, for almost all of the considered points, the pre-
dicted flow direction obtained from CFD turbulent simulation is in good agree-
ment with the measured flow direction. Indeed, RMSE score on the horizontal360

flow direction is about 12o and the associated NRMSE score is less than 0.2. The
limited exceptions appear when the flow velocity is not significant, i.e. less than
0.5 m/s, as for the point P3. However, the CFD simulation rightly predicts that
the point P3 corresponds to a dead zone flow. Even though the flow direction
is well predicted, we can point out from table 4 that the simulated flow velocity365

over-estimates the measured flow velocity (BIAS score of 0.16 m/s). In fact, in
the Sense-City urban area, the presence of some geometrical details (not con-
sidered in the model geometry) like antennas, panels, traffic lights, stairs near
the building, air quality sensors, may slow down the airflow when it encounters
these obstacles. The error between the simulated and the measured velocities370

magnitude goes from 0.05 m/s for the point P14 to 0.49 m/s for the point P13
and the RMSE score is of 0.26 m/s. These gaps can be explained by several
reasons :

• geometry simplification of the multiple holes in the forced-air ducts by
rectangular slots;375

• inaccuracy of the inlet/outlet boundary conditions of the CFD
problem due to the measurement errors in the first serie of measurements
using the 1D hot wire anemometer;

• discretization error as we wanted a good compromise between compu-
tational cost and numerical solution accuracy;380

• model error coming from the URANS model with the k−omega SST
turbulence model;

• measurement error of the 3D ultrasonic anemometer and other sources
of errors in the placement and the orientation of the CSAT-3B sensor.

But globally, if we are interested to capture the global behavior of the flow ve-385

locity, the simulation results are satisfying.

Finally, the comparison between simulated and measured TKE at the points
of interest is represented in figure 11. As for the velocity, the simulation over-
estimates the measured values of k for most of the considered points. Even if390

important gap between simulation and measured TKE can be observed in figure
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11 and in table 4, the order of magnitude and the trends are acceptable. Indeed,
high turbulent kinetic energies are observed at points P4, P6, P7 and P10 in
both the measurement and the simulation.

6. Conclusions and Perspectives395

In this work, we present a CFD analysis of the 3D turbulent airflow of an
original urban area consisting on a real-scale urban district under a climate-
controlled environment named ”Sense-City”. A grid convergence study is made
to select an appropriate coarse mesh for the URANS simulation, namely a mesh
enabling fast computation without a significant loss in the accuracy of the nu-400

merical solution. The results of the numerical analysis are compared with exper-
imental measurements collected at a pedestrian level of 1.5 m from the ground
using a 3D ultrasonic anemometer. Despite the use of a coarse computational
grid and the uncertainties on the boundary conditions, the numerical analysis
gives a relevant prediction of the general behaviour of the airflow in the mini-city405

1 within the Sense-City climatic chamber. It provides the main characteristics
of the airflow pattern such as the flow direction and dead flow zones. In future
works, model reduction combined with data assimilation are to be implemented
to improve the accuracy of the simulated airflow without increasing the compu-
tational cost. Besides, the simulated flow will be used for air quality purposes410

at the district scale, e.g. validation of a transport-diffusion-reaction model for
pollutants cartography using gas sensors, outdoor/indoor pollution transfer and
design of depolluting system using virtual testing strategy.
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Appendix

In the appendix, we give the definition of the statistical performances scores
used in section 5 for the comparison of the numerical simulation with the ex-
perimental data.585

• BIAS = s− o

• RMSE (Root Mean Square Error)=

√
(s− o)2

• NRMSE =
RMSE

o

where s stands for simulated values and o for observed values with x =
1

n

n∑
i=1

x(pi)

for the average over the dataset.590
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