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Abstract. Deep neural networks of sizes commonly encountered in practice are
proven to converge towards a global minimum. The flatness of the surface of
the loss function in a neighborhood of such minima is often linked with better
generalization performances. In this paper, we present a new model of growing
neural network in which we incrementally add neurons throughout the learning
phase. We study the characteristics of the minima found by such a network
compared to those obtained with standard feedforward neural networks. The
results of this analysis show that a neural network grown with our procedure
converges towards a flatter minimum than a standard neural network with the same
number of parameters learned from scratch. Furthermore, our results confirm the
link between flatter minima and better generalization performances as the grown
models tend to outperform the standard ones. We validate this approach both with
small neural networks and with large deep learning models that are state-of-the-art
in Natural Language Processing tasks.

1 Introduction

Over the last few years, deep learning [20] has had empirical successes in multiple
research domains, such as computer vision, speech recognition, and machine translation
[11], [35], [28]. Along with its practical success, the theoretical properties of deep
learning have been a subject of active investigation, from the expressivity [21], [1] and
the generalization properties to the trainability [3], [15] of a network.

Some empirical works observe that generalization and flatness of the minima found
during training are related [2], [33]. However, [7] questions this assumption, by showing
that for deep neural networks with rectifier units, most Hessian-based measures of
the flatness of the loss minimum are sensible to rescaling, making it possible to build
equivalent models corresponding to arbitrarily sharper minima. To address this issue,
a recent work [32] introduced a particular measure invariant to rescaling to show that
flatter minima obtain better generalization performances than sharper ones. Sharper
minima are thus believed to be suboptimal and should be avoided during learning. A
recent work, [16] theoretically proves a related result, which is that adding one special
neuron by output unit eliminates all suboptimal local minima of any neural network.

In Natural Language Processing, the models used in practice consist in millions
of parameters. For example, BERT [6] is a well-known contextual word embeddings
model that is pre-trained with a Denoising Autoencoding objective and is at the basis
of most state-of-the-art results in many Natural Language Processing (NLP) tasks. We



study in this work, in the context of NLP and pattern recognition tasks, whether adding
neurons incrementally instead of learning them all from the beginning could achieve a
flatter minimum for the neural network. In the following, we propose to experimentally
investigate this hypothesis by comparing an incrementally growing network with one with
a fixed architecture learned from scratch, with both small and competitive models. The
results we present tend to confirm our hypothesis as flatter minima are indeed achieved
by growing networks, which also often leads to better generalization performances.

2 Related Work

Trainability of a Neural Network. Training neural networks can be seen as a non
convex optimization problem. However because of the absence of poor local minima,
the trainability of a Deep Neural Network is proven to be possible [15]. Recent results
theoretically prove that gradient descent can find a global minimum for nonlinear deep
neural networks of sizes commonly encountered in practice [17]. In fact a linear increase
of the number of trainable parameters as the size of the dataset increases is sufficient to
find a global minimum. Such a network generalizes well on unseen test samples.

Growing Neural Networks. The properties of growing networks, notably with
regard to training convergence, are more and more investigated. The authors of [16] for
example add a special neuron by output unit in order to eliminate all suboptimal local
minima of any deep neural network. This idea of a network adapting its architecture
to the dataset it is trained on is also found in automated Neural Architecture Search
(NAS, see [8]). Typical works in this field are [4] and [5], where the authors use a
grow-and-prune training paradigm to iteratively add and remove units in order to achieve
more compact networks with state of the art performances.

The idea of progressive growing of models has also been explored in the context
of Generative Adversarial Networks (GAN) [10] to increasingly add new details as
the training progresses. In [14], the authors start with low-resolution images, and then
progressively increase the resolution by adding layers to the networks. This allows
the model to learn increasingly finer scale detail, instead of having to learn all scales
simultaneously.

This kind of growing approach can be used in continual learning [30], where the goal
is to train models that must be capable of progressively learning knowledge over long
time spans. One of the main challenges in continual learning is catastrophic forgetting,
i.e., the fact that new information interferes with previously learned knowledge [26].
Recent works in this field showed that growing a small network both wider and deeper
allows to learn accurate and relatively small networks that can prevent catastrophic
forgetting, achieving state-of-the-art performances with methods such as Learn-to-Grow
[23], Compact-Pick-Grow [13] or recently Firefly Neural Architecture Descent [39].
However the question as to why those growing neural networks reach state of the art
performance while being smaller than most of the other competitive models (comparable
test accuracy as the full model with only 4% of the full model’s size in [39]) is still to be
investigated, one idea being that when a network grows, the parameter space becomes
larger and what was previously a local minima can become a saddle point and hence can
be escaped, which yields a monotonic decrease of the loss. [36]



Smooth and Sharp minima. On top of these considerations, the abilities to gener-
alize to unseen data is often linked to the flatness of the minima found during training
in empirical works [2], [33] sharp minima leading to poorer generalization. In a recent
work, [38] notably shows that smoothing out and eliminating sharp minima by perturbing
multiple copies of the DNN by noise injection and then averaging these copies lead to
an improvement of the generalization properties. Another equivalent idea is explored
in [34], which proposes to smooth activations instead of using noise or progressively
adding units during training. A very interesting idea recently developed to enhance the
performances of deep neural networks is to track the sharpness of the loss model and
to jointly optimize the loss and its sharpness [9]. In particular, this procedure, called
Sharpness-Aware Minimization (SAM), seeks parameters that lie in neighborhoods
having uniformly low loss and present empirical results showing model generalization
improvement across a variety of benchmark datasets.

In order to correctly evaluate the flatness of minima, measures invariant to the
rescaling issue pointed out in [7] now exist [31, 32] and can be used to evaluate the
difference of flatness in minima between models of the same size. The goal of our
work is to investigate whether growing a feedforward neural network (FNN) from
scratch throughout the learning phase yields better loss surface properties at minima
than learning a standard FNN, both having ultimately the same number of parameters,
using the measure developed in [32].

3 Model Description

3.1 Notations

The following notations are inspired by [18]. We consider the general case of neural
networks of any depth for k-class classification that can be topologically considered
as a directed acyclic graph (DAG) with non-linearity functions such as ReLU, tanh or
sigmoid. This includes any structure of feedforward neural network with or without fully
connected layers and with potentially skip-connections.

Let N = {1, . . . , n} be the set of neurons in a network. For two neurons (i, j) ∈ N2,
we note :

– wj,i the weight of the connection from j to i. If there is no connection, then wj,i = 0.
Note that the sparse n × n matrix W = [wj,i]1≤j,i≤n is constrained to define an
acyclic graph;

– σi the activation function at the output of neuron i;
– π(i) the set of parents of neuron i: π(i) = {j|wj,i 6= 0}1≤j≤n
– d(i) the depth of neuron i: it is the longest path to reach i from any input.

Every DAG has at least one topological ordering, which can be used to create a layered
structure with possible skip connections as shown for example in [12] and [29]. There is
thus an equivalence between the representation of a neural network either with depths
or with layers, as the layer l is composed of all the neurons at depth l. Given an input
vector x, we define the pre-activation of a neuron i at depth l recursively as

zi(x,W ) =
∑
j∈π(i)

σj (zj(x,W ))wj,i.



3.2 Model presentation

Recent works [24] and [17] propose to insert neurons in order to avoid bad minima.
We investigate next the impact on the loss surface when inserting neurons into the model
progressively throughout the learning process.

More precisely, our work’s main focus is to explore whether growing approaches in-
trinsically leads to flatter minima. We do not seek an increase in the model performances
per se. We rather try to understand why the growing approaches lead to better results
than the standard ones in the recent works. To the extent of our knowledge, no similar
work on the sharpness of the loss surface of growing networks exist. That is also why
our model does not rely on complex heuristics to decide how and when the model’s size
should be increased. We rather choose a simple approach, based on random picks as it
has been shown in previous works [22, 27] that advanced NAS techniques are often only
marginally superior to simple random search.

In our model, the neurons are inserted incrementally at a regular pace (i.e., with a
constant time interval) during the learning phase, starting with a minimum number of
parameters (just the input and output layers) in order to increase the number of learnable
parameters with the number of epochs. Intuitively, our growing procedure is a naive
insertion process: first, an existing neuron is randomly chosen and splitted to create a
new child neuron, which inherits most of its children. The new neuron also gets new
parent connections with existing neurons randomly chosen in the previous layers. More
formally, we have initially:

– The set of neurons is N = {1, . . . , nI , nI+1, . . . , n}: the first nI neurons are the
input neurons, while the last n− nI neurons are the output neurons;

– The weight matrix W is symmetrical and is initially strictly equivalent to a feed-
forward neural network with no hidden layer, with non-null transitions that are
initialized randomly, e.g., with Glorot or uniform initialization;

– The depth of the input neurons is 0, and the depth of the output neurons is 1.

Then, we randomly choose a neuron from the current network, called the primary
parent, as well as I − 1 other neurons on lower depths, which are just called the
parents. The primary parent is randomly sampled among all existing neurons, as previous
works [22, 27] found that advanced NAS techniques are often only marginally superior
to simple random search. With each neuron insertion, the total number of parameters
of the model is increased by I , as each link created between the new neuron and its
parents adds a parameter. This process is iterated until we reach the desired number of
parameters. Intuitively, insertion proceeds by splitting the primary parent, i.e., inserting a
new neuron after the primary parent that inherits its children, as detailed in Algorithm 1.

The connection between the primary parent and the neuron inserted is stored in
π0 which is the set containing all of the pairs (primary parent, neuron inserted). We
initialize π0 as the set containing all the connections between input and output neurons,
considering that all input neurons are ”primary parents” of all of the output neurons :
π0 = {(1, nI+1), . . . , (1, n), . . . , (nI , nI+1), . . . , (nI , n)}. In this way, we are able to
track the multiple insertions and to grow the hidden layers of the network both deeper
and wider. The insertion process is illustrated in Figure 1.



Fig. 1: Example of parents/children inheritance before and after insertion; the new weights are:
∀i ∈ [1, n], w′i,8 ∼ U(−0.5, 0.5), w′8,6 = wn,6.

Algorithm 1: Insertion Algorithm
Input: Weight matrix W ∈ IRn×n

Output: Weight matrix W ′ ∈ IR(n+1)×(n+1)

1 Save the initial set of primary parents π0

2 Create a new neuron n+ 1
3 Create W ′ by copying all weights from W and initializing the new dimension with null

weights.
4 Sample the primary parent: j ∼ U({j|d(j) < D}1≤j≤n) where U is the uniform

distribution, and D = max1≤i≤n d(i) is the depth of the network.
5 Save the new primary parent: π0 ← π0 ∪ {(j, n+ 1)}
6 Insert n+ 1 by setting w′j,n+1 ∼ U(−0.5, 0.5)
7 Connect children of j as children of n+ 1:
8 for i ∈ {1, . . . , n} so that wj,i 6= 0 do

– if d(i) > d(n+ 1):
• Set w′n+1,i = wj,i

• Set w′j,i = 0
– if d(i) = d(n+ 1) and (j, i) ∈ π0:
• Set w′n+1,i = wj,i

• Set w′j,i = 0
• π0 ←

(
π0 − {(j, i)}

)
∪ {(n+ 1, i)}

9 Add new parents for n+ 1:
10 for I-1 times do

– Sample a node k ∼ U({i|w′i,n+1 = 0) and d(i) ≤ d(j)}1≤i≤n ).
– Add k as a parent of n+ 1: w′k,n+1 ∼ U(−0.5, 0.5)
– Iterate



Remark 1. Steps 1 and 8 of the algorithm ensure that all the output units and only them
are at maximum depth as when we insert a neuron n+1 on the maximal depth, n+1 is a
primary parent to every output unit which means the maximal depth is updated :

if d(n+ 1) = D,∀i ∈ {nI+1, . . . , n}, (n+ 1, i) ∈ π0

Remark 2. In Step 4 we sample the primary parents j|d(j) < D. The output neurons
are thus the only neurons to have multiple primary parents as they are considered as the
only neurons that cannot be primary parents themselves

Remark 3. Step 6 of the algorithm ensures that d(n + 1) = d(j) + 1 as ∀i ∈ π(n +
1), d(i) ≤ d(j).

Remark 4. The concept of primary parents in Step 8 allows us to balance between the
depth and width of the architecture of the network. When there are still only a small
number of units in the network, a primary parent can be picked multiple times. If this is
the case, Step 8 allows the network to grow deeper and not only wider.

4 Experimental Results

4.1 Experiments with Small Models

We implement our model in PyTorch and evaluate it on AGNews and MNIST [19].
AGNews : AG News (AG’s News Corpus) is a sub-dataset of A. Gulli’s corpus of

news articles constructed by assembling titles and description fields of articles from the
4 largest classes (”World”, ”Sports”, ”Business”, ”Sci/Tech”) of AG’s Corpus. The AG
News contains 30,000 training and 1,900 test samples per class.

MNIST : The handwritten digit benchmark MNIST is a large collection of handwrit-
ten digits. It has a training set of 60,000 examples, and a test set of 10,000 examples.

We compare our model with a fully connected network with the same number
of parameters as the final number of parameters of our model (after insertions). Our
objective is to study the properties of the final loss surface when adding neurons one by
one, all other hyper-parameters being equal (number of parameters, activation functions,
weight initialization, accuracy, batch size, SGD algorithm, ...).

In order to study the loss surface, we use the metric proposed in [32], and more
precisely the scale invariant measure to compare the flatness of the minima found by our
different models. This Hessian-based measure for flatness is invariant to rescaling as
the authors use a metric on a quotient manifold structure that captures the rescaling that
is natural to the space of parameters of neural networks with positively homogeneous
activations.

As done in [32], we train each network architecture and dataset up to 100% of
training accuracy with stochastic gradient descent (SGD). We test two different batch
sizes of 10 and 100 samples for MNIST, and 1 and 16 samples for AGNews. No pre-
trained word embeddings are used for AGNews. For both datasets we use the categorical
cross entropy loss. On AGNews, the learning rate is initially 10−4 and 10−3 on MNIST.

We further test two final model sizes, respectively with 10 and 500 hidden neurons
for MNIST, and 10 and 100 hidden neurons for AGNews. On both the AGNews and



MNIST corpora, we train the growing models for 100 epochs, reaching 100% of training
accuracy. We let the model learn the new inserted parameters for a few epochs before
inserting new neurons again. We used the following insertion scheme :

– (MNIST, 10 final hidden neurons) 1 new unit every 10 epochs from epoch 5
– (AGNews, 10 final hidden neurons) 1 new unit every 10 epochs from epoch 5
– (MNIST, 500 final hidden neurons) 50 new units every 10 epochs from epoch 10 to

60
– (AGNews, 100 final hidden neurons) 10 new units every 10 epochs from epoch 5

The initialization scheme for all the models follows a uniform distribution between
−0.5 and 0.5. The inserted neurons are thus initialized in the same way as those in
the standard feedforward neural networks we compare our network with. In this way,
the insertion process is the only difference between the two training methods, every
hyper-parameter being equal otherwise.

Furthermore, we train different feedforward neural network architectures with a
various number of hidden layers:

– (MNIST, 10 final hidden neurons) :
• 1 hidden layer of 10 neurons

– (AGNews, 10 final hidden neurons)
• 1 hidden layer of 10 neurons

– (MNIST, 500 final hidden neurons)
• architecture a : 1 hidden layer of 500 neurons
• architecture b : 2 hidden layers of 400 then 100 neurons
• architecture c : 3 hidden layers of 300 then 150 then 50 neurons

– (AGNews, 100 final hidden neurons)
• architecture a : 1 hidden layer of 100 neurons
• architecture b : 2 hidden layers of 80 then 20 neurons
• architecture c : 3 hidden layers of 60 then 30 then 10 neurons

Testing multiple architectures with the same number of neurons allows us to verify
whether the results presented in Table 1 are due to the insertion process or are influenced
by the possible difference in terms of depth between the standard feedforward networks
and the layered structure obtained through our growing process.

4.2 Growing RoBERTa’s classification head

BERT [6] is a well-known and reference contextual word embeddings model that is
pre-trained with a Denoising Autoencoding objective and is at the basis of most state
of the art results in many Natural Language Processing (NLP) tasks. RoBERTa ( [25])
builds on BERT’s language masking strategy, but fine-tunes the original BERT model
with a different choice of tasks and conditions.

As most of today’s state of the art NLP models, RoBERTa is a complex and large
neural network, which thus faces the issue of over-parametrization. It is composed of 355
million parameters stored in 24 layers of self-attention, with a classification head on top
to output the desired number of classes. In our experiments, we strictly keep the same



Corpus : MNIST
Model Batch Size Test Accuracy Spectral Norm

10 hidden neurons

Growing 10 84% 2.23
100 77.91% 24.29

Fully Connected 10 84.03% 38.01
100 77.74% 68.39

500 hidden neurons

Growing 10 96.98% 4.45
100 94.84% 179.01

Fully Connected a 10 87.27% 1030.07
100 66.86% 12111.28

Fully Connected b 10 84.57% 820.54
100 64.17% 21517.66

Fully Connected c 10 84.26% 1253.72
100 74.01% 12893.59

(a) Results on MNIST corpus

Corpus : AGNews
Model Batch Size Test Accuracy Spectral Norm

10 hidden neurons

Growing 1 90.2% 9.83 · 10−5

16 88.2% 3.22

Fully Connected 1 90.1% 7.91 · 10−4

16 88.3% 20.83

100 hidden neurons

Growing 1 90.7% 0.57
16 89.2% 31.31

Fully Connected a 1 90.5% 3.43
16 89.0% 69.53

Fully Connected b 1 90.4% 7.02
16 89.0% 60.89

Fully Connected c 1 90.5% 3.25
16 88.9% 73.28

(b) Results on AGNews

Table 1: Test Accuracy and Spectral Norm of Hessian at Minima for different trained networks.

number of parameters, without adding more complexity to the model. The classification
head is classically composed of a two-layers feed-forward network with 1024 hidden
neurons. We thus propose next to replace this classification head with a bare one-layer
feed-forward network, and to grow it until it reaches the same number of parameters as
the reference classification layer. The rest of the pre-trained Roberta large model, i.e.,
the self-attention layers, stays the same. We use the standard CoLA benchmark [37] to
train and evaluate our growing model against RoBERTa. The CoLA dataset is composed



of 9594 training and 1063 test sentences. The objective is to classify each sentence into
two classes: grammatically correct and incorrect English sentences.

In order to study the impact of growing the network, we insert neurons progressively
throughout the whole learning process, which consists in 10 epochs in the original
RoBERTa experiment. To do so, a total of 1024 hidden neurons are inserted through
three different phases: after the second, fifth and seventh epoch. We also compute the
sharpness of both the original RoBERTA model and of our grown model, and compare
the models performances and loss characteristics. The batch size used is 16. The results
are compiled in Table 2.

Model Test Accuracy Spectral Norm
Growing 68.2% 1.8945 · 105

Fully Connected 68% 6.7778 · 105
Table 2: Test Accuracy and Spectral Norm of Hessian at Minima on COLA

5 Discussion

The results obtained with our small models experiments first confirm what was
shown in [32], i.e., that by increasing the batch size, we increase the sharpness of the
minima. But these experiments further show that inserting neurons during the training
phase of the model allows to decrease the sharpness of the minima. These results are
obtained with shallow networks and standard but relatively simple classification tasks.

Another interesting observation is that our method not only decreases the spectral
norm and thus improves the flatness of the minima of a shallow network, but we can
also observe in Table 1, that a lower spectral norm seems to correlate with higher
generalization performances, as the test accuracies are better for the growing networks
when the number of parameters is larger.

Another interesting conclusion that can be drawn from Table 2 is that these good
results translate to complex and state-of-the-art neural networks. Indeed, we can observe
that growing the final classification head of such a model leads to an optimum solution
that is flatter by an order of magnitude, according to the flatness metric, without any
negative impact in terms of accuracy. We note that the classification head represents
approximately only 0.6% of the total number of parameters of the model, which may
explain why the models performances in terms of accuracy are similar. Despite the fact
that only a small proportion of the total number of parameters is grown, it is interesting
to note that the growing process leads to spectral norm of the optimum that is much
lower, which means that we reach a flatter minimum.

Our results tend to show that the growing paradigm, more and more used in the
Neural Architecture Search field, is an important asset to reach flatter minima. However,
there is no theoretical guarantee for now that a flatter minimum will systematically
translate into better generalization performances, although several related works results
tend to exhibit such a correlation.



With regard to this question, we can observe in our experiments that with very small
neural networks (the case with only 10 hidden neurons in Table 1), the performances are
similar although the growing method achieves a minimum that is at least 2.5 (up to more
than 10) times flatter than the standard method. We believe that this is due to the small
capacity of the neural network, which can not learn more because of its limited size.

Second, when inserting a greater amount of neurons, we can observe two different
behaviors. On the one hand, when comparing on MNIST, the growing method leads
to flatter minima and better Test Accuracy, as it was also shown in [32]. On the other
hand, the flatter minima given by the growing approach do not correlate with better
performances on AG News: models with 10 and 100 hidden neurons have roughly
the same performances. Similarly, when trained on CoLA with a complex structure,
the growing method still leads to a flatter minimum but no significant improvement in
accuracy is observed. Our hypothesis is that, in these two cases, the number of parameters
of the growing model is too small when compared to the total number of parameters of
the model to have a real impact on accuracy, as most of the information is learned in the
embeddings.

6 Conclusion and Future Work

Our main contribution is the proposal of a growing neural network approach, which
we experimentally validate in several conditions on three tasks and with small and
large deep learning models. The results show that the resulting loss function has flatter
minima than with the traditional training procedure on the full network. We further show
that such flatter minima improves the generalization capability of the trained models
when they do not rely on complex embeddings. These results tend to show that the
paradigm of growing neural networks during the learning phase intrisically leads to
flatter minima, which is an interesting observation, although these results have to be
confirmed on different datasets, potentially with transfer learning experiments in order
to better assess the generalization performances across related tasks. Furthermore, in
the case of Natural Language Processing tasks, a potentially interesting extension could
be to adapt the approach to further grow the embeddings in order to have a greater
impact on both the loss surface characteristics and model’s performances. As this work
focuses on feedforward neural networks, an extension to more complex structures, such
as convolutions and recurrent networks is also envisaged.
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