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Observer Design for Nonlinear Systems with
Output Transformation

Francisco Gonzalez de Cossio, Madiha Nadri and Pascal Dufour

Abstract—This paper addresses the problem of robust observer
design for nonlinear systems with transformed output. We first
assume that there exists an observer design for a given nonlinear
system. The structure of the system output is often crucial
for estimating the system states. Therefore, we consider the
problem that arises when the output is only available under a
nonlinear transformation (affected by noise). This formulation
is especially useful in engineering applications, where nonlinear
sensors are frequent. We propose a new interconnected observer
that estimates both: the unavailable output and the system
states, and we establish small-gain type conditions ensuring the
asymptotic convergence of the overall error dynamics. To explicit
our design parameters, we study the particular cases of state-
affine systems up to output injection and systems with additive
triangular nonlinearities. Finally, we provide corresponding nu-
merical examples and comparisons with known observers.

I. INTRODUCTION

The problem of observer design for nonlinear systems has
been a major research topic in control for many decades.
Common applications include process monitoring, diagnosis
and control. Indeed, it is often the case that nonlinear control
laws depend on state information making the observer an
essential estimation tool [1], [2]. We next discuss some of
the available approaches to observer design.

The usual observers for linear systems are the so-called
Luenberger observer and Kalman observer, which can be
extended to nonlinear systems in specific forms. Therefore,
one common strategy is to look for a coordinate transformation
that steers the system into a convenient form [3], [4]. Early
important contributions in this direction include: a linear form
with output injection [5], a bilinear form with output injection
and its Kalman-like observer [6], [7], and a triangular form for
uniformly observable system and its Luenberger-like or high-
gain observer [8]. Indeed, a popular approach for observer
design for nonlinear systems consists in compensating the
Lipschitz nonlinearities by using high-gain. As stated in [9],
the two early and fundamental works [8], [10] start different
research directions for high-gain observers. These directions
concern: (i) global results under global growth conditions, and
(ii) the interactions between the peaking phenomena and the
nonlinearities. Although relatively simple and fast, high-gain
observers tend to amplify measurement noise for large tuning
parameters [11], [12]. Hence, a useful strategy consists in
adapting the gain of the observer through time, see for example
[12], [13], [14].
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Even though these observer designs mainly concern non-
linear systems, their outputs tend to be linear. Accordingly, a
common goal of sensor manufacturers is achieving linearity.
This is often complicated since a large number of classical
sensors, especially in engineering systems, exhibit nonlinear
behavior [15], [16]. For example, this is the case in: fuel cell
power systems [17], image restoration [18], digital imaging
[19], combustion control in automobiles [20] and engineering
medicine [21].

A popular choice of an observer for general nonlinear
systems with nonlinear output is the Extended Kalman Filter
(EKF) in its deterministic version. Despite its simplicity and
noise filtering properties, it is not always implemented since
only local convergence is guaranteed [22]. The early work in
[3] develops a global observer but for systems in observability
canonical form with a smooth nonlinear output. On the other
hand, systems with monotonic nonlinearities are studied in
[23], where the authors remove the Lipschitz condition and
avoid high-gain by using the so-called circle criterion. In [24],
they expand these results and consider nonlinear outputs in the
presence of model uncertainties. The work in [25] instead deals
with a more general type of nonlinearities, those satisfying
incremental quadratic constraints. Finally, the authors in [26]
propose a simple observer design for systems in triangular
form with a nonlinear output. This output function is not
necessarily differentiable but it must satisfy an incremental
sector condition.

The results above, except for the EKF, require systems in
specific forms and sufficient conditions for the existence of the
corresponding coordinate transformations are usually strong
[3], [27], [28]. Moreover, finding the right transformations
can be difficult, especially in the multi-output case. Another
limitation is that measurement noise is often ignored. A natural
framework for studying the robustness of an observer with
respect to measurement noise is that of input-to-state stability
(ISS) as introduced in [29], for a summary see [30]. Indeed,
we can consider the error dynamics as the state and the
measurement noise as the input [31]. In this context, ISS is
referred to as disturbance-to-error stability (DES) [32], [33],
[34].

In this paper, we first suppose that a DES observer has been
designed for a given nonlinear system with an output y. This
design cannot be directly implemented if we instead measure
a nonlinear transformation ¢ (y). Therefore, we propose a new
interconnected observer that estimates both: ¢ and the system
states. We suppose that ¢ is a local diffeomorphism, however,
1) can be difficult to invert or its inverse might not be available
in closed form. In order to study the robustness of the new
observer, we consider model uncertainties on y as in [24] and



measurement noise on ¥ (y). We use small-gain arguments [35]
to show that the new observer is asymptotically convergent to
a neighborhood of the origin that depends on the amplitude of
the disturbances (or convergent to zero in their absence). Our
observer design is partially inspired by the Newton-Raphson
method and [36], where the authors develop an explicit ob-
server for systems defined on a manifold given by algebraic
equations. On the other hand, the authors in [37] assume the
existence of a Lyapunov function for the error dynamics of an
observer that cannot be directly used, given that the output is
only measured through a second linear system. We apply our
general results to two families of systems: state affine systems
up to output injection and systems with additive triangular
nonlinearity. These families differ considerably since they
represent non-uniformly and uniformly observable systems
respectively. We finish by providing numerical examples for
both cases.

The present work improves and extends our CDC confer-
ence version [38]. In particular: (i) we give a proof of the
asymptotic convergence to zero of the new observer in the case
of no disturbances, (ii) we present a more adequate version of
the small-gain theorem and we provide detailed proofs in the
Appendix, (iii) we apply our results to a new class of systems
and we make a direct comparison with the observer given in
[26].

The paper is organized as follows. Section II includes the
standard notation, the problem statement and adapted results
from the ISS theory. Section III presents the main contribution
of this paper, that is, the new observer design and the proof of
its asymptotic convergence. Section IV studies the developed
theory for two specific families of systems, and Section V
provides the two corresponding numerical examples. Finally,
Section VI gathers some brief concluding remarks and the
Appendix presents some proofs from the ISS framework.

II. FRAMEWORK

A. Notation

e R stands for the non-negative real numbers. We con-
sider elements of R™ as column vectors.

o The transpose of the real matrix M is denoted by M’. If
M is symmetric, then Ay, (M) and A\pax (M) stand for
the minimum and the maximum eigenvalue of M. The
n-dimensional identity matrix is I,.

e || denotes the spectral norm of a matrix or the Euclidean
norm of a vector. That is, |M|? = Apax (M'M).

o We denote the pre-image of 0 under z : RT™ — R" as
271(0), that is, all t+ € R such that 2(¢) = 0. As usual,
|2loe = supyep |2(1).

o The abbreviation “a.e.” stands for “almost every” and
means for all except for a measure zero subset.

B. Problem statement
Let us consider a nonlinear system of the form

{1 = f(x,u)

y = h(z) +d, v

where x € R" is the state, y € RP the output, u € R™
an input and d € RP is any locally Lipschitz disturbance.
We suppose that f and h are of class C?, that the system is
forward-complete and we denote the input set by u € U.

We first assume that a “robust” observer has been designed
for system (1) and that is given by

{T = f(#,9,y,u)

9= Glg,u),

2

where £ € R™ is the state estimation, g a dynamic gain and
f' is locally Lipschitz.

We then consider the case where y is not directly available
for measurements. Instead, we measure a nonlinear transfor-
mation ¢ (y) affected by noise. This situation arises frequently
in engineering processes, where nonlinear sensor transforma-
tions are common. The new system takes the form

{j: = f(x,u)

3)
Yy = P(y) + dy,

where y,, € RP is the output, y = h(x)+ d,, the disturbances
d,, dy € IRP are bounded with bounded derivatives and ¢ is of
class C2. Here, d, can represent model uncertainties while d,
measurement noise. As a consequence of changing the system
output, observer (2) cannot be directly implemented and, thus,
a redesign is needed.

For a general nonlinear system, there is no systematic way
to adapt a given observer design to output transformations. In
this work, we provide a novel method of observer redesign
that faces this challenge.

Remark 1: As an example, consider the uniformly observ-
able systems as in Section IV-B. Many observers are easily
designed for this class of systems, however, they are based
on a linear output. If a nonlinear transformation of the output
is instead measured, the convergence of these observers is no
longer guaranteed.

Remark 2: Other solutions to our problem include: (i)
coordinate change to steer system (3) into a convenient form.
This can be difficult and it is not systematic, especially for
multi-output systems [3], [27]; (ii) using the EKF for system
(3) without guarantee of its global convergence [22]; (iii)
inverting ¢ and using observer (2). Unfortunately, the inverse
of 1) might not be available in closed form or it can be difficult
to compute.

We cannot implement observer (2) since y is not directly
known. However, we require this observer to be robust with
respect to measurement noise. The error dynamics are given
by

é=F(ted), “

where e = x — & and for
F(toe,d) =f(x(t),u(?))
— f(z(t) — e, g(t), h(z(t)) + d, u(t)),

therefore, what we need is the following assumption.

)



Assumption 1: There exists a continuous function V (¢, e) :
Rt x R" — R*, of class C' on e # 0, and functions &,
Qs € Ko and ag, ¥ € K such that:

a(le]) < V(t,e) < as(lel),
for all t € RT and all e € R™, and such that:

ov ov

b b < _a
ot (tae) + de (t7e)‘7(t7e7d) = 013(|€|),
whenever |e| > y(|d|) and for all t € RT, e € R" — {0},

d € RP and all u € U, z(0) € R™.

Assumption 1 is equivalent to the ISS of system (4), see
[39] or, for time-varying Lyapunov functions, [40]. That is,
to the graceful degradation of observer (2) performance in
the presence of measurement noise. Observers satisfying this
property were first considered in [31] and they are known
as disturbance-to-error stable (DES) observers [32]. There are
methods to determine if certain observers are DES [34] or to
redesign them if they are not [33].

Assumption 2: The function ¢ : R? — RP is of class
C? and its Jacobian is invertible on all its domain. Moreover,
there exists § € oo N C? such that

S([v(y) —v@)) = ly — 9l
for all y, y € RP.

Assumption 2 implies in particular the injectivity of . It is
satisfied, for example, if p = 1 and if |%| is bounded from
below by a positive constant. The authors in [26] require this
last condition to hold when the nonlinear output they study is
differentiable.

C. Input to state practical stability

The ISS theory has been the subject of intense research since
its introduction in [29]. It relates the states of a given system
with the initial conditions and the inputs through the so-called
comparison functions: (i) v : RT — R¥ is of class K if it
is strictly increasing, continuous and v(0) = 0. If additionally
~(t) tends to infinity as ¢ — oo, then it is of class Ko, (ii)
B:RT x RT — R* is of class KL if for each fixed t € R
the function 3(s, ) is of class K and if for each fixed s € R™
the function /3(s, t) is decreasing and tends to zero as t — oo.
We use the notation v € K or v € Ky and § € KL. A
comprehensive study of the function classes K and L can
be found in [41]. The following general results will be used
in Section III

Remark 3: The function classes K and K., are closed
under composition. Also, functions in /., are invertible and
their inverses remain in the class. A frequently used triangle-
type inequality for v € IC is

v(s + 1) < v(2s) +(21),
for all s, t € Rt.

Proposition 1 ([42]): For any locally Lipschitz function
¢ : R* — R"™, there exist locally Lipschitz functions ¢ :
R™ — RT and o € Ko such that

[6(2) — d(w)] < p(z)a(]z — wl),

for all z, w € R".

A weaker notion than ISS is the so-called input-to-state
practical stability (ISpS) as defined in [43]. Here, we write the
definition for a family of function pairs. As can be seen in the
Appendix, this does not modify the usual results concerning
ISpS and it simplifies our exposition.

Definition 1: Consider any family G formed by pairs of
locally Lipschitz functions (z, w) : I, = [0,T;4,) — R™ X
R™2. We say that G is practically stable if there exist functions
B € KL and v € K and a constant ¢ > 0 such that for all
(z,w) € G we have

12(0)] < B([2(0)], ) + zl[lopt]v(\W(S)l) +c

Vte I, (6)

The functions 5 and  and the constant ¢ are respectively
called decay rate, gain and constant of the practical stability.

The “practicality” comes from the constant ¢ appearing in
the right-hand side of equation (6). In fact, if ¢ = 0 then we
recover the ISS property. It is known that the practical stability
of a system can be proved by constructing a Lyapunov function
[44]. In order to enlarge the class of admissible Lyapunov
functions, the next definition uses the fact that locally Lipschitz
functions are differentiable almost everywhere (Rademacher’s
theorem).

Definition 2: A function V : Rt x R™ — Rt is a
Lyapunov function for the family G if: (i) for each (z,w) € G,
V# = V(- 2(-)) is everywhere continuous and locally Lips-
chitz outside 2~1(0), (ii) there exist a1, ag € Koo, a3, X € K
and ¢z, > 0 such that for all (z,w) € G:

a1 ([z()]) < VZ() < aa([2(8)]), (7
forall t € I, and
VE(t) < —as(|2(1))), ®)

if [2(t)] > x(lw(t)|) + ¢ and for ae. t € I, — 271(0).
The functions «;, the function x and the constant c; are
respectively called Lyapunov-bounds, gain and constant.

Theorem 1 (Lyapunov function): Consider any family G
formed by pairs of locally Lipschitz functions. Then G is
practically stable if it has a Lyapunov function.

The proof of Theorem 1 goes along the lines of that in
[39] and it is included in the Appendix for completeness. We
remark that ¢ = 0 precisely when c;, = 0.

The stability of the interconnection of ISpS subsystems can
be achieved by imposing a small-gain condition as in [43],
[35] and, for large networks, [45]. In our setting, let us define
the set

G = {(w, 2)|(z,w) € G}

and suppose that:
o there is a Lyapunov function for G with corresponding
Lyapunov-bounds, gain and constant: o3, a2 and ags,

x1 and cr 1,
o there is a Lyapunov function for G~* with corresponding
Lyapunov-bounds, gain and constant: o1, (oo and s,

x2 and cps.



&= f(x,u) —
y=hiz)+dy | Y] TS0 GO] 2
yp = Y(y) +dy g =Glg,u)
System (3) Observer (2)
Yy

Figure 1. System (3) and observer (2) are represented on the top part of
the diagram. The new observer (11) is represented on the bottom part as an
interconnected system. Observer (2) requires the unavailable output y, while
the new observer uses the measurements y,, instead.

We can then define the mixed Lyapunov gains as:

Xm1 = Q12 (2X1(C¥2_11)) y Xm2 = Q2 (2X2(0¢1_11)) 9

and we have the following result.

Theorem 2 (small-gain): Consider any family G formed
by pairs of locally Lipschitz functions (z,w) : I,, =
[0,T, ) — R™ x R™. Suppose that there exist a Lyapunov
function for G and a Lyapunov function for G —1. Given the
mixed Lyapunov gains in (9), if x; is of class K and if

X7rL1(X7n2 (t)) < t; Vt > 0 (10)

then G x {0} is practically stable. That is, there exist a function
B € KL and a constant ¢ > 0 such that for all (z,w) € G we
have

|(2(8), w(®)| < B(I(2(0), w(0))], 1) + ¢,

The proof of Theorem 2, given in Appendix B, is based on
the proof of the small-gain theorem in [35]. As before, c =0
precisely when cp1 = cro = 0.

Vt € I, 4.

III. NEW OBSERVER DESIGN

We propose the observer design for system (3) as the
following interconnection:

&= f(&,9,9,u)
9 =Glg,u) (11)
g:h(ivgaywau)v
where f and G are as in (2),
(&5 900) =20 (5) 7 2L (@) 9 () )
1Yo Yy, Oy Oy oz ’
0
+ 22 5) ) K (s — 0(3).
Yy
and ¢ : R" x R™ — R*™ and K : R? — RP are

locally Lipschitz functions defined next. We emphasize that
the observer in (11) only requires knowledge of y,, and not
directly of y. Figure 1 compares observers (2) and (11) and
illustrates the relation of these observers with system (3).

In order to define the function ¢, let us first consider the
function ¢ given by
(b(xa u, d17 d27 dd) =
1o} oh
G (a) ) (G @) ) ) +

for all x € R™, u € R™ and d;, ds, d3s € RP. According
to Proposition 1, there exist locally Lipschitz functions ¢ :
R™ x R™ — R7T and a € K such that,

|¢(az,u, d17d27d3) - ¢(£7U,0,0,0)| <
w(ﬁ;,u)aﬂ(m _jvdl’d%d?))‘)

on all its domain and we can assume that ¢ > 1.

12)

(13)

Remark 4: Finding o and ¢ in (13) is simpler if ¥ and
the functions in expression (12) satisfy global Lipschitz condi-
tions. This is the case, for example, if system (3) has bounded
states and if we use saturation techniques as explained in
Remark 7. We can then take « as the identity function and

p(&,u) = co(|f (@ u)| + 1),

for some ¢, > 1 and for all £ € R™ and all u € R™. There
is a vast literature dealing with the computation of Lipschitz
constants like those defining c,,.

We now continue with the definition of K. Consider a
function p € Ko N C?, a positive constant k and set
K :RP — RP as

K(€) = {<’“"55 Jeife#0
0, if £ =0.

(14)

The choice of p guarantees that K is locally Lipschitz. Indeed,
using that p(0) = 0 and L’Hopital’s rule, we can show that

the function
p(t) ,ift>0
(0), ift=0

is continuously differentiable on R™. The function p provides
a degree of freedom for the design of the new observer (11).

Given initial conditions #(0) € R"™, #(0) € RP and an input
u € U, there is a corresponding maximal interval of existence
[0,T) for the unique solution (&,¢) of (11). We denote the
estimation errors as

e(t) =x(t) —2(t), &) =yu(t) — (),

for all ¢ € [0,7). Notice that the solution is unbounded if T’
is finite, see for example [46]. We will see that this is not the
case if p is properly chosen.

Lemma 1: Let Assumption 2 hold and consider systems
(3) and (11) with ¢ and K as in (13) and (14). If £ > 1, then
there exists a Lyapunov function for the family

g = {(& ¢)[=(0),2(0)

where £ = yy, — ¥(9) and e = x — & are defined on [0, 7).
Moreover, if the disturbances d,, and d; are both zero then the
corresponding Lyapunov-constant can be chosen to be zero.

eR™,§(0) e RP,u e U}, (15)



Proof: We propose the Lyapunov function simply as the norm.
On the trajectory &, it takes the form

VE(t) =€),

for all ¢ € [0,T). It is clear that property (7) is satisfied by
defining both 11 and a2 as the identity function.

We next prove that property (8) is also satisfied on [0, T) —
£71(0). From the definitions of ¢ in (12) and of the new
observer in (11) we have that

. ! a .
vE = é( w, >y+dw(;§@>y)
E( (e+Z,u dy,dy,d¢) &(2,u,0,0,0))
- zw(:ﬁ,U)K(ﬁ),

where &' denotes the transpose of £. It then follows from the
construction of ¢ and K, respectively in (13) and (14), and
by Remark 3 that

VE < plawall(e dyydyrdy)]) — ke wpll) g
< (&, u)((2le]) + alea) — kp([E])),
where
Cd :2(|dy|oc+|d.y‘oo+ |dw|00) (17)
On the other hand, suppose that x; € K is given by
xi(t) = p~' (20(21)), (18)

for all t € R, and set the non-negative constant
L2a(cq)).
If [£] > x1(le|) + cri1, then it follows that

p(€]) = a(2le]) + alca)-

Since k > 1 and ¢ > 1, we get that the negative term p(|{|) —
kp(|€|) dominates the last expression in (16). By using this
and the inequalities in (16) we conclude that

VE < —(k - 1)p(g])

and, as a consequence, we can define

ars(t) = (k = 1)p(t),

for all t € R*. Finally, notice that if both disturbances d, and
dy are the zero function then cq4 in (17) is zero and the same
holds for the Lyapunov-constant cy . (]

cr1=p

Lemma 2: Let Assumptions 1 and 2 hold and consider
systems (3) and (11) with ¢ and K as in (13) and (14). There
exists a Lyapunov function for the family

Gt = {(e, €)|x(0),2(0) € R"™,§(0) € RP,u € U},

where e = x — & and § = yy — ¥(g) are defined on [0, 7).
Moreover, if the disturbances d,, and d,; are both zero then the
corresponding Lyapunov-constant can be chosen to be zero.

19)

Proof: Consider the Lyapunov function V' from Assumption 1
and the corresponding functions &1, ais, &3 and ). Set Vo =V,
which on the trajectory takes the form Vi = V5(-,e), and

define a1 = @1 and age = ai. We next prove that property
(8) holds on [0,7) — e~1(0). From the definition of F in (5)
we have that

€= ]:(~,e,gj - h(:l?))

and, therefore, we can select asg = a3 to get

oV ov. ..
S e+ 5-(he)e

< —ags(lel),
g — h(x)]). We also define the class K

e
5 =

(20)

whenever |e| > ¥(
function

Xa(t) = x(26(2t)),
for all + € R*, and the non-negative constant
Assumption 2 then implies that

x2([€]) + cra > x(26(|¢(y)
>

Cr2 =

—(@)]) + X(2/dy|o)
> X(2ly — 9]) + x(2ldy|0)

2 X(ly = 9l + ldy|oo)

> x(1g — h(@)])

which, together with (20), provides the needed property.
Finally, notice that ¢y, is zero precisely when the disturbances
d, and dy are zero. O

We are now ready to state our main result. It establishes a
condition on the gain p in order to guarantee the asymptotic
convergence to a neighborhood of zero (or to zero itself) of
the state estimation error given by the new observer in (11).

Theorem 3 (Observer gain design): Let Assumptions 1
and 2 hold and consider systems (3) and (11) with ¢ and K
as in (13) and (14). For any k > 1 and any p € Ko, N C?
satisfying

p(t) > 2a(2a7 " (a2(2x(26(41))))), VE>0  (21)

there exist a class KL function 8 and a constant ¢ > 0 such
that for all 2:(0), £(0) € R™, all §(0) € R? and all u € U the
estimation errors ¢ =  — & and £ = y,, — ¥(g) are defined
on Rt and

[(€(@), e())] < B(1(£(0), e(0))], 1) + ¢,

Moreover, if the disturbances d,, and dy, are both zero then c
is zero as well.

VE>0. (22)

Proof: Using Lemmas 1 and 2, we deduce that there exist
Lyapunov functions for the family G given in (15) and for the
family G~ given in (19). Since the first two Lyapunov-bounds
in the proof of Lemma 1 can be taken as the identity function,
the small-gain condition in (10) is given by:

Xml = 2X1(052_11)a Xm2 = (22 (2X2) (23)

It is then straight-forward to verify the equivalence of this
condition with the inequality in (21). Indeed, by using the
expression of x in (18) and the functions defined in the proof
of Lemma 2 we have that

2X1(042_11 (a22(2x2(t)))) < t, Yt >0



precisely when p satisfies (21). Hence, Theorem 2 concludes
that G x {0} is practically stable. That is, there exist a function
[ € KL and a constant ¢ > 0 such that (22) is satisfied on
[0,T). As a consequence, this interval is necessarily the whole
R*.

Finally, if both disturbances d, and d, are zero then in
Lemmas 1 and 2 both Lyapunov-constants cz; and cro are
zero as well. The details of the proofs in the Appendix imply
then ¢ = 0. ]

Remark 5: In practice, the design of the new observer
(11) starts by proposing an observer as (2) and by finding a
Lyapunov function V for its error dynamics, together with the
functions &y, ao and ¥ from Assumption 1. We then require
0 from Assumption 2 and the functions ¢ and « from (13)
(see Remark 4). Finally, the lower bound in (21) itself can be
used to construct such a p and K is then given by (14).

Remark 6: From the proofs of Lemmas 1 and 2, we have
that the new observer recovers a type of DES property: there
exist 8 € KL and v € K such that for all z(0), £(0) € R™,
all §(0) € RP, all u € U and for all bounded, Lipschitz and
differentiable d, and d,, we have

1(£(), e(t)] < BUEO), e(0)],£) + Y(|(dy, dy, dy, dy)|so),
for all t € RT.

Finally, notice that we can find the explicit decay rate 5 and
constant ¢ in (22) by following the next steps:

1) Find the Lyapunov-bounds, gain and constant from
Assumption 2. Use them to construct p satisfying the
inequality in (21).

2) Get the Lyapunov-bounds, gains and constants from
Lemma 1 and Lemma 2.

3) Consider the mixed gains in (23) and choose an in-
between function ¢ as explained in the Appendix.

4) Compute the bounds, gain and constant of the Lyapunov
function for G x {0} as in the proof of Theorem 2 in
the Appendix.

5) Compute the corresponding decay rate 3 and constant ¢
as shown in the proofs of Lemma 3 and Theorem 1 in
the Appendix.

The following section concerns two classical and widely
used families of nonlinear systems and it helps to illustrate
the design of the new observer.

IV. PARTICULAR CASES

The aim of this section is to study Theorem 3 when system
(1) belongs to the family of: (i) state affine systems, (ii)
systems with additive triangular nonlinearity. We add the
following assumption on  throughout this section.

Assumption 3: The function % and its derivative are both
Lipschitz continuous.

This assumption is not a critical design requirement but it
simplifies the computations of ¢ and « in (13) as explained
in Remark 4. Moreover, it can be easily met in the case of
bounded states as shown in Remark 7 at the end of this section.

A. State-affine systems up to output injection

Consider A : R™ — R™*™ a continuous matrix functional,
7n:RP x R™ — R"™ a nonlinear and continuous function and
C € RP*"™ a constant matrix. Our goal is to estimate the states
of the system given by:

&= A(u)x + n(Czx,u)
yp = P(y) + dy,

where y = Cx + dy and where ¢ : R? — RP satisfies
Assumption 2. We need the next condition on 7.

(24)

Assumption 4: The function 7 is Lipschitz continuous with
respect to its first entrance. That is, there exists a positive
constant ¢, such that

In(y, w) = n(@, u)| < cyly — 31,
for all y, y € R? and all v € R™.

The following observer [7], [47], which cannot be directly
implemented, plays the role of observer (2) and it is described
by:

{:é = A +n(y,w) +S7IC(y=Cr) o

S=—0S5—A(u)'S — SA(u) + C'C,

where § > 0 is a tuning parameter and S(0) € R™*" is a
symmetric and positive definite matrix. It is known that S(¢)
maintains these properties for all t € RT.

The equation defining S in (25) is the same as in [48].
Following their work, the input u is regularly persistent if
there exist a > 0, T' > 0 and ¢g > T such that

t
/ O, (s,t —T)'C'CO,(s,t —T)ds > al,,
t—T

for all ¢ > ty and where ®,, stands for the transition matrix,
namely, the unique solution to

{ 0%u (5, 1) = A(u(s))®u(s, )

éu(tat) = I’I’H
for all s, t € RT.

Assumption 5: The input set U/ consists of continuous,
uniformly bounded and regularly persistent inputs u : Rt —
RWII/.

Let us consider 0 < a < Ay (S(0)) to simplify and let us
denote
by = sup |A(u)l,

[ul<cu

where |u|oo < ¢y, for all uw € U. If § > 3b; > 0 we can
deduce the bounds [48]:

81In S S(t) S SZIna

for all t € Rt and where

(26)
s1 = aexp(—to(0 +2b1)), s2= bl_l\C'|2 +1S(0)]

are positive constants.
We next show that observer (25) satisfies Assumption 1. We
define the function V : R™ x R™® — R* as

V(t,e) =€ S(t)e,



for all t € Rt and e € R™. According to (26), we can choose
the class K, functions:

a1 (t) = s1t®,  an(t) = sof?, 27)

for all t € R*. Moreover, the following holds for all ¢t € R+,
e € R™ and d € RP. On one hand, the definition of S in (25)
provides
ov
E(t’ e) = —0e'S(t)e — e’ A(u(t))'S(t)e
—e'S(t)A(u(t))e+€'C'Ce

= —0e'S(t)e — 2¢'S(t)A(u(t))e + €' C'Ce,

(28)

where we used that ¢’ A(u(t))’'Se, as a real number, coincides
with its transpose. On the other hand, F from (5) takes the
form

Fl(t,e,d) = A(u(t))e — S(t)~1C'(Ce + d)
+n(Cxz(t), u(t)) — n(Cz(t) + d, u(t)).
It then follows that

%—Z(t, e)F(t,e,d) =2e'S(t)F(t, e, d)
=2e'S(t)A(u(t))e — 2¢'C'(Ce + d)
+2e'S(t)(n(Cx(t),u(t)) — n(Cx(t) + d,u(t))).
(29)
Putting (28) and (29) together we obtain that
%—‘;(t, e)+ %%(t, e)F(t,e,d) =

—0e'S(t)e + ' C'Ce — 2¢'C'(Ce + d)
+2¢'S(t)(n(Ca(t), ut)) — n(Ca(t) + d, u(t))),

and using Assumption 4 and the bounds in (26), we get

ov ov
- <
o (t,e) + 9 (t,e)F(t,e,d) <

— 0e’S(t)e + 2|Cle|ld| + 2¢,[S(t)][elld] <
— Os1le]” + 2|Clel|d] + 2c, 2 e]ld].

We now define the class K., functions

X)) =s7't,  as(t) =s1(0 — ba)t?, (30)

where
0> by = 2(|C| + Cy]SQ).

Hence, the inequality |e| > ¥(|d|) implies that

oV oV
o (10) + 5ot e)F(t e, d) < s1(=0 +2/C| + 2¢ys2) el

= —as(le])

and we are required to tune 6 > max{3bs, b2}, which is
possible since b; and b, are independent of 6.

We can now construct the corresponding new observer (11).
Notice that in this case, the function f is globally Lipschitz
in z, uniformly in w such that |u| < ¢y. Therefore, we are in
the situation of Remark 4 and we can choose « as the identity
function and

P(&,u) = co(|A(u)E +n(CF, u)| + 1), (31)

for some ¢, > 1 and for all £ € R™ and |u| < c¢y. By using
the functions in (27) and (30) and by using the small-gain
condition in (21), we get

p(t) = 17(s; s2) 2 6(4), (32)

for all £ € R* and where § is given in Assumption 2. As a
consequence, K in (14) is given by:

17k(s73s2)26(4 “Logif €40
K(€) = { s *sa) UIENIE 6T E£0
0, if £ =0,
for k£ > 1. The observer in (11) takes the form:
&= A(u)z + n(j,u) + STLC'(§ - C#)
8 (34)

i =55 (§) " 55 (CHC(A(w) +1(Ca,u))
(@) o W) K (yy = (@),

where S is as in (25). We summarize our results in the
following corollary.

Corollary 1 (state-affine case): Let Assumptions 2, 3, 4
and 5 hold and consider systems (24) and (34). For any tuning
parameter 6 such that

0 > max{3by, 2|C| + 2¢, (b *|CI*> + |S(0)])},

where by = sup|, <., |A(u)], there exist a function 8 € KL
and a constant ¢ > 0 such that for all 2(0), #(0) € R™, all
7(0) € R? and all u € U, the estimation errors e = x — & and

& =yy — ¥(7) are defined on R™ and
1(€(t), e())] < B(I(£(0),e(0))], 1) +c,

Moreover, if the disturbances d, and d, are both zero then ¢
is zero as well.

Vt>0.  (35)

Proof: It follows from our previous development and from
Theorem 3. Indeed, we showed that Assumption 1 is satisfied
by using Assumptions 4 and 5. |

Finally, we compute the explicit decay rate 5 and the
constant ¢ in (35) as explained at the end of Section IIl. The
function p is already given in (32), this is Step 1). For steps
2) and 3), we suppose that ¢ is linear with slope ¢s > 0 so
that:

o(t) =cst, p(t)=cpt, ¢, = 68(81_332)%65,

for all ¢ € R™. The mixed Lyapunov gains then take the form:

1

=25, 2¢; "

CXml p
B -2 2
Cxmo = 0457 “s9C5,

1

Xm1 (t) = CXWthz )

Xm2 (t) = megtza

for all t € R*. As described in the Appendix, we can select
the function between the gains as

—2
cXml + Cxm2
2

for all ¢ € R™. Simple computations in Steps 4) and 5) show
that the decay rate is given by

B(s,t) = s\/c1 exp (—Zt) ,

o(t) = cot?, ¢y = > 0,



for all s,t € RT and with the positive constants:

8 max{sa, s}
1 = . )
min{si, ¢, }

cy = %min{Q(/ﬂ — ey, (0 - ba)sisy '}

Furthermore, the constant of the practical stability is

16 “ %(|d| + 2es|dy] o) ®
c= _ oo+ 2¢ 0o
symin{sy, ¢y} Y 318

1
_ C1Co 2 o ;
+64cp1( ) (dyloo + dyloe + 1y ]o0).

min {s1, ¢, }

B. Systems with additive triangular nonlinearity

Let us now consider the constant matrices A € R™ and
C € RY*™ given by

0 1 0
A= , C=(1 0 0)
o1
0 0

and suppose that ¢ : R™ x R™ — R" is a nonlinear and
continuous function of the form

Cl(xlvu)
() = C2(3317:932»U) 7
Cn(,u)

for all x = (x1,...,2,) € R™ and v € R™. Our goal is to
estimate the states of the system:

{:b:Ax—i—C(ac,u) 36)

Yy = V(y) + dy,

where y = Cx + dy and where ¢y : R — R satisfies
Assumption 2. As in the previous case, we need to add an
assumption on (. To simplify the notation, we define

xT; = (£C17...,{Ei) ERl,
for each x € R” and each i =1,...,n.

Assumption 6: The function ( is coordinate-wise Lipschitz
continuous in the first entrance. That is, foreachi =1,...,n,
there exists a positive constant c¢; such that

1Gi (@i, w) — Gi(&i,w)| < ceilzs

for all z, z € R™ and all v € R™.

7i'i|a

As opposed to the state-affine case, the nonlinearity ¢ in
system (36) depends on the full-state = which complicates its
estimation. The following observer was introduced in [8] and
plays the role of observer (2):

(37

&= Ai + ((&,u) + SLIC'(y — Ci)
0=—605 — A'Sec — Sec A+ C'C,

where 6 > 0 is a tuning parameter. As before, S is symmetric
and positive definite. Let us denote the eigenvalue extrema of
Soo by

S1 = )\min (Soo)a S2 = /\max (Soo)

and define S ; as the solution of the second equation in (37)
corresponding to the unitary tuning, that is,

Seo1 = 0TASLA, (38)
where
0 0
A= .
0 o"
Finally, we name the following maxima:
C¢ =, IMax Coiy  Sm = i,j§1%§.7n|(soo’1)i’j|' (39)

We next show that observer (37) satisfies Assumption 1 by
using similar techniques to those of [8]. In this case, the input
set U can be taken simply as the set of continuous functions

u: Rt — R™. We define the function V : R” — R7T as the
norm induced by S, that is,
V(e) = (¢'Swce)?
= |6|Soo7

for all e € R"™. Clearly, we can select the class K, functions
given by ) .
aq(t) = sit, an(t) = sit,

for all ¢ € R™. Moreover, the following holds for all £ € R™T,

e € R™ — {0} and d € R. The function F from (5) takes the
form
F(t,e,d) = Ae — S 'C'(Ce + d)
+ (e (t), u(t)) — C(x(t) — e, u(t)).
It then follows that
ov

1 ’
E(e)}—(tvfi;d) = §|€|solo(2€ SecF(t,e,d))

—lelgte'C'd

(Clalt), ) ~ (o (t) — e,u()
< ~2lels.. + 51 (Clld

+1C(a(t) u(t) — C(a(0) — e,u(t))]s..

On the other hand, computing the induced norm and using
(38) we have

C((t), u(t)) — C(a(t) - e,u<t>>|§m -
f S CGte)C( o),

<2
——le
S T5lelsw

+lel5t ¢/ Su (40)

(41)

where C(it,€) = C(z:(t), u(t) — Ci(w(t) — €3, u(t)). There-
fore, Assumption 6 implies:
9 Qsmc
[C(2(t), u(t)) = C(x(t) — e, u(®))]s,, < 0 —rleilles|
ij=1

< n25mcg Amin (Sm,l)_l|6|?9wv



where we used the inequality [0~ %e;| < |A~!e|. Putting (40)
and (41) together,

ov 0 _1
(©)F(t,e.d) < ~olels., + 51 *[Clld]

e
+ ns?lnq Amin (Sw71)_% lels..
< —as(le]),
whenever |e|] > ¥(|d|) and where:
- -1 - 51%
X(t) =syt, as(t) = 7(9 —b)t,

for all t € R and for

0>b=2 (ns%nq Amin (Sse1) "% + 1) .
Notice that such 6 exists since S 1 corresponds to the unitary
tuning.

In order to construct the new observer (11) and given that
we are in the case of Remark 4, we can choose « as the
identity function and:

p(t) = 17(s; *s2) 5(4t)

for some ¢, > 1 and all £ € R”, v € R™ and t € RT. The
new observer (11) then takes the form:

&= Ai + ((&,u) + SC(§ — C#)

X Y (a\—10 A A N

§= 2(5) 71 2L(CR)C(Ad + (2, )

O /AN — o N
+ 52 (9) (@, u) K (g — (D)),

where S is as in (37) and K as in (14) with k > 1.

Corollary 2 (triangular case): Let Assumptions 2, 3 and
6 hold and consider systems (36) and (42). For any tuning

0>2 (nSiCC Amin (Sw71)_% + 1) ,

where c¢ and sy, are as in (39), there exist a function 5 € KL
and a constant ¢ > 0 such that for all z(0), £(0) € R™, all
9(0) € R and all u € U the estimation errors e = x — & and
& = yy — ¥(9) are defined on R* and

|(€@), e())] < B(1(£(0), e(0)],2) + ¢,

Moreover, if the disturbances d, and d,, are both zero then c
is zero as well.

(42)

vt > 0.

Proof: It follows from our previous development and from
Theorem 3. Indeed, we showed that Assumption 1 is satisfied
by using the specific forms of A and C and by using
Assumption 6. (]

Remark 7: If the states of system (36) are uniformly
bounded and if ¢ is of class C' then Assumption 6 can be
met by saturating . Indeed, denote by X the state space and
let © > 0 be such that |z| < u, for all x € X. Set each
G REXR™ = R as

C;(xh <o Thy u) = Cl(u Sat(u_lxl)a s nusat(:u_lxi)a u),
where sat : R — R is given by sat(t) = min{1, |¢|} sign(¢).
Replacing ¢ by (*® defines an equivalent system and the latter
function satisfies Assumption 6. We can proceed similarly for

1 and Assumption 3 but using a non-constant and smooth
saturation.

V. NUMERICAL RESULTS

In this section, we study specific cases of systems (24) and
(36) in order to provide numerical examples of Corollaries 1
and 2.

A. Example for state-affine systems
Let us suppose that system (24) is given by:

A(u>=(8 g) n(y,U)=(Siz(zy))a C=(1 0),

for all y,u € R. The input and the nonlinear function are
defined as:

u(t) = cos(t), ¢(y) = sin(y) + 2y.

The function v is a diffeomorphism whose inverse has no
closed form, and it is straight-forward to check that Assump-
tions 2, 3 and 4 are satisfied. Moreover, we can select § as
the identity function and it can be shown that u is regularly
persistent, see for example [49]. The lower bound of 6 in
Corollary 1 has a value of 6 when S(0) = I,. A simple
computation shows that, according to (31) and (33), we can
select

P(&, u) K (§) = r(|22] +1) -,

for all # € R? and u, £ € R and where r > 0 is to be tuned.

We initialize the system and the observers at: x(0) =
(10,0), z(0) = z(0) = (4,9) and §(0) = CZ(0) and we
set the tuning parameter # = 7. The results are shown in
Figures 2 and 3. The left and right columns represent the
tunings 7 = 0.5 and » = 2. We simulate two disturbance
cases: (i) d, and dy are both zero (Figure 2), (ii) d, and dy,
are uniformly distributed numbers respectively between £0.8
and £1.3 (Figure 3).

(43)

Figure 2: In the top two rows, we can see that observer
(25), which uses y, correctly estimates the states of the system.
As also depicted in the top two rows, the new observer (34)
achieves at most the performance of observer (25). Moreover,
the performance is closer for the larger choice of r (right
column). Finally, the quality of the state estimation given by
the new observer (34) depends of the estimation of y by g, as
can be seen in the third row.

Figure 3: In the top two rows, we can see that the state
estimation from observer (25) converges to a neighborhood
of the system state, as expected from a DES observer. The
performance of observer (25) and the new observer (34) are
again similar for the larger r. Moreover, the new observer (34)
outperforms observer (25) in terms of noise robustness. This is
not surprising since noise amplification is a common problem
for high-gain observers when their tuning parameter 6 is large
[12]. The noise, in contrast, is averaged out by the definition
of 4.

These figures show that, for r large enough, the new
observer in (34) recovers the performance of observer (25).
Furthermore, the design of the new observer (34) seems to be
more robust against measurement noise.
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Figure 2. Comparison of the new observer with the observer that uses y in
the case: dy = 0, d;, = 0. Estimation of the system states of (24) (blue solid)
by observer (25) (red pointed-dashed) and by the new observer (34) (black
dashed). The columns correspond to different tunings of = in (43).

B. Example for systems with triangular nonlinearity

The authors in [26] consider systems in the form of (36)
and illustrate the case given by:

A:<8 (1)) c=(1 0,

0
C(a,u) = (—zl — 219 + azizo + u) ’

for all x € R? and u € R and for some a > 0. They also
define the input and the nonlinear output as:
L3

1 2

for some b > 0. As opposed to [26], we consider disturbances.
Notice that v is a diffeomorphism whose derivative is bounded
from below by 0.75 and, therefore, Assumption 2 is met.
However, 1) does not satisfy Assumption 3 and ( satisfies only
locally Assumption 6. Hence, we make use of the following.

As in [4] or [26], for a = 0.25 and b = 0.2 every state
starting at

u(t) = bsin(2t),

X = {x € R?*|1.52% 4+ z125 + 0.523 < \/5}

remains in that set for all positive times. Therefore, in Remark
7 we can replace ¥ and ( by their saturated versions ¢° and (°.
These new functions satisfy Assumptions 2, 3 and 6. Similar
to the first case, we set

(&, u)K (&) = r(|21] + |&2] + [#722] + 1) - €,
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Figure 3. Comparison of the new observer with the observer that uses y in
the case: dy, # 0, dy, # 0. Estimation of the system states of (24) (blue solid)
by observer (25) (red pointed-dashed) and by the new observer (34) (black
dashed). The columns correspond to different tunings of r in (43).

for all # € R? and u,£ € R and where » > 0. On the other
hand, the observer from [26] is given by

=t (2 )+ (Gmes) e - vica). @

where (o(2,u) = —21 — 222 +asat(£222) +u, yy = Y(Cx +
dy) + dy and where € > 0 is to be tuned.

In order to make a fair comparison of observers (42) and
(44): first we choose two far enough values of ¢, then we try
to improve or to match this performance by tuning 6 and r.

We initialize the system and the observers at: z(0) =
(1,-1), £(0) = 2(0) = (0,0)" and § = CZ(0) and we fix
the value » = 20. The results can be seen in Figures 4 and
5. The left column represents the tunings § = 2 and € = 0.5
while the right column corresponds to # = 9 and € = 0.11.
We simulate two cases: (i) dy and d;, are both zero (Figure 4),
(ii) dy and dy are uniformly distributed numbers respectively
between £0.3 and +0.4 (Figure 5).

Figure 4: In the top two rows, we see that both the
new observer (42) and observer (44) render quite similar
estimations that converge to the system states. Furthermore,
higher tuning of § and e~! leads to faster state reconstruction
at the price of higher peaking (right column). The third row
shows that tuning 6 does not have a very strong effect in the
estimation of y given by 7.

Figure 5: The top two rows show that both observers (42)
and (44) provide similar estimations, this time converging to
neighborhoods of the states. Increasing the value of ¢! in
observer (44) amplifies the noise, this is slightly less visible
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Figure 4. Comparison of the new observer with the observer of J. Lei and
H.K. Khalil [26] in the case: dy = 0, dy, = 0. Estimation of the system states
in (36) (blue solid) by observer (44) (green pointed-dashed) and by the new
observer (42) (black dashed). The columns correspond to different tunings of
0 and e.

for the larger choice of 6 and the new observer (42) (right
column).

These figures suggest that both observers have similar per-
formances if they are properly tuned. It is clear that observer
(44) has a simpler design. Nevertheless, our methodology
provides a new observer design for a much more general
family of systems.

VI. CONCLUSION

The method presented in this work concerns observer
redesign for nonlinear systems in the presence of output
transformations. The new observer consists in an intercon-
nection of the initial observer dynamics with an estimator
of the unavailable output. By using the small-gain theorem,
we showed that the new observer converges asymptotically
to a neighborhood of zero that depends on the amplitude of
the disturbances and their derivatives. We then studied the
new observer design for two major families of systems that
differ in their observability properties. The simulations showed
that the new observer recovers the performance of the initial
observer and that its performance is comparable to that of other
related observers. Unlike previous studies, the generality of our
approach considers systems without a specific form at the cost
of a more intricate design. Future work will focus on relaxing
the conditions on the initial observer by considering weaker
versions of the DES property, such as quasi-DES developed
in [32].
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Figure 5. Comparison of the new observer with the observer of J. Lei and
H.K. Khalil [26] in the case: dy # 0, dy, # 0. Estimation of the system states
in (36) (blue solid) by observer (44) (green pointed-dashed) and by the new
observer (42) (black dashed). The columns correspond to different tunings of
0 and e.

APPENDIX
A. Proof of Theorem 1 (Lyapunov function)
This proof is partly based on a known comparison principle
we next state.

Lemma 3 ([50]): For any & € K there exists B € KL with
the following property. For every r € (0, 00| and for every
locally Lipschitz function ¢ : [0,7) — R™* the inequality

C(t) < —@(C(t)), for ae. t € [0,7)
C(t) < B(¢(0),t), for every t € [0,7).

Moreover, if we define 7(s) = — [ W then we can
select

implies

. “L(n(s)+1),if s >0
PP L O
0, if s =0.

Proof of Theorem 1: Fix for the moment (z,w) € G and
define the function V* = V/(-, z) and the subset

S={te|0,T..,)|V*(t) <T(t)},

where
['(t) = as(x( sup |w(s)]) + cr). (45)
s€[0,t]
First, we prove by contradiction that for all ¢ € R™:
to € S implies t € S, Vt € [to, T% w)- (46)

If this is not the case, then there is ¢ty € .S such that

#* = inf{t € [to, To.0)|VZ(t) > T(t) + €} < o0,



where € > 0 is small enough. Notice that the continuity of V*
and property (7) imply that t* > ¢, and that as(]z(t*)]) >
L (t*). In particular, z(t*) # 0. It follows from the definition
of I' in (45) and from property (8) that

VE(t) < —as(|2(t)),

for a.e. t € B, (t*) C [to, Touw) — 2~ 1(0) and where € is a
small enough radius. This means that VV* does not increase on
B, (t*), which contradicts the choice of ¢*. We conclude that
our assumption in (46) must be true.

Let us now define

s =inf S < o0

and assume for now that s* is finite. Notice that [s*, T ,,) C

S, indeed, this is a consequence of s* € S and of the claim
shown in (46). Therefore, property (7) implies that

lz(0)] < v < sup Iw(8)> +c
s€[0,t] 47)
= sup (Jw(s)]) +c,
s€[0,t]
for all t € [s*,T.,,,) and where

v=a;"(202(2x)) €K, ¢ = a7 (2a2(2¢1)) > 0.

On the other hand, it is clear that S N[0, s*) is empty and,
as a consequence, also z~1(0) N [0, s*). Then, properties (7)
and (8) provide

VE(t) < —a(VE(1)),

for a.e. t € [0,5*) and where & = az(ay') € K. We can
then apply Lemma 3 to get a function 3 € KL such that
VZ(t) < B(VZ(0),t), for all t € [0,s*). Hence, property (7)
implies that

l2()] < B(12(0)], 1), (48)

for all ¢ € [0, s*) and where

/B(Svt) = ail(B(QQ(S)vt))v

for all s,t € R™. It is straight-forward to check that 8 € KL.
We conclude the desired inequality in (6) by joining inequal-
ities (47) and (48).

We proceed similarly if s* is infinite. The only difference
being that inequality (48) is satisfied on the whole interval
[0, Tz,w). Finally, notice that 3, v and c are independent from
the choice of (z,w). O

B. Proof of Theorem 2 (small-gain)

Lemma 4 ([35]): Consider functions o; € K and 09 € K
and suppose that o1 (t) < o2(t), for all ¢ > 0. Then, there
exists a function ¢ € K that is continuously differentiable
on t > 0 and that satisfies:

0<a(t), o1(t) <o(t)<oa(t), Vt>O0.

The fact that the derivative of o is strictly positive on ¢ > 0
is crucial. This is not necessarily true for an arbitrary function
KooNC? as shown in [41]. Notice that the function o at zero is

no more than continuous and that it appears in the definition of
V below. This does not cause any problems given our specific
definition of Lyapunov function.

Proof of Theorem 2: The small-gain condition in (10) implies
the existence of o as in Lemma 4, that is:

Xma(t) < o(t) < x,i(t), Vt>0. (49

By Theorem 1, it suffices to find a Lyapunov function for the
family G x {0}. Consider the Lyapunov functions V; and V5,
respectively for G and for G —1 and set

V(t, (z,w)) = max{o(Vi(t, 2)), Va(t,w)},

for all t € RT and (z,w) € R™ x R"™. Let us fix for
the moment any (z,w) € G and, as before, the notation
Vi, V3¢ and V#" indicates evaluation on the corresponding
trajectories.

It is clear that V** is everywhere continuous. Moreover,
Vi and V5 are zero precisely where their corresponding
trajectories are zero. Hence, V** is also locally Lipschitz on
I, — (271 (0)Uw=1(0)). We consider the following partition
of the interval I, ,:

D= {t S Iz,w : O(Vlz(t)) = ‘/Qw(t)}v
D, = {t € Iz,'w : O'(Vf(t)) > V2w(t)}v
Dy ={t € L : o(Vi(t)) < V5" (1)},

0 < a(t),

(50)

in order to write

Ve = o(VE(t)), if t € D,
| Vse(t), if t € D, U D.

The open subsets D, and D,, of I, ,, are contained respec-

tively in I, ,, — 27 1(0) and I, ,, — w~1(0). In particular, this

implies that V™ is also locally Lipschitz on D, U D,, and,

consequently, on the whole I, ,, — (2,w)~1(0) as needed.
The following verifies property (7) of V" by using:

1 . .
or =y min{e (o (5)) om (3)) € Ko
ag = max{o(ai2), a2} € K.
The corresponding property of V;* and V" implies:
a1 ([(z(t), w(®))]) < a(2[2()]) + a1 (2|w(t)])
< max{o (Vi (1)), V5" (1)}
< max{o (a2 (]2(2)])), oz (Jw(t)])}
< ag(|(2(8), w®))),

for all € R™. We now continue by checking property (8) of
V=% _ For this purpose, we select the function

1
a3 = imin{dl,dg} S K:,
where &7 (0) = 0 and

o)),

a1 = (0 () - arz(agy (o
Gz = ag3(agy (o))

and we also select the non-negative constant

cp = a7t (o(an2(2er1))) + a7 H(a12(2c2)).-



Fix a time tg € I, — (z,w)~(0) where V=%, V7 and
V,¢ are differentiable and suppose that

|(2(t0), w(to))| = cL. 1)
It then suffices to show the inequality
V3¥(to) < —as(|(2(to), w(to))])- (52)

Using (50), we have three possible cases:

1) Suppose that ty € D,, in particular, z(ty) # 0. There
exists €; > 0 such that

VEr(t) =o(Vi(t), (53)
forallt € I, , N Be, (tp). As a consequence,
V3U(to) = 6(Vi(to)) - Vi (to)- (54)
Since
Vy'(to) < a(Vi(to)),
the inequality in (49) implies that
2x1(ag; (V3' (t))) < agy (Vi (to))-
From property (7) of Vi# and V5" it follows that
xa(lw(to)]) < xa(ag; (V5" (to))),
apy (Vi (to)) < |z(to)]
and, therefore,
|2(to)] > 2xa(Jw(to)l)- (55)

On the other hand, (51) and (53) together with the properties
of a; imply
a(Vi(to)) = o(a12(2cL1))

and, hence,
|Z(t0)| Z 2CL1'

Summing this inequality with (55) leads to
|2(to)| = xa(lw(to)]) + cra
and, using (53) and (54), property (8) of V}* implies:
VA (tg) < =6 (0 (VA" (t0))) - ans(agy (07 (V" (t0))))
< = (|(2(to), w(to))])
< —a3(|(2(to), w(to))])-

2) Suppose that ty € D,,, in particular, w(tg) # 0. The
procedure in this case follows the same ideas. We have that:

Vz’w(to) — 2“)(t0), Vz',w(to) — ';u(to).
Inequality (49) implies
2x2(ag; (Vi (t0))) < agy (V5" (to))
and, together with assumption (51), we have
lw(to)| = x2(|2(to)) + cLe-
This in turn implies that
VA (t) < —ags(agy (V3" (o))
< —aa(|(2(to), w(to))|)
|

to)
< —a3(|(2(to), w(to))])-

3) Now suppose that ¢y € D so that
VE(to) = o(Vi'(to))
= V5" (to)-

In particular, both z(tg) and w(ty) differ from zero. Just as in
the previous two cases, we have:

a (Vi (to)) - V.f(to) < —az(|(z(to), w(to))l),
V3'(to) < —as([(2(to), w(to))])-
As a consequence, there exists e > 0 such that
o(VE(t) — o (Vi (to))
t—to
VO =00 < a1 to), wlio))),
0
for all t € I, ,, N B, (to). Then (56) leads to
T (Gt e,
0

for all ¢t € I, ,, N Be,(to), which implies (52).
Finally, notice that the functions «y, a2 and ag and the
constant ¢y, are all independent from the choice of (z,w). O

(56)

< —as(|(2(to), w(to))|)s
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