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Abstract—Real-time requirements in video streaming and pro-
cessing are increasing and represent one of the major issues in
industry 4.0 domains. In particular, Face Detection (FD) use-case
has attracted the interest of industrial and academia researchers
for various applications such as cyber-physical security, fault
detection, predictive maintenance, etc. To ensure applications
with real time performance, Edge Computing is a good approach
which consists in bringing resources and intelligence closer to
connected devices and hence, it can be used to cope with strong
latency and throughput expectations. In this paper, we consider
optimal routing, placement and scaling of virtualized face de-
tection services at the edge. We propose an edge networking
approach based on Integer Linear formulation to cope with small
problem instances. A reinforcement learning solution is proposed
to address larger problem sizes and scalability issues. We assess
the performance of our proposed approaches through simulations
and show advantages of the reinforcement learning approach to
converge towards near-optimal solutions in negligible time.

Index Terms—Face Detection, Optimization, Q-Learning, Edge
Networking

I. INTRODUCTION

Industry 4.0 sites’ deployment is growing and necessitates
new needs and strong expectations in terms of performance,
ultra low latency, security, etc. In addition, with a massive
deployment of Industrial IoTs (IIoTs) in Industry 4.0, a par-
ticular issue on video streaming and processing has attracted
the interest of industrial and academia researchers to cope
with intrusion detection in cyber physical systems (CPS), fault
detection in large industrial systems, predictive maintenance
in complex production systems, etc. Indeed, industrial players
require cost-efficient deployment solutions for interconnected
cameras and video analysis systems to reduce their total
(CAPEX and OPEX) costs, minimize human interventions
using zero-touch solutions. Hence, and to reach these ob-
jectives, virtualized techniques are being privileged for this
purpose, where both the networking functions are virtualized,
using Virtualized Networks Functions (VNF), and application
functions are flexibly developed for being deployed on edge
nodes.

To attend the previous cited objectives and performance in
industry 4.0, we need new orchestration solutions to distribute
computing resources, storage, network connectivity, data an-
alytics through interconnected nodes called Edge clouds. In-
deed, edge computing and networking can be used to bring the
necessary resources closer to connected devices and IoTs. This
may strongly reduce the latency when improving the analytics
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performance through intelligent and distributed computing and
algorithms.

In industry 4.0, there exist relevant and challenging use-
cases which attracted the intention and interests of industrial
players looking for augmented and intelligent cyber-security
solutions, adaptive and rapid approaches for fault detection
or predictive maintenance, etc. In this work, we focus on a
particular use-case based on Face Detection represented by
virtualized functions that will be detailed in the sequel. In fact,
deploying a virtualized face detection solution in a critical
industrial site which necessitates accuracy of the analytics,
and real time decision making, is relevant for the safety and
security of this site.

We consider virtualized face detection use-case which
is composed by virtualized functions in a given service
chain. These virtualized functions should be deployed in a
distributed manner to optimize the limited network resources
and compute resources on the edge nodes. These nodes
are equipped with limited processing capabilities, and are
interconnected with different communications techniques such
as Ethernet, Bluetooth, Wifi, Lora, etc. This heterogeneity
of the processing capabilities and communications solutions
makes the orchestration and management of the deployed
network services harder. We need to investigate efficient
optimization of these resources in near real time to attend
face detection solutions with good performance (convergence
time, reduced CAPEX and OPEX cost, etc.).

Our contribution in this paper consists to address deeply
the aforementioned research challenges by proposing mathe-
matical modeling and formulations. These approaches can be
summarized as follows:

« An exact approach based on integer linear programming :
this method is based on the description of the convex hull
of the addressed virtualized face detection optimization
problem in edge infrastructures.

« To cope with scalability issues, we propose an approxi-
mation approach based on Reinforcement Learning.

Note that the novelty of our approaches will be clearly ad-
dressed in next sections and their efficiency will be highlighted
and compared to the state of the art addressing close research
challenges.

The remainder of this paper is organized as follows: next
section (Section II) addresses the related work on face detec-
tion research challenges, edge computing and networking and



optimization. Section III describes the details of the consid-
ered optimization problem, provides hints on the problem’s
complexity and formalizes two new mathematical approaches
based on ILP and RL. Our approaches will be evaluated using
simulations in Section IV. We conclude the paper in Section
V.

II. RELATED WORK

Reference [1] is one of the closest work to our paper.
it addresses a joint optimization of power consumption of
the CPU and the Wireless Network Interface Card (WNIC)
of mobile devices while streaming high quality videos. We
recall that the two major energy consuming components in
mobile video streaming services are the CPU (that supports
video data decoding) and the network interface (that supports
data communication). Hence, authors of this paper proposed
a joint optimization scheme for improved energy efficiency
supporting mobile video streaming services . This is based
on the adjustment of the number of video chunks to be
downloaded and decoded in each packet. However, they only
considered joint optimization of CPU and energy consumption
for one mobile device. In our work, we consider a joint
optimization of CPU and bandwidth in a IoT network with
multiple physical objects and where the number of paths
between each couple of nodes can be exponential.

Authors of paper [2] discussed the problem of real time
video analytics in an edge computing environment. Recall
that real-time video analysis is used nowadays in several
domains (traffic control, surveillance and security, retail store
monitoring..) and because of the high data volumes, compute
demands and latency requirements, cameras represent the most
challenging of “things” in IoT, and large-scale video analytics
may well represent the killer application for edge computing.
The authors proposed a real-time video analytics system with
low resource cost to produce outputs with high accuracy. The
proposed approach can be used in several application such as
self-driving and smart cars, etc. Nevertheless, the proposed
approach do not consider a joint optimization for different
resources such as CPU and bandwidth when satisfying latency
expectations.

Paper [3] proposes a mathematical optimization approach
over virtual network services for better scaling, placement
and routing on a physical substrate. Network services (video
streaming, online gaming) are placed and deployed in the
network based on fixed predefined descriptors. With the large
number of degrees of freedom for finding the best adaptation,
deciding scaling, placement, and routing can result in sub-
optimal decisions for the network and for the running ser-
vices. They proposed JASPER (Joint optimization of scaling,
placement and routing) in which, each network service is
described by a service template containing information on
the component network services, their interconnection, and
resources requirements. Hence, the solutions of reference [3]
are applied using IETF use-cases and examples for an embed-
ding of virtual networks on physical substrates. In our work,
we consider limited IoT nodes in terms of available resources,

which makes the problem harder and finding feasible solutions
more complicated.

Another reference dealing with CPU and bandwidth opti-
mization is given by [4]. Authors of this paper proposed a
technique to manage computation offloading in a local IoT net-
work under bandwidth constraints. They proposed approaches
to separately optimizing CPU and Bandwidth resources, which
can lead to sub-optimal solutions of the problem. We propose a
joint optimization of the two mentioned limited resources and
discuss the scalability of our approaches for large instances.

In the context of VNF orchestration, the Stratos project
[5] proposed a detailed architecture to orchestrate VNFs out-
sourced to a remote cloud taking considering traffic engineer-
ing, VNFs scaling, etc. Nevertheless, this project has addressed
only VNF placement solution based only on workloads, and
then, chaining constraints are not considered.

References [6] and [7] propose mathematical models for
the VNF chains placement with routing constraints. The pro-
posed models, however, describe a limited number of linear
constraints and can only characterize a small portion of the
problem convex hull. The proposed exact solutions do not
scale for large problem instances. We need deeper modeling
that can characterize better (completely) the convex hull of the
VNF placement and chaining problem to find near optimal
solutions in few seconds and scale with problem size. We
propose a competitive graph theory approach with the desired
properties of converging quickly to near optimal solutions even
for large problem instances.

In our paper, we propose to investigate machine learning
techniques based on Reinforcement Learning to reach near
optimal solutions of the virtualized face detection optimization
problem in edge infrastructures. Our objective is to train RL
models to improve the quality of the solutions compared to the
results of the first paper addressing this problem (see reference

[8D).

III. MATHEMATICAL FORMULATION

Before going through the mathematical details of the prob-
lem description, we propose to describe the system model and
set up the different parameters of our approaches.

A. System model description

We consider an industrial site or a restricted area with
various cameras collecting data for monitoring and analytics
purposes. These cameras are differently interconnected using
wifi, ethernet, etc. and hence are forming a heterogeneous
network with limited amounts of bandwidth and processing
capabilities (represented by CPU cores in our work). The
virtualized face detection service is composed of a chain of
4 virtual functions (denoted by fi — fo — fo — fa)
equivalent to Service Function Chains as described by [9].
In the virtualized face detection use-case, the four mentioned
virtual functions are given as follows:

1) f1 (Face Detection): detects and extracts in frames all
faces in the restricted area.



2) fo (Face compression): It characterizes each face by
limited number of features
3) f3 (Face recognition): compare the extracted features
to a given database
4) f4 (Database enhancement): for an Face recognition
with a high reliability, the new corresponding features
are added to the database to improve the quality of future
identification
Figure 1 represents our system model for a virtualized
face detection use-case represented by a chain (green graph
in Figure 1). The physical graph (blue graph) represents a
network of interconnected cameras to capture videos and
images and may be equipped by a processing node. Cameras
are interconnected and the edge network also incorporates
processing servers.

\/
A«w»

Fig. 1: Virtualized Face Detection system model: a graph-based
representation

= Physical Substrate

B. Problem description and modeling

Using the graph representation of Figure 1, the virtualized
face detection problem in an edge network with restricted
compute and networking resources, is equivalent to find an
optimal mapping of the virtual graph (see green graph of
Figure 1) on the physical graph (blue graph of Figure 1)
when optimizing the aforementioned resources, to reach higher
performances.

Let 4 = (¥,&) be the physical graph representing the
edge nodes substrate (interconnected cameras/sensors and
processing nodes), where |¥'| and |&| represent the network
sizes in terms of number of nodes and edges, respectively.
Let 4, = (¥,,&,) be the virtual request graph composed by
4 chained VNFs.

Each physical edge node j; has a limited CPU processing
noted by Cj,. Each physical edge (or link) (ji,j2) has a
limited amount of bandwidth noted by B;, ,,. If there is
no edge between j; and jo, then the amount of available
bandwidth between these two nodes is represented by the
smallest available bandwidth on the path between j; and
j2. Each virtual arc (i,i’) has a request of b;; of necessary
bandwidth.

We investigate new algorithms to reach optimal trade-offs
between the two criteria of processing and bandwidth with
respect to latency requirements.

C. Problem complexity

The addressed problem of virtualized face detection opti-
mization and mapping is NP-Complete. More details on the
proof can be found in [8].

D. Integer Linear Programming (Exact) approach

We consider min;, j, r as the minimum bandwidth avail-
able in the k' path between physical nodes j; and js.
Moreover, for the sake of clarity, we introduce Z(j1,1) as the
set of all physical nodes j, such that there exists a shortest
path between nodes j; and js in which the minimum available
bandwidth (on its arcs) is at least equal to the required amount
of bandwidth (in the virtual graph). We define b; ;41 as the
bandwidth needed on the arc (i,7 + 1) of the virtual graph.

We propose a short description of the decision variables
used in our optimization:

e x;4, is a binary variable, equals to 1 if the virtual

node/function f; is deployed on a physical node j;, and
0 otherwise.

* Y(i,i+1);(j1,jo,k) 1S @ binary variable equals to 1 if a virtual
arc (i,4 + 1) is hosted on a physical path k joining two
physical nodes j; and j2, and O otherwise.

e Hj is a binary variable equals to 1 if the physical node
71 hosts at least one virtual function, and 0 otherwise.

The objective function of our optimization consists in find-
ing a trade-off between the total CPU consumption and the
allocated bandwidth resources:

max F = ). (cJ-lHjl - cxj> + M

eV €Yy

DRI (mink—b<i,z‘+1>> Y(i,i41) (i 2.k)

i€V, jLEV joe P ket N2

We propose a constrained optimization to reach the optimal
value of (1):

Mowig =1VieV )

j1€4f/

Constraint (2) guarantees that each virtual node, i.e., a function
f, is deployed on exactly one physical or edge node.

Z CiT4 5, < Cj1Hj17vj1 ey 3)
i€Vy

Constraints (3) guarantee the non violation of available CPU
resources at edge nodes.

M @i, = Hj VeV (4)
1€V,



Constraints (4) minimizes the total number of edge nodes to
be solicited in the final solution.

Tijy S 2

J2€P(j1,1)

(Ei+17j2, Vie {1, 2, 3},V]1 ey (5)

Constraints (5) are guaranteeing the necessary chaining of the
virtual graph.

PPy

J1E€P(,) kEX (j1,J2,%)

(6)

IS

J2€P(j1,1) ke KX (j1,52,%)

(N
Constraints (6) and (7) are used to guarantee that if a virtual
node 7 is deployed on a physical node j;, i.e. z; 5, = 1, and
the virtual node 7 + 1 is hosted by a physical node jo, i.e.
Z;i41,j, = 1, then the virtual arc (4,7 + 1) should be deployed
on the k" physical path starting from node j; to node 7o, i.e.

Y(i,i+1); (g rk) = 1o

> 2 > Yt Grek = L Vi€ {1,2,3}

J1EV ja€ P (j1,1) k€KX (j1,52,1)
3

Constraints (8) guarantee that each virtual arc (i,¢ + 1) is
deployed on exactly one physical path.

Z (Y1) Gr ok F Y4 1) Gargn b)) Daier) < MG, gk
1€1,2,3

VZ € {1,2,3},Vj1 € 4//,Vj2 € t@(jl,l),Vk‘ € %(jl,jg,l)

)

Constraints (9) impose that the bandwidth of a feasible
physical path between nodes j; and jo must exceed the sum
of all hosted b; ;41 on that path.

Table I summarizes optimization parameters and variables
used in our mathematical formulation.

E. Reinforcement Learning based Approach

a) Problem formulation with Markov Decision Process
(MDP): In the following we propose a new approach based
on Reinforcement Learning to cope with scalability issues
and will be benchmarked by the exact approach given by
the ILP algorithm. We formulated the problem as a Markov
Decision Process (MDP). In an MDP, a decision-maker noted
by agent is interacting with the environment represented by
the described physical infrastructure (blue graph of Figure
1). These interactions occur sequentially over time. At each
time step, the agent will obtain some representation of the
environment’s state. Given this representation, it selects an
action to be considered. The environment is then transitioned
into a new state, and the agent receives a reward according

Y(iyi+1)(G1,jark) = Tit1,4o, Vi € {1,2,3},Vja € ¥/

Y(i,i+1)(j1,d2,k) = xi7j17Vi € {17 2, 3},Vj1 eV

TABLE I: Mathematical formulations’ parameters

Parameters Definition

binary variables indicating if f; is hosted in
J1

a binary variable indicating if the virtual
arc (i,4') is hosted on the physical path
between j1, j2

Hj a binary variable indicating if node j; is
solicited

¢ the requested CPU amount by VN F;

Cj The available CPU amount in node j1

K (1 ,42,1) a set of all available and feasible (a path
with the minimum bandwidth on all its
edges is higher than the requested band-
width for the arc (¢,7 + 1)) paths between
nodes j1 and jo for the virtual arc (z,7+1)

Minimum available bandwidth on the k%"
feasible path between physical nodes j1 and
j2 for the virtual arc (4,7 + 1)

Tigy

Yi,i’551,52

NG Gy G,k

to its previous action.

The process of selecting an action from a given state,
transitioning to a new state, and receiving a reward is
occurring iteratively and creates a trajectory showing the
sequence of states, actions, and rewards. Throughout this
process, the agent maximizes the total amount of rewards it
receives. In other words, the agent maximizes the cumulative
rewards it receives over time. Figure 2 illustrates this

mechanism.
| Agent
state reward action
S, R, A
) Rr+1 (
S.. | Environment ]4——

A

\

Fig. 2: The agent-environment interaction in an MDP (source: [10])

To mathematically model the above mentioned description,
we consider a set of states S, a set of actions A, and a set
of rewards R. These sets have a finite number of elements
described as follows:

1) States: a state S; € S represents a physical node in our
infrastructure and precisely the node where the agent is
placed in at time step . We claim that the agent is in
state j at time step t referred as S7, if it is placed on
physical node j at time step t.

2) Actions: an action A; € A represents the next physical
node starting from the state .S;.

3) Rewards: a reward R; is obtained at time step t after
selecting the next physical node j and it consists of



the remaining CPU value of node j plus the remaining
bandwidth value on the selected path.

4) Transition Probability: Since the sets S and R are
finite, random variables S; and R; have well-defined
probability distributions. These distributions depend on
the preceding state and action that occurred in the pre-
vious time step ¢ — 1. However, these are not easy to be
obtained in a real network. Alternatively, RL comes as a
solution because it can learn from previous experiences
in a trial-and-error fashion, and choose the appropriate
actions without explicit state transition probability.

b) Q-Learning algorithm: In the following, we describe

our Q-Learning algorithm modified and adapted to our
problem. For each episode, we deploy the virtual function f;
on the physical node that has the maximum CPU capacity.
Then, we iteratively go through three time steps. The first
one is to deploy f> on the physical graph, the second one is
to deploy fs, and the third is to deploy f4. To describe the
process at every episode, and after selecting the corespondent
physical node (the best in terms of CPU) that will host
f1, the agent receives for every time step ¢ = 1,2,3 some
representation of the environment’s state S; € S which
represents the physical node where the agent is placed in
at time ¢ with updated CPU and bandwidth. Based on this
state, the agent selects an action A; € A that represents the
next node to consider from S;. This provides the state-action
pair (S;, A;) and we can define Q(S;, A;) as the state-action
value function which represents the reward when starting in
state .Sy and selecting action A; at time step ¢.
The decision of choosing an action in a certain state at time
step t is characterized by a policy 7(S;) = A;. Our goal is
to find an optimal policy that maximizes the value of the
state-action function.

Wopt(st) =A;eA Q(Sta At)u Vit e {17 273}

c) Description of Q-Learning function: Note that, given
a step, a state, and an action, the Q-function provides the
expected reward from taking the given action in the given
state following the given policy at time step t. At each
episode, our Q-Learning algorithm iteratively updates the
Q-values of our three-dimensional Q-table until it converges
to the optimal one. This Q-table is composed of three tables:
the first contains the Q-values that correspond to the action
of hosting f5, the second is for hosting f3 and the third is
for hosting f4. These Q-values are updated at each time step
as follows:

(10)

QUSi, Ai) = Q(Si, A) +al R(Si,4) (D)
— — —

Current Reward

New
Q-Value Q-Value
Maximum predicted reward, given
new state and all possible actions

——
reQl Al
H}43X Q'(S;, AY)
t

+y QS A0 |t € {1,2,3)

d) Exploration and Exploitation steps:: In our Q-
Learning approach, Exploration step is the operation of
exploring the environment to find out information about it
and Exploitation represents the operation of exploiting the
information that is already known about the environment in
order to maximize the return.

Hence, if the agent is able to explore the environment, it will
have the opportunity to find the group of physical nodes that
would maximize the remaining CPU and bandwidth capacities
in our physical graph. Nevertheless, if it only explores the
environment with no exploitation, then it will miss out on
making use of known information that could help to maximize
the cumulative reward. Therefore, we need a balance of both
exploitation and exploration, which should be simultaneously
performed. To reach this objective, we use the epsilon greedy
strategy defined below.

e) Epsilon-greedy strategy:: To attend the exploitation
and exploration trade-off, we use the epsilon greedy strategy.
We define an exploration rate e that we initially set to 1.
This exploration rate is the probability that the agent will
explore the environment rather than exploiting it. With
€ = 1, it is 100% certain that it will start out by exploring the
environment. As the agent learns more about our environment,
at the end of each new episode, € will decay by some rate
that we set, so that the likelihood of exploration becomes
less and less probable as the agent learns more and more
about the environment. At the end, this agent will become
“greedy” in terms of exploiting the environment once it has
the opportunity to explore and learn more about it. The main
procedure of our Q-Learning algorithm is represented as
follows (see Algorithm 1).

Algorithm 1 Q-Learning Algorithm

1: Q(St,At) — 0 VSt € ,/(//, VA{ € .Q{, Vt e {1,2,3};

2: Set up Q-Learning hyperparameters;

3: while episode < numberOfEpisods do

4: Choose the best node in terms of CPU capacity to host f1 and update
the physical graph;

5: while t < 3 do

6: if Exploration then

7: Select randomly the next node able to host the next virtual
function fi41;

8: end if Choose A; = 4,Q(St, A¢);

9: Perform A; and get the reward and the new state;

10: Update Q(St, A¢) according to equation (III-EOc);

11: Update CPU and Bandwidth on the physical graph;

12: end while

13: Do the exploration rate decay according to epsilon-greedy strategy;

14: end while

I'V. NUMERICAL RESULTS

Our proposed approaches are evaluated through a Python
implementation using CPLEX [11] solver for the exact ap-
proach. We use a laptop with 8Gb of RAM and 2.7Ghz of
CPU. The following metrics are used to quantify the efficiency
of the two proposed approaches (exact and Q-Learning):

1) Gap between the objective functions of the proposed

approaches: this metric is provided to measure the



efficiency of the RL algorithm benchmarked by the exact
method. It is given as follows:

ILPSOZ - RLSol
ILPsy

2) Convergence time: The necessary time to converge to
a (near) optimal solution

3) Scalability: The ability of the algorithms to scale and
provide a solution within an acceptable convergence
time.

4) Rejection rate: it represents the capacity of our pro-
posed approaches to process virtual requests in given
time window.

Gap(%) = x 100

To assess the performance of our proposed approaches,
we run various scenarios corresponding to the generation of
multiple physical graphs and virtual requests. We propose
a dynamic simulator addressing requests arrivals according
to a Poisson process. For each scenario in our simulations,
we represent each point by the average value of 50 runs of
different collected metrics of the two proposed approaches.
Simulation settings will be detailed in the sequel.

A. Simulation settings

In the following, we address simulations with dynamic
setting where demands for virtualized face detection chains
arrive according to a Poisson process with inter-arrival times
(noted by A~ ') and departures are represented by exponential
distribution with a parameter (lifetimes) represented by p~*,
also noted by service rate. This dynamic setting allows to
compute the system capacity, in terms of rejection rate. Hence,
we introduce p = ﬁ to assess these performances. Note that
the event of request rejection occurs when a new request
arrives while the system still processing a large number of
previous requests. This is modeled in our case by a buffer for
requests of limited size (10 in the numerical results). When this
buffer is full, new arriving requests are rejected. This rejection
is thus related to the algorithm’s necessary convergence time:
The faster the convergence, the lowest is the probability of
buffer overflow.

B. Numerical analysis

Figure 3 depicts the rejection rate evolution for different
values of system load. We selected physical graphs with 15,
30 and 50 nodes for this simulation. As the convergence time
for the exact (ILP) approach increases exponentially with the
graph size, the rejection rate is important for larger graph sizes
(close to 80% in the worst case). When the load increases (i.e.
the average number of new requests increases), the rejection
rate also increases. Note that for the RL approach, the rejection
rate is close to zero. This is due to the negligible necessary
time to converge to near optimal solution using the Q-Learning
approach (close to 0 in all considered scenarios).

To enlarge the grasp of the performance assessment of
our approaches, Table III represents the results of a com-
parison between the Reinforcement Learning based approach
and the exact approach using different metrics. Simulations

|
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Fig. 3: Algorithms’ Rejection rates for different graph sizes

correspond to graphs with a number of nodes in the [5;80]
range. The exact algorithm still outperforms RL in terms
of objective function metric (see columns 3 and 4 in Table
III). Nevertheless we notice that the gap between the Exact
and RL approaches has decreased for small and medium-
size networks. Figure 4 confirms this result. However, for
dense physical networks, RL approach needs more time in
the training phase of the learning process, before converging
to near optimal solutions. This is confirmed in Table III
illustrating the worst case for larger graphs with a Gap close to
10%. To improve this weakness of the RL algorithm, we may
estimate the Q-Values using Deep Reinforcement Learning
(DQN)” (see [?], for instance).

TABLE II: Exact vs RL Algorithms Performance

# nodes ‘ #links | Exa.Obj | RL.Obj | Exa.Time(ms) | RL.Time(ms) | Train Time RL(s) Gap%
7 18.35 17.11 14.72 0.921 1.61 6.79
16 225 21.06 72.64 7.33 11.48 6.4
25 24.42 22.59 171.72 26.18 17.07 7.49
34 2391 2223 379.74 31.96 48.09 7.01
43 24.77 22.92 632.81 54.02 93.99 7.44
52 25.49 23.51 937.66 56.1 98.42 7.8
70 25.96 23.6 14607.15 77.82 139.16 9.06
88 26.17 23.67 26110.11 102.23 182.47 9.55
124 26.4 23.75 58235.02 152.73 296.81 10.05
142 26.81 24.12 91514.16 180.04 378.63 10

TABLE III: Exact vs RL Algorithms Performance

# nodes ‘ # links Exa.Obj RL.Obj Exa.Time(ms) RL.Time(ms) Gap%
7 18.35 17.11 14.72 0.921 6.79
16 225 21.06 72.64 7.33 6.4
25 24.42 22.59 171.72 26.18 749
34 2391 22.23 379.74 31.96 7.01
43 24.77 22.92 632.81 54.02 7.44
52 25.49 23.51 937.66 56.1 7.8
70 25.96 23.6 14607.15 77.82 9.06
88 26.17 23.67 26110.11 102.23 9.55
124 264 23.75 58235.02 152.73 10.05
142 26.81 24.12 91514.16 180.04 10
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Fig. 4: RL-approach’s gap evolution

V. CONCLUSION AND FUTURE WORK

We addressed in this paper the virtualized face detection
optimization problem when considering edge computing and
networking architectures. Edge networking is able to bring
the resources and intelligence close to connected devices. We
focused on the mapping of virtual graphs representing face de-
tection in Industry 4.0 on edge networks represented by graphs
with limited resources. The considered optimization problem
is a notary NP-Hard problem. Hence, we proposed an ILP
approach to cope with small and medium problem instances,
and a Reinforcement Learning solution is then proposed and
deeply discussed to address scalability issues. We highlighted
the efficiency of our approaches through simulations, using
different graph requests and instances.

We showed the performance of our proposed solutions and
illustrated their use-fullness in different scenarios considering
face detection, and, we strongly believe their applications
in other relevant Industry 4.0 use cases such as predictive
maintenance and Fault detection.

For a future work, we propose to investigate new learning
and distributed solutions based on Federated Learning (FL),
which is a Machine Learning technique that enables us to
train an algorithm across multiple decentralized edge devices
or servers holding local data (see [12]). Our objective is
to distribute the exact approach on smaller interconnected
cameras/sensors and then use FL techniques to improve the
scalability and the quality of the results.
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