Accurate absorbing boundary conditions for two-dimensional peridynamics

Gang PANG\textsuperscript{a}, Songsong JI\textsuperscript{b}, Xavier ANTOINE\textsuperscript{c,}\textsuperscript{*}

\textsuperscript{a}School of Mathematical Science, Beihang University, Beijing 102206, China
\textsuperscript{b}HEDPS, CAPT, and LTCS, College of Engineering, Peking University, Beijing 100871, China
\textsuperscript{c}Université de Lorraine, CNRS, Inria, IECL, F-54506 Vandoeuvre-lès-Nancy Cedex, France

Abstract

The aim of this paper is to construct accurate absorbing boundary conditions (ABCs) for the two-dimensional peridynamics equation of motion which describes nonlocal phenomena arising in continuum mechanics based on integrodifferential equations. To this end, a full discretization of the system is used based on a Crank-Nicolson scheme in time and an asymptotically compatible scheme in space. Recursive relations for the Green’s functions are then derived and numerically used to evaluate the nonlocal ABCs. In particular, these absorbing boundary conditions solve the corner reflection problem with high precision. The stability of the complete fully discretized scheme is stated and numerical examples are finally reported to demonstrate the validity of the resulting ABCs.
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1. Introduction

A wide variety of nonlocal models has emerged over the last past years in many areas of physics and engineering [9]. In particular, the recent nonlocal peridynamic theory, introduced by Silling [9, 31], has been developed to reformulate the classical local equations of continuum mechanics to deal with material fracture problems [15, 21, 26, 27, 38], deformations [31], damage, cracking and wave propagation of peridynamics in unbounded media [36, 37]. Since analytical solutions are usually not available for general peridynamics models [25, 36], numerical simulations are strongly needed to investigate the behavior of the solutions [7, 22, 23, 24]. In the present paper, we consider the two-dimensional peridynamics equation of motion (with constant density) set in an unbounded medium which consists in searching for the unknown displacement field $u$ solution to

$$
\begin{align*}
&u_{tt}(x, y, t) = L_\delta u(x, y, t) + f(x, y), \quad (x, y) \in \mathbb{R}^2, \quad t \in (0, T], \\
&u(x, y, 0) = \phi^0(x, y), \quad (x, y) \in \mathbb{R}^2, \\
&u_t(x, y, 0) = \phi^1(x, y), \quad (x, y) \in \mathbb{R}^2, \\
&\lim_{|x|^2 + |y|^2 \to +\infty} u(x, y, t) = 0, \quad t \in (0, T],
\end{align*}
$$

(1)

where $\phi^{0,1}$ are two given initial data, $f$ is the body force and the maximal time of computation is $T$. The nonlocal operator $L_\delta$ appearing in (1) is given by [9, 11]

$$
L_\delta u(x, y, t) = \int_{\mathbb{R}^2} \gamma_\delta(x', y')(u(x + x', y + y', t) - u(x, y, t))dx'dy',
$$

(2)

where the interaction kernel function $\gamma_\delta$ has the following properties

- $\gamma_\delta$ is a radial function according to $r' = \sqrt{(x')^2 + (y')^2}$: $\gamma_\delta(x', y') = \gamma_\delta(r')$;
- $\gamma_\delta$ is positive: $\gamma_\delta(r') \geq 0$;
- $\gamma_\delta$ has a finite horizon $\delta$, i.e. $\gamma_\delta(r') = 0$, for $r' > \delta > 0$.

For the one-dimensional case [9], the integrodifferential operator $L_\delta$ generalizes the fractional Laplacian $(-\partial^2_x)^{s/2}$, with $1 \leq s \leq 2$. Generally speaking, nonlocal PDEs [8, 9] describe long-range interactions in a given system through the kernel function $\gamma_\delta$.

The method of absorbing/artificial boundary conditions (ABCs) (also sometimes called transparent or non-reflecting boundary conditions) is used in the present paper to reformulate the unbounded problem (1) into an initial boundary-value problem set in a square finite computational domain such that the waves striking the fictitious boundary could be efficiently annihilated. Since a few decades, many contributions (see e.g. [1, 3, 6, 13, 14, 16, 17, 18, 33]) were devoted to the design and implementation of accurate ABCs for integer order local PDEs, and in particular for wave-like equations. In the case of nonlocal PDEs, much less works on ABCs are available in the literature. In [12], the authors propose an ABC for the one-dimensional nonlocal wave equation. For the case of one-dimensional nonlocal Schrödinger equations, we refer to [28, 39] for the boundary treatment and numerical analysis of ABCs. DtN-based boundary operators are developed in [40, 41] for one-dimensional nonlocal heat equations. The absorbing layers/PML approach is investigated for the one-dimensional heat and Schrödinger equations involving fractional operators in [5, 20]. A general PML approach is introduced in [2] for fractional PDEs, and completed with techniques in [4] which are more specifically devoted to the fractional Laplacian. Some efficient local in-time ABCs are proposed for the one-dimensional peridynamics case in [32, 35]. However, these algorithms meet difficulties when dealing with the corner problem for two- and three-dimensional domains. For two-dimensional nonlocal PDEs, ABCs are constructed in [10] but without stability analysis. In
general, much less works dedicated to ABCs for two-dimensional spatially nonlocal and fractional PDE models are available. A crucial difficulty when dealing with these nonlocal problems is to compute the Green’s functions accurately [34]. In the present work, we solve this problem by using techniques developed in [19, 29, 30], where the Green’s functions for both the semi-discretized heat and Schrödinger equations in a two-dimensional domain are computed accurately. The corresponding boundary conditions solve the problem of corner reflection for the two-dimensional peridynamics model with high precision.

The aim of the present paper is (i) to construct ABCs for a fully-discretized version of (1), (ii) to develop a stability analysis of the resulting scheme and (iii) to confirm the accuracy of the approach through numerical examples. To this end, a Crank-Nicolson time discretization and a spatial asymptotically compatible scheme are applied to (1) to obtain a full discretization in Subsection 2.1. Then, the exact ABC for the fully discretized version of (1) is extracted in Subsection 2.2. In addition, an efficient recursive algorithm is proposed in Subsection 2.3 to compute with high accuracy the discrete Green’s functions which are involved in the construction of the ABCs in Subsection 2.4. In Section 3, the stability analysis of the scheme with ABCs is developed. Numerical examples are reported in Section 4 to confirm the effectiveness of the ABCs. Finally, we end by a conclusion in Section 5.

2. Absorbing boundary conditions for the fully discretized peridynamics

To construct the accurate absorbing boundary conditions for the two-dimensional peridynamics system (1), we first derive its fully discretized version in Subsection 2.1. Next, the corresponding ABCs are proposed in Subsections 2.2 and 2.3, before providing the full scheme in Subsection 2.4.

2.1. Time and space discretizations of the two-dimensional peridynamics system

The Asymptotic Compatibility (AC) discretization scheme derived in [12] is used to approximate the integrodifferential operator \( L_\delta \) given by (2). The square computational domain \([-x_J, x_J] \times [-x_J, x_J]\) is discretized by using \((2J+1) \times (2J+1)\) grid points \((x_j, y_\ell) = (jh, \ell h), -J \leq j, \ell \leq J, h = x_J/J > 0\). The piecewise multilinear basis function \( \phi_{j,\ell}(x, y) \) is introduced such that \( \phi_{j,\ell}(x_m, y_k) = \delta^{m,k}_{j,\ell} \), where we define the Kronecker symbol \( \delta^{k,m}_{j,\ell} \), for \((k, m) \in \mathbb{Z}^2 \) given, such that: \( \delta^{k,m}_{j,\ell} = 0 \) for \((j, \ell) \neq (k, m)\) and \( \delta^{k,m}_{j,\ell} = 1 \), otherwise. Then, by considering an integer \( K \geq 0 \), the AC discretization of \( L_\delta \) is given by: for \((j, \ell) \in \mathbb{Z}^2\)

\[
L_\delta u(x_j, y_\ell) \approx \sum_{k,m=0}^{K} b_{k,m} (u(x_{j+k}, y_{\ell+m}) + u(x_{j+k}, y_{\ell-m}) + u(x_{j-k}, y_{\ell+m}) + u(x_{j-k}, y_{\ell-m}) - 4u(x_j, y_\ell)), \tag{3}
\]

where the real-valued coefficients \( b_{k,m} \) are such that

\[
b_{k,m} := \begin{cases} \frac{k + m}{h(k^2 + m^2)} \int_{B^+(0, \delta)} \phi_{k,m}(x, y) \gamma_\delta (\sqrt{x^2 + y^2}) \frac{x^2 + y^2}{x + y} \, dx \, dy, & (k, m) \neq (0, 0), \\ 0, & (k, m) = (0, 0), \end{cases}
\]

\( B^+(0, \delta) \) being the first quadrant of the disc centered at the origin with radius \( \delta \). It is clear that \( b_{k,m} = b_{m,k} \).

For a sequence \( u = \{u^n\}_{n=0}^{\infty} \) such that \( \sum_{n=0}^{\infty} |u^n|^2 < \infty \), the operators \( S^\pm u \) are defined by: \( S^\pm u = \{u^{n+1}\}_{n=0}^{\infty} \), setting \( u^{-1} = 0 \). The average operators \( E^\pm \) and difference quotient operators \( D^\pm_\tau \) with uniform time step \( \tau \) are given by \( E^\pm = (S^\pm + I)/2 \) and \( D^\pm_\tau = \pm (S^\pm - I)/\tau \), respectively.
The following symbols are used: $S^\pm u^n = (S^\pm u)^n$, $E^\pm u^n = (E^\pm u)^n$ and $D^\pm u^n = (D^\pm u)^n$. Let us introduce the coefficients:

$$a_{k,m} = b_{|k|,|m|}, \quad (k, m) \neq (0, 0), \quad a_{0,0} = -\sum_{-K \leq k,m \leq K, (k,m) \neq (0,0)} b_{k,m}.$$  \hspace{1cm} (4)

Based on the Crank-Nicolson (CN) time scheme at time $t_n = n\tau$ and the AC spatial discretization (3), we obtain the fully discretized peridynamics system (called CNAC) approximating (1) (for $f = 0$)

$$D^- r D^+ u^n_{j,\ell} = E^- E^+ \Delta_h u^n_{j,\ell} := \sum_{k,m=-K}^{K} a_{k,m} E^- E^+ u^n_{j+k,\ell+m}, \quad \text{for } j, \ell \in \mathbb{Z}, \hspace{1cm} (5)$$

where $u^n_{j,\ell}$ denotes the numerical approximation of $u(x_j, y_\ell, t_n)$.

2.2. Construction of the absorbing boundary conditions for the fully discretized peridynamics

We propose to derive the exact absorbing boundary conditions for general compactly supported initial data $\phi^0$ and $\phi^1$. For convenience, we introduce the notation $\mathcal{R}_L(m,n)$ to denote a rectangular box in $\mathbb{Z}^2$ such that $\mathcal{R}_L(m,n) = \{(p,q) : |p - m| \leq L, |q - n| \leq L\}$. The finite rectangular computational domain can be chosen as $\mathcal{R}_J(0,0)$, with size $(2J+1) \times (2J+1)$ (blue square domain in Figure 1 for the specific case $J = 4$ and $K = 2$), such that $u^n_{j,\ell}$ is located at $(j,\ell)$, with $j = -J, ..., J$ and $\ell = -J, ..., J$. Therefore, the white interior points correspond to $\mathcal{R}_{J-K}(0,0)$, the yellow interior layer points to $\mathcal{R}_J(0,0)/\mathcal{R}_{J-K}(0,0)$ and finally the gray exterior layer points to $\mathcal{R}_{J+K}(0,0)/\mathcal{R}_J(0,0)$.
\[ R_{J+K}(0,0) / R_J(0,0) \]. Let us denote by \( \text{mod}(a, b) \) the modulo function which provides the remainder of the division of \( a \) by \( b \). Then, we define the symbol \( \nu(k) \), \( 1 \leq k \leq 4K(2J + 1 - K) \), to denote the location of the \( k \)-th interior layer node (yellow node in Figure 1) such that

- For \( 1 \leq k \leq (2J + 1)K \):
  1. If \( \text{mod}(k, 2J + 1) \neq 0 \):
     \[
     \nu(k) = \left( -J + \frac{k - \text{mod}(k, 2J + 1)}{2J + 1}, -J + \text{mod}(k, 2J + 1) - 1 \right)
     \]
  2. If \( \text{mod}(k, 2J + 1) = 0 \):
     \[
     \nu(k) = \left( -J + \frac{k - \text{mod}(k, 2J + 1)}{2J + 1} - 1, J \right)
     \]
- For \( (2J + 1)K + 1 \leq k \leq (2J + 1)K + (2J + 1 - 2K)2K \):
  \( k_1 = k - (2J + 1)K - 1 \)
  1. If \( \text{mod}(k_1, 2K) \neq 0 \):
     (a) If \( \text{mod}(k_1, 2K) \leq K \):
     \[
     \nu(k) = \left( -J + K + \frac{k - \text{mod}(k_1, 2K)}{2K}, -J + \text{mod}(k_1, 2K) - 1 \right)
     \]
     (b) If \( \text{mod}(k_1, 2K) \geq K + 1 \):
     \[
     \nu(k) = \left( -J + K + \frac{k - \text{mod}(k_1, 2K)}{2K}, J - (2K - \text{mod}(k_1, 2K)) + 1 \right)
     \]
  2. If \( \text{mod}(k_1, 2K) = 0 \):
     \[
     \nu(k) = \left( -J + K + \frac{k_1 - \text{mod}(k_1, 4K)}{4K} - 1, J \right)
     \]
- For \( (2J + 1)K + (2J + 1 - 4K)2K + 1 \leq k \leq J^2 - (J - 2K)^2 \):
  \( k_1 = k - (2J + 1)K - (2J + 1 - 2K)2K \)
  1. If \( \text{mod}(k_1, 2J + 1) \neq 0 \):
     \[
     \nu(k) = \left( J - K + 1 + \frac{k_1 - \text{mod}(k_1, 2J + 1)}{2J + 1}, -J + \text{mod}(k_1, 2J + 1) - 1 \right)
     \]
  2. If \( \text{mod}(k_1, 2J + 1) = 0 \):
     \[
     \nu(k) = \left( J - K + 1 + \frac{k_1 - \text{mod}(k_1, 2J + 1)}{2J + 1} - 1, J \right)
     \]

The location of the \( m \)-th exterior layer node (black node in Figure 1) is labelled by the symbol \( \mu(m) \) in the same way. The number of interior layer nodes is equal to \( (2J + 1)^2 - (2J + 1 - 2K)^2 = 4K(2J + 1 - K) \). We use \( \mathcal{B}_{\text{Int}} \) to denote the set consisting of the locations of interior layer nodes, namely,

\[
\mathcal{B}_{\text{Int}} = \{ \nu(k) : 1 \leq k \leq 4K(2J + 1 - K) \},
\]
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with cardinal $|B_{\text{Int}}| = 4K(2J + 1 - K)$. We also define: $B_{\text{Ext}} = \{\mu(k) : 1 \leq k \leq 4K(2J + 1 + K)\}$, with $|B_{\text{Ext}}| = 4K(2J + 1 + K)$. The notation $(I[u])^n := [u^n_{\nu(1)}, \ldots, u^n_{\nu(|B_{\text{Int}}|)}]^T$ is used for the interior layer vector such that $u^\mu_{\nu(k)}$ is located at the point $\nu(k)$ in $B_{\text{Int}}$ (with $M^T$ the transpose of any complex-valued matrix $M$). Similarly, the exterior layer vector is $(E[u])^n := [u^\mu_{\nu(1)}, \ldots, u^\mu_{\nu(|B_{\text{Ext}}|)}]^T$.

We define the $Z$-transform of a given complex-valued sequence $(f^n)_{n \in \mathbb{N}}$ by

$$\hat{f}(z) := \sum_{k=0}^{\infty} f^n z^{-n}.$$  

For a sequence of $M \times M$ matrices $(A^n)_{n \in \mathbb{N}}$ and for a sequence of vectors $(v^n)_{n \in \mathbb{N}} \in \mathbb{C}^M$, the associated $Z$-transforms are:

$$\hat{A}(z) := \sum_{n=0}^{\infty} A^n z^{-n} \quad \text{and} \quad \hat{v}(z) := \sum_{n=0}^{\infty} v^n z^{-n}.$$  

In addition, the convolution $\ast$ of two sequences $\{g^n\}_n$ and $\{f^n\}_n$ is such that

$$(f \ast g)^n := \sum_{r=0}^{n} g^{n-r} f^r,$$  

while for two sequences of matrices $\{A^n\}_n$ and $\{B^n\}_n$ of size $M \times M$ we have:

$$(A \ast B)^n := \sum_{r=0}^{n} A^{n-r} B^r.$$  

Finally, we introduce the function

$$\rho_{\text{Int}}(z, x, y) := \left(\frac{z - 1}{\tau}\right)^2 - \left(\frac{z + 1}{2}\right)^2 A_{\text{Int}}(x, y),$$  

with (setting $i = \sqrt{-1}$)

$$A_{\text{Int}}(x, y) := \sum_{k,m=-K}^{K} a_{k,m} e^{-ix} e^{-imy}. $$

From the assumption on the compact support of $\phi^0$, the discrete initial data $u^0_{j,\ell}$ is zero outside the selected computational domain, including its interior layer (i.e. compactly supported in the domain consisting of the white points in Figure 1). In this setting, we can extract the ABCs to complete the CNAC discrete system (5), restricted to indices $(j, \ell) \in B_{\text{Int}}$. To this end, a relation between the unknowns $u^\mu_{\nu(j)}$ ($1 \leq j \leq |B_{\text{Ext}}|$) in the exterior layer (black dots in Figure 1) and the values $u^n_{\nu(j)}$ ($1 \leq j \leq |B_{\text{Int}}|$) in the interior layer (yellow nodes) in the computational domain is derived in Theorem 1. This relation plays the role of an ABC.

**Theorem 1.** Under the above setting, the ABC for the discretized peridynamics equation (5) is

$$u^n_{\mu(j)} = \sum_{k=1}^{|B_{\text{Int}}|} (C_{j,k} \ast u^n_{\nu(k)}), \quad \text{for} \ 1 \leq j \leq |B_{\text{Ext}}|,$$  

$$u^n_{\nu(j)} = \sum_{k=1}^{|B_{\text{Int}}|} (C_{j,k} \ast u^n_{\mu(k)}), \quad \text{for} \ 1 \leq j \leq |B_{\text{Ext}}|.$$
Proof of Lemma 2.

The functions \( \mathcal{C} \) is given through the relation: \( \mathcal{C}(z) = \mathcal{B}(z) \mathcal{A}^{-1}(z) \), where \( \mathcal{B}_{j,k} = f_{\|j\|}^{n} \), for \( 1 \leq j \leq |\mathcal{B}_{\mathcal{Ext}}| \), \( 1 \leq k \leq |\mathcal{B}_{\mathcal{Int}}| \), and \( \mathcal{A}_{j,k}^{n} = f_{|j\|}^{n} \), for \( 1 \leq j, k \leq |\mathcal{B}_{\mathcal{Int}}| \), with

\[
\hat{f}_{j,\ell}(z) = \frac{\hat{g}_{j,\ell}(z)}{g_{0,0}(z)},
\]

and

\[
\hat{g}_{j,\ell}(z) = \frac{1}{4\pi^2} \int_{0}^{2\pi} \int_{0}^{2\pi} (\rho_{\mathcal{Int}}(z,x,y))^{-1} e^{-ijx - i\ell y} dx dy.
\]

In addition, the notation \(|(m,n)|\) represents \(|m|, |n|\).

To prove Theorem 1, we first need to state the following Lemma.

**Lemma 1.** The functions \( \hat{f}_{j,\ell}(z) \), for \( (j, \ell) \in \mathbb{Z}^2 \), satisfy the following equation

\[
(z - \frac{1}{\tau})^2 \hat{f}_{j,\ell}(z) = (z + \frac{1}{2}) \sum_{k,m=-K}^{K} a_{k,m} \hat{f}_{j+k,\ell+m}(z) + \frac{\delta_{j,\ell}^0}{g_{0,0}(z)}.
\]

**Proof of Lemma 1.** Let \( j, \ell \in \mathbb{Z} \). A simple calculation based on (8)-(9) leads to

\[
\sum_{k,m=-K}^{K} a_{k,m} \hat{f}_{j+k,\ell+m}(z) = \frac{1}{4\pi^2 g_{0,0}(z)} \int_{0}^{2\pi} \int_{0}^{2\pi} \rho_{\mathcal{Int}}^{-1}(z,x,y) A_{\mathcal{Int}}(x,y) e^{-ijx - i\ell y} dx dy
\]

\[
= \frac{4}{(z+1)^2 g_{0,0}(z)} \left[ \frac{1}{4\pi^2} \int_{0}^{2\pi} \int_{0}^{2\pi} e^{-ijx - i\ell y} dx dy + \left( \frac{z-1}{\tau} \right)^2 \hat{g}_{j,\ell} \right]
\]

\[
= \frac{4}{(z+1)^2 g_{0,0}(z)} \left[ \left( \frac{z-1}{\tau} \right)^2 \hat{g}_{j,\ell}(z) - \delta_{j,\ell}^0 \right],
\]

which provides (10). \( \blacksquare \)

Let us now prove the following result based on Lemma 1.

**Lemma 2.** Let us set \( N\tau = T \). We assume that the kernel functions \( \{f_{j,\ell}^{n}\}_{n \in \mathbb{N}} \) satisfy (8)-(9), for \( (j, \ell) \in \mathbb{Z}^2 \). We consider \( |\mathcal{B}_{\mathcal{Int}}| \) given sequences \( \{v_{\nu(k)}^{n}\}_{n \in \mathbb{N}} \), for \( 1 \leq k \leq |\mathcal{B}_{\mathcal{Int}}| \), such that \( v_{\nu(k)}^{0} = 0 \), \( v_{\nu(k)}^{1} = 0 \) and \( v_{\nu(k)}^{n} = 0 \), with \( n \geq N + 1 \). If we define

\[
u_{j,\ell}^{n} = \sum_{k=1}^{\mathcal{B}_{\mathcal{Int}}} (f_{j,\ell}^{(j,\ell) - \nu(k)} * v_{\nu(k)})^{n}, \quad \text{for } (j, \ell) \in \mathbb{Z}^2 / \mathcal{R}_{j-k}(0,0),
\]

then, for any \( (j, \ell) \in \mathbb{Z}^2 / \mathcal{R}_{j}(0,0) \), we have

\[
D_{\tau}^{-} D_{\tau}^{+} \nu_{j,\ell}^{n} = E^{-} E^{+} L_{\delta,\delta} u_{j,\ell}^{n},
\]

with \( u_{j,\ell}^{0} = 0 \) and \( u_{j,\ell}^{1} = 0 \).

**Proof of Lemma 2.** It is clear that \( \tilde{v}_{\nu(k)}(z) \) exists for \( 1 \leq k \leq |\mathcal{B}_{\mathcal{Int}}| \). From (11), we obtain

\[
\tilde{u}_{j,\ell}(z) = \sum_{k=1}^{\mathcal{B}_{\mathcal{Int}}} \tilde{f}_{j,\ell}^{(j,\ell) - \nu(k)}(z) \tilde{v}_{\nu(k)}(z), \quad \text{for } (j, \ell) \in \mathbb{Z}^2 / \mathcal{R}_{j-K}(0,0).
\]
For \((j, \ell) \in \mathbb{Z}^2/\mathcal{R}_J(0,0)\), we have: \((j, \ell) - \nu(k) \neq (0,0)\), with \(1 \leq k \leq |\mathcal{B}_{\text{int}}|\), and \(\delta_{(j,\ell)-\nu(k)}^{0,0} = 0\). Thus, from (10) and (13), the function \(\hat{u}_{j,\ell}(z)\) satisfies

\[
\left(\frac{z - 1}{\tau}\right)^2 \hat{u}_{j,\ell}(z) = \sum_{k=1}^{\frac{|\mathcal{B}_{\text{int}}|}{2}} \left(\frac{z - 1}{\tau}\right)^2 \hat{f}_{(j,\ell)-\nu(k)}(z)\hat{v}_{\nu(k)}(z)
\]

\[
= \left(\frac{z + 1}{2}\right)^2 \left[ \sum_{k=1}^{\frac{|\mathcal{B}_{\text{int}}|}{2}} \sum_{-K \leq p, q \leq K} a_{p,q} \hat{f}_{(j,\ell)-\nu(k)-(p,q)}(z)\hat{v}_{\nu(k)}(z) \right] 
\]

\[
= \left(\frac{z + 1}{2}\right)^2 \left[ \sum_{-K \leq p, q \leq K} a_{p,q} \sum_{k=1}^{\frac{|\mathcal{B}_{\text{int}}|}{2}} \left(\hat{f}_{(j,\ell)-\nu(k)-(p,q)}(z)\hat{v}_{\nu(k)}(z) \right) \right] 
\]

\[
= \left(\frac{z + 1}{2}\right)^2 \sum_{-K \leq p, q \leq K} a_{p,q} \hat{u}_{(j,\ell)-(p,q)}(z),
\]

which leads to (12) after inversion by the \(Z\)-transform. Finally, we obtain

\[
u_{j,\ell}^0 = \sum_{k=1}^{\frac{|\mathcal{B}_{\text{int}}|}{2}} f_{(j,\ell)-\nu(k)}^0 v_{\nu(k)}^0 = 0
\]

and

\[
u_{j,\ell}^1 = \sum_{k=1}^{\frac{|\mathcal{B}_{\text{int}}|}{2}} (f_{(j,\ell)-\nu(k)}^0 v_{\nu(k)}^1 + f_{(j,\ell)-\nu(k)}^1 v_{\nu(k)}^0) = 0
\]

from (13). ■

From Lemma 2, we deduce that the function \(u_{j,\ell}^n\), defined by (11), for \((j, \ell) \in \mathbb{Z}^2/\mathcal{R}_J(0,0)\), satisfies the governing fully discretized peridynamics on the exterior domain. Thus, an expression of the ABC given by (11) can be obtained at the boundary if one can compute \(\{v_{\nu(k)}^n\}_n\), for \(1 \leq k \leq |\mathcal{B}_{\text{int}}|\). This question is considered in the following Lemma.

**Lemma 3.** Let us assume that \(\tau^2 \leq |a_{0,0}|^{-1}/4\), with \(a_{0,0}\) given by (4). For \(|\mathcal{B}_{\text{int}}|\) given sequences \(\{u_{\nu(j)}^n\}_n\), such that \(u_{\nu(j)}^0 = 0\), \(u_{\nu(j)}^1 = 0\) and \(u_{\nu(j)}^n = 0\), for \(n \geq N + 1\), one can find \(|\mathcal{B}_{\text{int}}|\) sequences \(\{v_{\nu(k)}^n\}_n\), with \(1 \leq k \leq |\mathcal{B}_{\text{int}}|\), satisfying

\[
u_{\nu(j)}^n = \sum_{k=1}^{\frac{|\mathcal{B}_{\text{int}}|}{2}} (f_{\nu(j)-\nu(k)} v_{\nu(k)})^n, \quad 1 \leq j \leq |\mathcal{B}_{\text{int}}|.
\]

Furthermore, we have

\[
\sum_{(j,\ell) \in \mathbb{Z}^2/\mathcal{R}_J(0,0)} |u_{j,\ell}^n|^2 < +\infty,
\]

where

\[
u_{j,\ell}^n = \sum_{k=1}^{\frac{|\mathcal{B}_{\text{int}}|}{2}} (f_{(j,\ell)-\nu(k)} v_{\nu(k)})^n,
\]

for \((j, \ell) \in \mathbb{Z}^2/\mathcal{R}_J(0,0)\).
Proof of Lemma 3. Let us note that $u_{\nu(j)}^n = 0$, for $n \geq N + 1$ and $1 \leq j \leq |B_{\text{int}}|$. Thus, $\tilde{u}_{\nu(j)}(z)$ is analytic for $z \neq 0$ and $1 \leq j \leq |B_{\text{int}}|$. To get (14), we only need to solve an equivalent version, namely,

$$
\tilde{u}_{\nu(j)} = \sum_{k=1}^{|B_{\text{int}}|} \hat{f}_{\nu(j) - \nu(k)}(z) \hat{u}_{\nu(k)}(z), \quad 1 \leq j \leq |B_{\text{int}}|.
$$

(16)

Since $\hat{f}_{\nu(j) - \nu(k)}(z) = \frac{\hat{g}_{\nu(j) - \nu(k)}(z)}{\hat{g}_{0,0}(z)}$, (16) can be written as

$$
\tilde{u}_{\nu(j)} = \sum_{k=1}^{|B_{\text{int}}|} \hat{g}_{\nu(j) - \nu(k)}(z) \hat{u}_{\nu(k)}(z) \hat{g}_{0,0}^{-1}, \quad 1 \leq j \leq |B_{\text{int}}|.
$$

(17)

Recalling now that $I[\hat{u}] = (\hat{u}_{\nu(1)}, \cdots, \hat{u}_{\nu(|B_{\text{int}}|)})^T$ and $I[\hat{v}] = (\hat{v}_{\nu(1)}, \cdots, \hat{v}_{\nu(|B_{\text{int}}|)})^T$, then (17) can be rewritten in the form of $I[\hat{u}] = \hat{A} I[\hat{v}]$, where $\hat{A}$ is the $|B_{\text{int}}| \times |B_{\text{int}}|$ matrix such that $\hat{A}_{j,k}(z) = \hat{g}_{\nu(j) - \nu(k)}(z) \hat{g}_{0,0}^{-1}$ because $\hat{g}_{\nu(j) - \nu(k)} = \hat{g}_{\nu(k) - \nu(j)}$. In addition, for large values of $|z|$, we have

$$
\hat{g}_{j,\ell}(z) = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \rho_{-1}^{-1}(z,x,y) e^{-ijx - iy} dx dy = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \rho_{2}^{-1}(z,x,y) e^{-ijx - iy} dx dy
$$

$$
= \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{\partial}{\partial x} \rho_{-1}^{-1} e^{-ijx - iy} dx dy = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{\partial^2}{\partial x \partial y} \rho_{-1}^{-1} e^{-ijx - iy} dx dy.
$$

(18)

where

$$
\gamma_{j,\ell} = \frac{\tau^2}{4\pi^2} \int_0^{\pi} \int_0^{\pi} \sum_{m=0}^{\infty} \left( \frac{\tau^2 A_{\text{int}}(x,y)}{4} \right)^m e^{-ijx - iy} dx dy = \tau^2 \delta_{j,\ell} + O(\tau^3).
$$

Thus, we derive that: $\hat{A} = I + O(\tau) + O(\tau^{-1})$, where $I$ is the $|B_{\text{int}}| \times |B_{\text{int}}|$ identity matrix. Therefore, for large values of $|z|$ and small values of $|\tau|$, we have: $I[\hat{u}] \approx \hat{A} I[\hat{v}]$, and conclude that (17) has a unique sequence solution $I[\hat{v}]$, which leads to (16).

In addition, we have

$$
\hat{g}_{j,\ell}(z) = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \rho_{-1}^{-1}(z,x,y) e^{-ijx - iy} dx dy = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \rho_{2}^{-1}(z,x,y) e^{-ijx - iy} dy dx
$$

$$
= \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{\partial}{\partial x} \rho_{1}^{-1} e^{-ijx - iy} dx dy = -\frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{\partial^2}{\partial x \partial y} \rho_{1}^{-1} e^{-ijx - iy} dx dy.
$$

Let us assume that $2<4|a_{0,0}|^{-1}/4$. Then, from $|z| > 4$, we have

$$
\left| \frac{(z-1)^2}{\tau^2} - \frac{(z+1)^2}{4} A_{\text{int}} \right| \geq \left| \frac{|z|-1}{\tau^2} - \frac{(z+1)^2}{4} |a_{0,0}| \right| > \left| \frac{9}{\tau^2} - \frac{25}{2} |a_{0,0}| > \frac{47}{2} |a_{0,0}|. \right|
$$

By (9), it is clear that $\hat{g}_{j,\ell}(z)$ is analytic for $|z| \geq 4$ by (18). Therefore, for $|z| \geq 4$, one has

$$
|\hat{g}_{j,\ell}(z)| \leq \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{\partial^2}{\partial x \partial y} \rho_{-1}^{-1} e^{-ijx - iy} dx dy \leq \frac{1}{j^\ell} \max_{(x,y) \in [0,2\pi]^2, |z| \geq 4} \left| \frac{\partial^2}{\partial x \partial y} \rho_{-1}^{-1} \right| \leq \frac{C}{j^\ell}.
$$
Similarly, we have: \(|g_{0,\ell}(z)| \leq C/\ell\). As a consequence, for the computational domain \(\mathcal{R}_J(0,0)\) with fixed size \(2J+1\) (as stated in Section 2.2), with \((j, \ell) \in \mathbb{Z}^2/\mathcal{R}_J(0,0)\) and \(|z| \geq 4\), one gets

\[
|\hat{u}_{j,\ell}| = \left| \sum_{k=1}^{\mid B_{\text{Int}} \mid } \hat{g}(j,\ell) - \nu(k) \hat{u}_\nu(k)(\hat{g}_{0,0})^{-1} \right| \leq \frac{C \mid B_{\text{Int}} \mid}{|j \pm J|}, \text{ for } |j| > J.
\]

We also have: \(|\hat{u}_{j,\ell}| \leq C \mid B_{\text{Int}} \mid |\ell \pm J|^{-1}, \text{ for } |\ell| > J, \text{ and } |\hat{u}_{j,\ell}| \leq \frac{C \mid B_{\text{Int}} \mid}{|j \pm J||\ell \pm J|} \text{ for } |\ell| > J \text{ and } |j| > J.\)

For \(N\) fixed and \(n \leq N\), the above two inequalities imply that

\[
|u_{j,\ell}^n| = \left| \frac{1}{2\pi i} \int_{|z|=4} \hat{u}_{j,\ell}(z) z^{-n} dz \right| \leq \frac{C \mid B_{\text{Int}} \mid}{|\ell - J|} \int_{|z|=4} |z|^{-n-1} dz \leq \frac{C \mid B_{\text{Int}} \mid 4^N}{|\ell - J|}, \text{ for } |\ell| > J,
\]

\[
|u_{j,\ell}^n| \leq \frac{C \mid B_{\text{Int}} \mid 4^N}{|\ell - J||\ell - J|}, \text{ for } |\ell| > J, |j| > J. \quad (19)
\]

By using (19), we obtain

\[
\sum_{(j,\ell) \in \mathbb{Z}^2/\mathcal{R}_J(0,0)} |u_{j,\ell}^n|^2 = \sum_{|\ell| > J, |j| \leq J} |u_{j,\ell}^n|^2 + \sum_{|\ell| \leq J, |j| > J} |u_{j,\ell}^n|^2 + \sum_{|\ell| > J, |j| > J} |u_{j,\ell}^n|^2
\]

\[
\leq C \mid B_{\text{Int}} \mid^2 (16)^N \sum_{|j| \leq J} \sum_{\ell = J+1}^{\infty} \frac{1}{(\ell - J)^2} + C \mid B_{\text{Int}} \mid^2 (16)^N \sum_{|\ell| \leq J} \sum_{j = J+1}^{\infty} \frac{1}{(j - J)^2}
\]

\[
+ C \mid B_{\text{Int}} \mid^2 (16)^N \sum_{j = J+1}^{\infty} \sum_{\ell = J+1}^{\infty} \frac{1}{(j - J)^2(\ell - J)^2} < +\infty.
\]

Based on Lemmas 2 and 3, we can now prove Theorem 1.

**Proof of Theorem 1.** From Lemma 3, there exist \(|B_{\text{Int}}|\) sequences \(\{v_{\nu(k)}^n\}\) with \(1 \leq k \leq |B_{\text{Int}}|\), such that (14) holds for the \(|B_{\text{Int}}|\) interior layer values \(\{u_{\nu(j)}^n\}\) with \(1 \leq j \leq |B_{\text{Int}}|\). Now, \(\{u_{\nu(j)}^n\}\) can be defined from the sequences \(\{v_{\nu(k)}^n\}\) by (11), with \((j, \ell) \in \mathbb{Z}^2/\mathcal{R}_J(0,0)\). Therefore, the sequences \(\{u_{\mu(j)}^n\}\) satisfy (12), for \(1 \leq j \leq |B_{\text{Ext}}|\), by Lemma 2. Thus, we prove that (11) and (14) provide the boundary condition, namely

\[
\begin{cases}
    u_{\mu(j)}^n = \sum_{k=1}^{\mid B_{\text{Int}} \mid} (f_{|\mu(j)-\nu(k)|} * v_{\nu(k)})^n, & 1 \leq j \leq |B_{\text{Ext}}|, \\
    u_{\nu(\ell)}^n = \sum_{k=1}^{\mid B_{\text{Int}} \mid} (f_{|\nu(\ell)-\nu(k)|} * v_{\nu(k)})^n, & 1 \leq \ell \leq |B_{\text{Int}}|,
\end{cases}
\]

(20)

since \(f_{j,\ell} = f_{j,-\ell} = f_{-j,\ell} = f_{-j,-\ell}\). Now, by eliminating \(\hat{u}(z)\) after applying the \(Z\)-transform to (20), we directly obtain

\[
u_{\mu(j)}^n = \sum_{k=1}^{\mid B_{\text{Int}} \mid} (C_{j,k} * u_{\nu(k)})^n, \quad 1 \leq j \leq |B_{\text{Ext}}|,
\]

where \(\hat{\mathcal{C}}(z) = \hat{\mathcal{B}}(z) \hat{A}^{-1}(z)\) such that \((\hat{A}^n)_{j,k} = f_{|\mu(j)-\nu(k)|}^n\), with \(1 \leq j, k \leq |B_{\text{Int}}|\), and \((\hat{\mathcal{B}}^n)_{j,k} = f_{|\nu(j)-\nu(k)|}^n\), with \(1 \leq j \leq |B_{\text{Ext}}|, 1 \leq k \leq |B_{\text{Int}}|\).
Since $f_{j,\ell} = f_{j,-\ell} = f_{-j,\ell} = f_{-j,-\ell}$, we only need to compute $f_{j,\ell}$, with $0 \leq j, \ell \leq K + 2J$. The term $\hat{C}(z)$ is determined in Subsection 2.3 by the sequences $\{f_{j,\ell}^n\}_n$ through the relation: $\hat{C}(z) = \hat{B}(z)\hat{A}^{-1}(z)$. Furthermore, since

$$
\hat{B}_{j,k}(z) = \frac{\hat{g}_{\mu(j)-\nu(k)}(z)}{\hat{g}_{0,0}(z)}, \quad \text{and} \quad \hat{A}_{j,k}(z) = \frac{\hat{g}_{\nu(j)-\nu(k)}(z)}{\hat{g}_{0,0}(z)},
$$

the matrices $\hat{A}$ and $\hat{B}$ can be modified as $\hat{B}_{j,k}(z) = \hat{g}_{\mu(j)-\nu(k)}(z)$ and $\hat{A}_{j,k}(z) = \hat{g}_{\nu(j)-\nu(k)}(z)$ to obtain $\hat{C}$ from $\hat{C} = \hat{B}\hat{A}^{-1}$. Hence, computing the functions $\hat{g}_{j,\ell}(z)$ instead of $\hat{f}_{j,\ell}(z)$ is sufficient.

### 2.3. Computation of the function $\{g^n_{j,\ell}\}_n$ and Green's function $\{C^n\}_n$

To derive the ABC (7), we have just seen that we only need to compute the sequences $\{g^n_{j,\ell}\}_n$, for $0 \leq \ell \leq j \leq 2J + K$, with $\{g^n_{j,\ell}\}_n$ the inverse $Z$-transform of $\hat{g}_{j,\ell}(z)$. By Lemma 1, the function $\hat{g}_{j,\ell}(z)$, for $(j, \ell) \in \mathbb{Z}^2$, satisfies

$$(\frac{z-1}{\tau})^2 \hat{g}_{j,\ell}(z) = \left(\frac{z+1}{2}\right)^2 \sum_{-K \leq k, m \leq K} a_{k, m} \hat{g}_{j-k, -m}(z) + \delta_{0,0}^{0,0},$$

leading to

$$D^- \tau D^+ \tau g^n_{j,\ell} = E^- E^+ L_{\delta, h} g^n_{j,\ell} + \delta_{0,0}^{0,0},$$

$$g^0_{j,\ell} = 0, g^1_{j,\ell} = 0. \quad \text{(21)}$$

Let us define $\Delta_{k,m}^x g^n_{j,\ell} = g^n_{j+k,\ell+m} - g^n_{j-k,\ell-m}$. Then, the following result holds.

**Lemma 4.** The sequences $\{g^n_{j,\ell}\}_n$, for $(j, \ell) \in \mathbb{Z}^2$ and $n \geq 2$, satisfy the recursive relation

$$n \sum_{k,m=1}^{K} a_{k,m}(\Delta_{k,m}^x g^n_{j,\ell} + \Delta_{k,m}^x g^n_{j,\ell} + (3n-1) \sum_{k,m=1}^{K} k a_{k,m}(\Delta_{k,m}^x g^n_{j,\ell} + \Delta_{k,m}^x g^n_{j,\ell}))$$

$$+(3n-2) \sum_{k,m=1}^{K} k a_{k,m}(\Delta_{k,m}^x g^n_{j,\ell} + \Delta_{k,m}^x g^n_{j,\ell}) + (n-1) \sum_{k,m=1}^{K} k a_{k,m}(\Delta_{k,m}^x g^n_{j,\ell} + \Delta_{k,m}^x g^n_{j,\ell})$$

$$+(3n-2) \sum_{k=1}^{K} k a_{k,0}(\Delta_{k,0}^x g^n_{j,\ell} + (n-1) \sum_{k=1}^{K} k a_{k,0}(\Delta_{k,0}^x g^n_{j,\ell} + \Delta_{k,0}^x g^n_{j,\ell}))$$

$$+(3n-1) \sum_{k=1}^{K} k a_{k,0}(\Delta_{k,0}^x g^n_{j,\ell} + \Delta_{k,0}^x g^n_{j,\ell}) = \frac{16 j}{\tau^2} g^n_{j,\ell} - \frac{16 j}{\tau^2} g^n_{j,\ell}. \quad \text{(23)}$$

**Proof of Lemma 4.** For any $(j, \ell) \in \mathbb{Z}^2$, we define $\hat{h}_{j,\ell}(z) = (z+1)^2 \hat{g}_{j,\ell}(z)$ and $\hat{h}_{j-k,\ell-m} = -\Delta_{k,m} \hat{h}_{j,\ell}$. Then one gets
\[
\frac{d}{dz}\sum_{k,m=1}^{K} ka_{k,m}\left[ -\Delta_{k,-m}^x \hat{h}_{j,\ell} - \Delta_{k,m}^x \hat{h}_{j,\ell} \right] - \sum_{k=1}^{K} ka_{k,0} \Delta_{k,0}^x \hat{h}_{j,\ell} \\
= \frac{1}{4\pi^2} \frac{d}{dz} \left[ \int_{0}^{2\pi} \int_{0}^{2\pi} i(1+z)^2 \rho_{1\text{int}}^{-1}(z,x) \left[ -\frac{\partial A_{\text{int}}(x,y)}{\partial x} \right] e^{-ijx-ity} dxdy \right] \\
= -\frac{4(z^2-1)}{\tau^2} \left( \frac{1}{4\pi^2} \int_{0}^{2\pi} \int_{0}^{2\pi} i[-\frac{\partial A_{\text{int}}(x,y)}{\partial x}] \rho_{2\text{int}}^{-2}(z,x,y) e^{-ijx-ity} dxdy \right) \\
= 16i(z-1) \left( \frac{1}{(z+1)^3\tau^2} \int_{0}^{2\pi} \int_{0}^{2\pi} \left[ -\frac{1}{4} \frac{\partial A_{\text{int}}(x,y)}{\partial x} \right] [-\tau^2 + (1+z)^2 \rho_{\text{int}}^{-2}(z,x,y)] e^{-ijx-ity} dxdy \right) \\
= 16i(z-1) \left( \frac{1}{(z+1)^3\tau^2} \int_{0}^{2\pi} \int_{0}^{2\pi} \left[ -\frac{1}{4} \frac{\partial A_{\text{int}}(x,y)}{\partial x} \right] [\tau^2 + (1+z)^2 \rho_{\text{int}}^{-2}(z,x,y)] e^{-ijx-ity} dxdy \right) \\
= -\frac{16j(z-1)}{(z+1)^2} \hat{g}_{j,\ell},
\]

which leads, with \( \Delta_{k,m}^x \hat{g}_{j,\ell} = \hat{g}_{j+k,\ell+m} - \hat{g}_{j-k,\ell-m} \), to

\[
-\frac{16j(z-1)}{(z+1)^2} \hat{g}_{j,\ell} + 2(z+1) \sum_{k,m=1}^{K} ka_{k,m}\left[ -\Delta_{k,m}^x \hat{g}_{j,\ell} - \Delta_{k,-m}^x \hat{g}_{j,\ell} \right] - 2(z+1) \sum_{k=1}^{K} ka_{k,0} \Delta_{k,0}^x \hat{g}_{j,\ell} \\
+ (z+1)^2 \sum_{k,m=1}^{K} ka_{k,m}\left[ -\Delta_{k,m}^x \frac{d\hat{g}_{j,\ell}}{dz} - \Delta_{k,-m}^x \frac{d\hat{g}_{j-k,\ell-m}}{dz} \right] - (z+1)^2 \sum_{k=1}^{K} ka_{k,0} \Delta_{k,0}^x \frac{d\hat{g}_{j-k,\ell-m}}{dz}.
\]

After some manipulations, we obtain

\[
2 \sum_{k,m=1}^{K} ka_{k,m}(\Delta_{k,m}^x g_{j,\ell}^n - \Delta_{k,-m}^x g_{j,\ell}^n) + 4 \sum_{k,m=1}^{K} ka_{k,m}(\Delta_{k,m}^x g_{j,\ell}^{n+1} - \Delta_{k,-m}^x g_{j,\ell}^{n+1}) \\
+ 2 \sum_{k,m=1}^{K} ka_{k,m}(\Delta_{k,m}^x g_{j,\ell}^{n+2} - \Delta_{k,-m}^x g_{j,\ell}^{n+2}) - 2 \sum_{k=1}^{K} ka_{k,0} \Delta_{k,0}^x g_{j,\ell}^{n+1} - 4 \sum_{k=1}^{K} ka_{k,0} \Delta_{k,0}^x g_{j,\ell}^{n+1} \\
- 2 \sum_{k=1}^{K} ka_{k,0} \Delta_{k,0}^x g_{j,\ell}^{n+2} + \sum_{k,m=1}^{K} ka_{k,m}(n-1)(\Delta_{k,m}^x g_{j,\ell}^{n-1} + \Delta_{k,-m}^x g_{j,\ell}^{n-1}) \\
+ 3 \sum_{k,m=1}^{K} ka_{k,m}(n+1)(\Delta_{k,m}^x g_{j,\ell}^{n+1} + \Delta_{k,-m}^x g_{j,\ell}^{n+1}) \\
+ \sum_{k,m=1}^{K} ka_{k,m}(n+2)(\Delta_{k,m}^x g_{j,\ell}^{n+2} + \Delta_{k,-m}^x g_{j,\ell}^{n+2}) + \sum_{k=1}^{K} ka_{k,0}(n-1)\Delta_{k,0}^x g_{j,\ell}^{n-1} + 3 \sum_{k=1}^{K} ka_{k,0}n\Delta_{k,0}^x g_{j,\ell}^{n} \\
+ 3 \sum_{k=1}^{K} ka_{k,0}(n+1)\Delta_{k,0}^x g_{j,\ell}^{n+1} + \sum_{k=1}^{K} ka_{k,0}(n+2)\Delta_{k,0}^x g_{j,\ell}^{n+2} = \frac{16j}{\tau^2} g_{j,\ell} - \frac{16j}{\tau^2} g_{j,\ell}^{n+1}.
\]

With some additional computations and simplifications, we prove (23). \( \blacksquare \)

We denote by \( r_{j,\ell} \) the relation (23) for the indices \((j,\ell)\), and we set \( L = 2J + K \). We now present the numerical algorithm to compute \( g_{j,\ell} \), with \((i,j) \in \Omega_1 = \{(j,\ell) : 0 \leq \ell \leq j \leq L\} \). Since the indices have to be carefully checked, we report on Figure 2 the particular case \( J = 3, K = 2 \) and
$L = 8$ as an example for the reader. We use the $(1 + L)(2 + L)/2$ relations (21) with $(i, j) \in \Omega_1$ (the light gray domain in Figure 2) to compute these sequences $\{g^n_{j, \ell}\}_n$ with $(i, j) \in \Omega_1$. To this end, based on $g^n_{j, \ell} = g^n_{j, \ell}$, the sequences $\{g^n_{j, \ell}\}_n$, for $(j, \ell) \in \Omega_2 = \{(j, \ell) : \ell \leq j, -K \leq j \leq L + K, -K \leq \ell \leq -1\}$ (the red hatched domain in Figure 2) and $(j, \ell) \in \Omega_3 = \{(j, \ell) : \ell \leq j, L + 1 \leq j \leq L + K, 0 \leq \ell \leq L + K\}$ (the white domain in Figure 2), are needed to close (21). Furthermore, the $g^n_{j, \ell}$, for $\ell < 0$, can be obtained by $g^n_{j, \ell} = g^n_{j, \ell-1}$, and $g^n_{j, \ell}$, for $j < \ell$, are deduced from $g^n_{j, \ell} = g^n_{\ell, j}$. Thus, the $\{g^n_{j, \ell}\}_n$ for $(j, \ell) \in \Omega_2$, can be obtained from $\{g^n_{j, \ell}\}_n$, for $(j, \ell) \in \Omega_1 \cup \Omega_3$. Therefore, we only need to find $K(L + 1) + (K + 1)/2$ additional relations to close the $(1 + L)(2 + L)/2$ relations (21), for $(i, j) \in \Omega_1$, in order to solve $\{g^n_{j, \ell}\}_n$, for $(i, j) \in \Omega_1 \cup \Omega_3$. To this end, the $K(L + 1) + (K + 1)/2$ relations $r_{j, \ell}$, for $(j, \ell) \in \Omega_4 = \{(j, \ell) : L - K + 1 \leq j \leq L, 0 \leq \ell \leq L\} \cup \{(j, \ell) : \ell \leq j, L - 2K + 1 \leq j \leq L - K, L - K + 1 \leq \ell \leq L\}$ (the blue hatched domain in Figure 2), will be chosen to close the $(1 + L)(2 + L)/2$ relations (21).

Now, we determine the discrete system for $\{g^n_{j, \ell}\}_n$ for $(i, j) \in \Omega_1$. After getting the value of $\{g^n_{j, \ell}\}_n$ for $(j, \ell) \in \Omega_1$, we obtain $C^n$ by $B^n = (C \ast A^n)^n = \sum_{k=0}^n C^k \cdot A^{n-k} = \mathbb{C}^n A^0 + \sum_{k=0}^{n-1} C^k \cdot A^{n-k}$, or equivalently

$$C^n = (B^n - \sum_{k=0}^{n-1} C^k \cdot A^{n-k})(A^0)^{-1}.$$  

The previous numerical algorithm is applied for solving $g^n_{j, \ell}$, for $n \neq 2$. For the specific case $n = 2$, we still need to compute $g^n_{j, \ell}$, for $0 \leq \ell \leq j \leq L + K$. To this end, $g^n_{j, \ell}$ is rewritten as

$$g^n_{j, \ell} = \frac{\tau^2}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{1}{(1 - \tau^2 A_{\text{int}}(x, y)/4)} e^{-ijx - i\ell y} dx dy,$$

and can be evaluated by a direct numerical quadrature.
Remark 1. For the three-dimensional case, the previous derivations can be extended by considering
\[
\tilde{g}_{j, \ell, p}(z) = \frac{1}{8\pi^3} \int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} (\rho_{\text{Int}}(z, x, y, z_1))^{-1} e^{-ix_1 - iy_1 - iz_1} dx_1 dy_1 dz_1,
\]
with
\[
\rho_{\text{Int}}(z, x, y, z_1) := \left( \frac{z - 1}{\tau} \right)^2 - \left( \frac{z + 1}{2} \right)^2 A_{\text{Int}}(x, y, z_1),
\]
where
\[
A_{\text{Int}}(x, y, z_1) := \sum_{k, m, q=-K}^{K} a_{k, m, q} e^{-ikx_1} e^{-imy_1} e^{-iqz_1}.
\]

Then, it can be proven that
\[
D_{+}^{-} D_{-}^{+} g_{j, \ell, p}^n = \sum_{k, m, q=-K}^{K} a_{k, m, q} E^{-} E^{+} g_{j+k, \ell+m, p+q} + \delta_{j, \ell, p}^{0,0,0}, \quad \text{for } j, \ell, p \in \mathbb{Z},
\]
and the ABCs for the three-dimensional situation can be developed as in Subsection 2.2.

2.4. Numerical algorithm for the fully discretized peridynamics system with ABC

We give now the corresponding numerical algorithm for the reformulated fully discretized peridynamics on a bounded computational domain \(\mathcal{R}_j(0,0)\) with the accurate absorbing boundary condition. Following Subsection 2.2, we adopt the Crank-Nicolson scheme (5) for the time integration in (1). Then, relation (7) is introduced to serve as ABC. To compute \(u_1^j, \ell\), we use the Runge-Kutta 4 (RK4) scheme applied to the equivalent form of (1): \(\dot{u}_t = v, \dot{v}_t = \mathcal{L}_d u\), leading to

\[
\begin{align*}
    u_0^{j, \ell} &= u_0^{j, \ell}, & v_0^{j, \ell} &= v_0^{j, \ell}, \\
    F_1^{j, \ell} &= v_0^{j, \ell}, & G_1^{j, \ell} &= L_{d,h} u_0^{j, \ell}, \\
    F_2^{j, \ell} &= v_0^{j, \ell} + G_1^{j, \ell} h/2, & G_2^{j, \ell} &= L_{d,h}(u_0^{j, \ell} + F_1^{j, \ell} h/2), \\
    F_3^{j, \ell} &= v_0^{j, \ell} + G_2^{j, \ell} h/2, & G_3^{j, \ell} &= L_{d,h}(u_0^{j, \ell} + F_2^{j, \ell} h/2), \\
    F_4^{j, \ell} &= v_0^{j, \ell} + G_3^{j, \ell} h, & G_4^{j, \ell} &= L_{d,h}(u_0^{j, \ell} + F_3^{j, \ell} h),
\end{align*}
\]

by setting \(u_0^{0, \ell} = \phi^0(x_j, y_\ell)\) and \(v_0^{0, \ell} = \phi^1(x_j, y_\ell)\). Then, one can solve \(u_1^{n, \ell}\), for \(n \geq 2\) and \((j, \ell) \in \mathcal{R}_j(0,0)\), by (5) and (7). Since (5) is a three layers scheme, we need the values of \(u_1^{j, \ell}\) to compute \(u_1^{n, \ell}\), for \(n \geq 2\). Thus we can use (24) to compute \(u_1^{j, \ell}\) from \(u_0^{j, \ell}\) in a large enough domain since the initial data are compactly supported.

3. Properties of the kernel \(\{C^n\}_n\) and stability analysis

In this section, we start by proving some properties of the kernel \(\{C^n\}_n\) that are next used to state the stability of the CNAC with ABC.

3.1. Properties of the kernel \(\{C^n\}_n\)

From now on, we use \(\bar{z}\) to denote the complex conjugate of \(z \in \mathbb{C}\). We start with the following Proposition.
Proposition 1. For sequences \{u_{\nu(k)}^n\}_n located at \nu(k) with, 1 \leq k \leq |B_{\text{int}}|, such that \(u_{\nu(k)}^0 = 0\) and \(u_{\nu(k)}^1 = 0\), and for any positive integer \(N\), the following inequality holds

\[
\sum_{n=1}^{N-1} \left( E^+(C \ast I[u])^n - E^-(C \ast I[u])^n \right) \sum \left( E^+(I[u])^n + E^-(I[u])^n \right) \leq \sum_{(j,\ell) \in B_{\text{int}}(k,m) \in B_{\text{ext}}} a_{k-j,m-\ell} |E^+u_{k,m}^{N-1}|^2.
\]

(25)

Here, \(S\) is defined by \(S_{i,j} = a_{\mu(i) - \nu(j)}\), for \(1 \leq i \leq |B_{\text{ext}}|\) and \(1 \leq j \leq |B_{\text{int}}|\). The coefficients \(a_{k,m}\) are defined by (4), for \(|k|, |m| \leq K\).

Proof of Proposition 1. By Lemma 3, for any vector sequence \{u_{\nu(k)}^n\}_n located at \nu(k) such that \(u_{\nu(k)}^0 = 0\) and \(u_{\nu(k)}^1 = 0\), with \(1 \leq k \leq |B_{\text{int}}|\), there exist some sequences \{v_{\nu(k)}^n\}_n located at \nu(k), with \(1 \leq k \leq |B_{\text{int}}|\) and \(n \leq N - 1\), such that the following equality holds

\[
u_{\nu(k)}^n = \sum_{k=0}^{K-1} (f_{\nu(j) - \nu(k)} \ast v_{\nu(k)})^n, \quad 1 \leq j \leq |B_{\text{int}}|.
\]

Thus, we can define

\[
u_{\nu(k)}^n = \sum_{k \in B_{\text{int}}} (f_{\nu(j) - \nu(k)} \ast v_{\nu(k)})^n, \quad (j,\ell) \in \mathbb{Z}^2 / \mathcal{R}(0,0).
\]

Let us remark that: \(D_+^\tau D_-^\tau = (D_+^\tau - D_-^\tau) / \tau\), \((E^+ - E^-) / \tau = (D_+^\tau + D_-^\tau) / 2\) and \(E^+E^- = (E^+ + E^-) / 2\). Then, \{\(u_{\nu(k)}^n\)_n\}, for \((j,\ell) \in \mathbb{Z}^2 / \mathcal{R}(0,0)\), satisfy the fully discrete peridynamics system (12)

\[
(D_+^\tau - D_-^\tau)u_{\nu(k)}^n / \tau = D_+^\tau D_-^\tau u_{\nu(k)}^n \\
= \sum_{(k,m) \in \mathcal{R}(0,0)} a_{k,m} E^+E^- u_{\nu(k)+k,\ell+m}^n = \sum_{(k,m) \in \mathcal{R}(0,0)} a_{k,m} (E^+ + E^-) u_{\nu(k)+k,\ell+m}^n / 2.
\]

Multiplying the above equality by \((D_+^\tau + D_-^\tau)u_{\nu(k)}^n\), and summing up all the terms for \((j,\ell) \in \mathbb{Z}^2 / \mathcal{R}(0,0)\), we get

\[
\sum_{\mathbb{Z}^2 / \mathcal{R}(0,0)} \left( (D_+^\tau - D_-^\tau)u_{\nu(k)}^n \right) (D_+^\tau + D_-^\tau)u_{\nu(k)}^n / \tau \\
= \sum_{\mathbb{Z}^2 / \mathcal{R}(0,0)} \sum_{(k,m) \in \mathcal{R}(0,0)} a_{k,m} \left( (E^+ + E^-) u_{\nu(k)+k,\ell+m}^n \right) (D_+^\tau + D_-^\tau)u_{\nu(k)}^n / 2 \\
= \sum_{\mathbb{Z}^2 / \mathcal{R}(0,0)} \sum_{(k,m) \in \mathcal{R}(0,0)} a_{k,m} \left( (E^+ + E^-) u_{\nu(k)+k,\ell+m}^n \right) (E^+ - E^-) u_{\nu(k)}^n / (2\tau). \quad (26)
\]
By (15), the left hand side of (26) satisfies
\[
\left| \sum_{Z^2/RJ(0,0)} \sum_{(k,m) \in R_K(0,0)} \frac{a_{k,m}}{2\tau} \left( (E^+ + E^-)u_{j+k,\ell+m}^n (E^+ - E^-)u_{j,\ell}^n \right) \right| \\
\leq \frac{C}{\tau} \sum_{Z^2/RJ(0,0)} \sum_{(k,m) \in R_K(0,0)} |a_{k,m}| \left( |u_{j+k,\ell+m}^{n+1}|^2 + |u_{j+k,\ell+m}^n|^2 + |u_{j+k,\ell+m}^n|^2 + |u_{j+k,\ell+m}^n|^2 \right) \\
+ \left| u_{j+k,\ell+m}^{n-1} \right|^2 + \left| u_{j+k,\ell+m}^{n-1} \right|^2 \\
+ \frac{C}{\tau} \sum_{Z^2/RJ(0,0)} \sum_{(k,m) \in R_K(0,0)} |a_{k,m}| \left( |u_{j,\ell}^{n+1}|^2 + |u_{j,\ell}^n|^2 + |u_{j,\ell}^n|^2 + |u_{j,\ell}^n|^2 \right) \\
\leq \frac{C|a_{0,0}|}{\tau} (2K + 1)^2 \sum_{(j,\ell) \in \{Z^2/RJ \cap K(0,0)\}} \left( |u_{j,\ell}^{n+1}|^2 + |u_{j,\ell}^n|^2 + |u_{j,\ell}^{n-1}|^2 \right) < +\infty,
\]
which indicates that the series in (26) is absolutely convergent. Thus, we can exchange the summation order of the series expansion (26)
\[
2 \sum_{Z^2/RJ(0,0)} \frac{|(D^+)u_{j,\ell}^n|^2 - |(D^-)u_{j,\ell}^n|^2}{\tau} \\
= \sum_{(k,m) \in R_K(0,0)} \sum_{Z^2/RJ(0,0)} a_{k,m} \left( (E^+ + E^-)u_{j+k,\ell+m}^n (E^+ - E^-)u_{j,\ell}^n / \tau \right) \\
= \sum_{(k,m) \in R_K(0,0)} \sum_{Z^2/RJ(0,0)} a_{k,m} \left( \frac{E^+ u_{j+k,\ell+m}^n + E^+ u_{j,\ell}^n - E^- u_{j+k,\ell+m}^n - E^- u_{j,\ell}^n}{\tau} \right) \\
+ \sum_{(k,m) \in R_K(0,0)} \sum_{Z^2/RJ(0,0)} a_{k,m} \left( \frac{E^- u_{j+k,\ell+m}^n + E^- u_{j,\ell}^n - E^+ u_{j+k,\ell+m}^n - E^+ u_{j,\ell}^n}{\tau} \right) \\
= \sum_{(k,m) \in R_K(0,0)} \sum_{Z^2/RJ(0,0)} a_{k,m} \left( \frac{E^+ u_{j+k,\ell+m}^n + E^+ u_{j,\ell}^n - E^- u_{j+k,\ell+m}^n - E^- u_{j,\ell}^n}{\tau} \right) \\
+ \sum_{(k,m) \in R_K(0,0)} \sum_{Z^2/RJ(-k,-m) \cap R_K(0,0)} a_{k,m} \left( \frac{E^- u_{j+k,\ell+m}^n + E^- u_{j,\ell}^n - E^+ u_{j+k,\ell+m}^n - E^+ u_{j,\ell}^n}{\tau} \right) \\
+ \sum_{(k,m) \in R_K(0,0)} \sum_{RJ(-k,-m) / RJ(0,0)} a_{k,m} \left( \frac{E^- u_{j+k,\ell+m}^n + E^- u_{j,\ell}^n - E^+ u_{j+k,\ell+m}^n - E^+ u_{j,\ell}^n}{\tau} \right)
\]
This leads to
\[
2 \sum_{Z^2/RJ(0,0)} \frac{|(D^+)u_{j,\ell}^n|^2 - |(D^-)u_{j,\ell}^n|^2}{\tau} \\
= \sum_{(k,m) \in R_K(0,0)} \sum_{Z^2/RJ(0,0)} a_{k,m} \left( \frac{E^+ u_{j+k,\ell+m}^n + E^+ u_{j,\ell}^n - E^- u_{j+k,\ell+m}^n - E^- u_{j,\ell}^n}{\tau} \right) \\
+ \frac{1}{\tau} \sum_{(j,\ell) \in B_{\text{int}}(k,m) \in B_{\text{ext}}} a_{k-j,m-\ell} \left( \frac{E^+ u_{j,m}^n E^- u_{j,\ell}^n - E^- u_{j,m}^n E^+ u_{j,\ell}^n}{\tau} \right).
\]
Let us now set $\Delta^{E+_{k,m}}_{n,j,\ell} := E^+u^m_{j+k,\ell+m} - E^+u^m_{j,\ell}$. Then, the first term of (27) can be written as

$$I^n_1 := \sum_{(k,m)\notin \mathcal{R}_J(0,0)} \sum_{\mathbb{Z}^2/\mathcal{R}_J(0,0)} a_{k,m} \frac{(E^+u^m_{j+k,\ell+m}E^+u^m_{j,\ell})}{\tau}$$

$$= \sum_{(k,m)\neq (0,0)} \sum_{\mathbb{Z}^2/\mathcal{R}_J(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right) \frac{E^+u^m_{j,\ell}}{\tau}$$

$$= - \sum_{(k,m)\neq (0,0)} \frac{a_{k,m}}{\tau} \sum_{\mathbb{Z}^2/\mathcal{R}_J(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right)^2 - \sum_{(k,m)\neq (0,0)} \frac{a_{k,m}}{\tau} \sum_{\mathbb{Z}^2/\mathcal{R}_J(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right) \frac{E^+u^m_{j+k,\ell+m}}{\tau}$$

Thus, the term $I^n_1$ can be written as the average of (29) and (30), i.e.

$$I^n_1 = \sum_{(k,m)\neq (0,0)} a_{k,m} \left[ \sum_{\mathbb{Z}^2/\mathcal{R}_J(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right) E^+u^m_{j,\ell} - \sum_{\mathbb{Z}^2/\mathcal{R}_J(-k,-m)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right) E^+u^m_{j,\ell} \right] / (2\tau)$$

The above equality is equivalent to

$$I^n_1 = \sum_{(k,m)\neq (0,0)} a_{k,m} \left[ \sum_{\mathcal{R}_J(-k,-m)/\mathcal{R}_J(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right) \left( - \Delta^{E+_{k,m}}_{n,j,\ell} \right) \right] - \sum_{\mathcal{R}_J(-k,-m)/\mathcal{R}_J(0,0)} \left( - \Delta^{E+_{k,m}}_{n,j,\ell} \right) E^+u^m_{j+k,\ell+m} - \sum_{\mathcal{R}_J(0,0)/\mathcal{R}_J(-k,-m)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right) E^+u^m_{j,\ell} / (2\tau)$$

As a consequence, we have

$$I^n_1 = - \sum_{(k,m)\neq (0,0)} a_{k,m} \sum_{\mathcal{R}_J(-k,-m)/\mathcal{R}_J(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right)^2 / (2\tau)$$

The term of the right hand side of (31) is equivalent to

$$- \sum_{(k,m)\neq (0,0)} a_{k,m} \sum_{\mathcal{R}_J+K(0,0)/\mathcal{R}_J(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right)^2$$

while the term (32) can be written as

$$- \sum_{(k,m)\neq (0,0)} a_{k,m} \sum_{\mathcal{R}_J+K(0,0)/\mathcal{R}_J(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right)^2 - \sum_{(k,m)\neq (0,0)} a_{k,m} \sum_{\mathbb{Z}^2/\mathcal{R}_J+K(0,0)} \left( \Delta^{E+_{k,m}}_{n,j,\ell} \right)^2.$$
By the above three equality, we deduce

\[ I^n_1 = \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{Int}}}(k,m) \in \mathcal{B}_{\text{Ext}} a_{k-j,m-\ell} \left[ E^+ u^n_{j,\ell} \left( E^+ u^n_{k,m} - E^+ u^n_{j,\ell} \right) + \left( E^+ u^n_{k,m} - E^+ u^n_{j,\ell} \right)^2 \right] \]

\[-\frac{1}{2\tau} \sum_{(k,m) \neq (0,0)} \sum_{\mathbb{Z}^2/R_{J+K}(0,0)} \left( \Delta^+_{k,m} u^n_{j,\ell} \right)^2 \]

\[-\frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{Int}}}(k,m) \in \mathcal{B}_{\text{Ext}} a_{k-j,m-\ell} E^+ u^n_{k,m} \left( E^+ u^n_{k,m} - E^+ u^n_{j,\ell} \right) \]

\[-\frac{1}{2\tau} \sum_{(k,m) \neq (0,0)} \sum_{\mathbb{Z}^2/R_{J+K}(0,0)} \left( \Delta^+_{k,m} u^n_{j,\ell} \right)^2 \]

\[= \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{Int}}}(k,m) \in \mathcal{B}_{\text{Ext}} a_{k-j,m-\ell} E^+ u^n_{k,m} E^+ u^n_{j,\ell} - H^n, \]

where we define

\[ H^n = \frac{1}{2\tau} \sum_{(k,m) \neq (0,0)} \sum_{\mathbb{Z}^2/R_{J+K}(0,0)} \left( \Delta^+_{k,m} u^n_{j,\ell} \right)^2 + \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{Int}}}(k,m) \in \mathcal{B}_{\text{Ext}} a_{k-j,m-\ell} |E^+ u^n_{k,m}|^2. \]

Finally, we can write (27) and (28) as

\[ 2 \sum_{\mathbb{Z}^2/R_{J}(0,0)} \frac{|(D^+_{\tau}) u^n_{j,\ell}|^2 - |(D^-_{\tau}) u^n_{j,\ell}|^2}{\tau} \]

\[= \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{Int}}}(k,m) \in \mathcal{B}_{\text{Ext}} a_{k-j,m-\ell} \left( E^+ u^n_{k,m} E^+ u^n_{j,\ell} - E^- u^n_{k,m} E^- u^n_{j,\ell} \right) \]

\[+ \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{Int}}}(k,m) \in \mathcal{B}_{\text{Ext}} a_{k-j,m-\ell} \left( E^+ u^n_{k,m} E^- u^n_{j,\ell} - E^- u^n_{k,m} E^+ u^n_{j,\ell} \right) - H^n + H^{n-1} \]

\[= \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{Int}}}(k,m) \in \mathcal{B}_{\text{Ext}} a_{k-j,m-\ell} \left( E^+ u^n_{k,m} - E^- u^n_{k,m} \right) \left( E^+ u^n_{j,\ell} + E^- u^n_{j,\ell} \right) - H^n + H^{n-1}. \] (33)

Let us recall the notations: \( (I[u])^n = [u^n_{\nu(1)}, \ldots, u^n_{\nu(|\mathcal{B}_{\text{Int}}|)}]^T, \) \( (I[v])^n = [v^n_{\nu(1)}, \ldots, v^n_{\nu(|\mathcal{B}_{\text{Int}}|)}]^T \) and \( (E[w])^n = [w^n_{\mu(1)}, \ldots, w^n_{\mu(|\mathcal{B}_{\text{Ext}}|)}]^T. \) By Theorem 1, we have \( (I[u])^n = ( \mathbb{A} * I[u] )^n \) and \( (E[u])^n = ( \mathbb{B} * I[v] )^n, \) which implies that: \( (E[u])^n = (C * I[u])^n. \) Summing up (33) from \( n = 1 \) to \( N - 1 \) yields

\[ 2 \sum_{\mathbb{Z}^2/R_{J}(0,0)} \frac{|(D^+_{\tau}) u^n_{j,\ell}|^2 - |(D^-_{\tau}) u^n_{j,\ell}|^2}{\tau} = 2 \sum_{n=1}^{N-1} \sum_{\mathbb{Z}^2/R_{J}(0,0)} \frac{|(D^+_{\tau}) u^n_{j,\ell}|^2 - |(D^-_{\tau}) u^n_{j,\ell}|^2}{\tau} \]

\[= \frac{1}{\tau} \sum_{n=1}^{N-1} \sum_{(j,\ell) \in \mathcal{B}_{\text{Int}}}(k,m) \in \mathcal{B}_{\text{Ext}} a_{k-j,m-\ell} \left( E^+ u^n_{k,m} - E^- u^n_{k,m} \right) \left( E^+ u^n_{j,\ell} + E^- u^n_{j,\ell} \right) + \sum_{n=1}^{N-1} (-H^n + H^{n-1}) \]

\[= \frac{1}{\tau} \left[ \sum_{n=1}^{N-1} \left( E^+ (C * I[u])^n - E^- (C * I[u])^n \right)^T S \left( E^+ (I[u])^n + E^- (I[u])^n \right) \right] - H^{N-1}. \]
Finally, one gets
\[
\frac{1}{\tau} \left[ \sum_{n=1}^{N-1} \left( E^+(C \star I[u])^n - E^-(C \star I[u])^n \right) \right] \left( E^+(I[u])^n + E^-(I[u])^n \right) = 2 \sum_{\mathbb{Z}/\mathbb{N}} \frac{|(D^+_\tau)u_{j,\ell}^{n-1}|^2}{\tau} + H^{N-1} \geq H^{N-1},
\]
which leads to (25).

3.2. Stability analysis

We now prove the stability of the fully-discrete CNAC scheme with ABC.

**Theorem 2.** For \( N \tau \leq T \), the solution of the fully discrete CNAC scheme (5) with ABCs (7) satisfies the stability inequality
\[
h^2 \sum_{\mathcal{R}_J(0,0)} |u_{j,\ell}^N|^2 \leq 2h^2 \sum_{\mathcal{R}_J(0,0)} |u_{j,\ell}^0|^2 + 2T^2 h^2 \sum_{\mathcal{R}_J(0,0)} |(D^+_\tau)u_{j,\ell}^0|^2.
\]

**Proof of Theorem 2.** Repeating the same procedure as in the proof of Proposition 1 by multiplying (12) by \( (D^+_\tau + D^-_\tau)u_{j,\ell}^n \), and summing up all the terms for \( (j,\ell) \in \mathcal{R}_J(0,0) \), we have
\[
2 \sum_{\mathcal{R}_J(0,0)} \frac{|(D^+_\tau)u_{j,\ell}^n|^2 - |(D^-_\tau)u_{j,\ell}^n|^2}{\tau} = \sum_{(k,m) \in \mathcal{R}_K(0,0)} a_{k,m} \sum_{\mathcal{R}_J(0,0)} \left( E^+ u_{j+k,\ell+m}^n E^+ u_{j,\ell}^n - E^- u_{j+k,\ell+m} E^- u_{j,\ell}^n \right) / \tau
\]
\[
- \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}}} \sum_{(k,m) \in \mathcal{B}_{\text{ext}}} a_{k-j,m-\ell} \left( E^+ u_{k,m}^n E^- u_{j,\ell}^n - E^- u_{k,m} E^+ u_{j,\ell}^n \right).
\]

Let us consider the first term of (35) defined by
\[
I^n_2 := \sum_{(k,m) \in \mathcal{R}_K(0,0)} a_{k,m} \sum_{\mathcal{R}_J(0,0)} \left( E^+ u_{j+k,\ell+m}^n E^+ u_{j,\ell}^n \right) / \tau.
\]

Then using some similar calculations as for \( I^n_1 \) (see (28)), we can prove that
\[
I^n_2 = -G^n + \frac{3}{\tau} \sum_{(k,m) \neq (0,0)} a_{k,m} \sum_{\mathcal{R}_{J-K}(0,0)} \left( \Delta E^+_{k,m} u_{j,\ell}^n \right)^2,
\]
by defining
\[
G^n = \frac{1}{2\tau} \sum_{(k,m) \neq (0,0)} a_{k,m} \sum_{\mathcal{R}_{J-K}(0,0)} \left( \Delta E^+_{k,m} u_{j,\ell}^n \right)^2 + \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}}} \sum_{(k,m) \in \mathcal{B}_{\text{ext}}} a_{k-j,m-\ell} |E^+ u_{j,\ell}^n|^2
\]
\[
+ \frac{2}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}}} \sum_{(k,m) \in \mathcal{B}_{\text{ext}}} a_{k-j,m-\ell} E^+ u_{k,m} E^+ u_{j,\ell}^n.
\]
We can rewrite (34) as

\[
2 \sum_{\mathcal{R}_j(0,0)} \frac{|(D^+_{\tau})u^{n}_{j,\ell}|^2 - |(D^-_{\tau})u^n_{j,\ell}|^2}{\tau} = \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}} (k,m) \in \mathcal{B}_{\text{Ext}}} \sum \ a_{k-j,m-\ell} \left( - E^+ u^n_{k,m} E^+ u^n_{j,\ell} + E^- u^n_{k,m} E^- u^n_{j,\ell} \right) \\
+ \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}} (k,m) \in \mathcal{B}_{\text{Ext}}} \sum \ a_{k-j,m-\ell} \left( E^+ u^n_{k,m} - E^- u^n_{k,m} \right) \left( E^+ u^n_{j,\ell} + E^- u^n_{j,\ell} \right) - G^n + G^{n-1}
\]

Summing up (36) from \( n = 0 \) to \( N - 1 \), we obtain

\[
2 \sum_{\mathcal{R}_j(0,0)} \frac{|(D^+_{\tau})u^{N-1}_{j,\ell}|^2}{\tau} - 2 \sum_{\mathcal{R}_j(0,0)} \frac{|(D^-_{\tau})u^1_{j,\ell}|^2}{\tau} = 2 \sum_{n=1}^{N-1} \sum_{\mathcal{R}_j(0,0)} \frac{|(D^+_{\tau})u^n_{j,\ell}|^2 - |(D^-_{\tau})u^n_{j,\ell}|^2}{\tau} \\
= -\frac{1}{\tau} \sum_{n=1}^{N-1} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}} (k,m) \in \mathcal{B}_{\text{Ext}}} \sum \ a_{k-j,m-\ell} \left( E^+ u^n_{k,m} - E^- u^n_{k,m} \right) \left( E^+ u^n_{j,\ell} + E^- u^n_{j,\ell} \right) \\
+ \sum_{n=1}^{N-1} (-G^n + G^{n-1}) \\
= -\frac{1}{\tau} \left[ \sum_{n=1}^{N-1} \left( E^+ (\mathbb{C} \ast \mathbf{I}[u])^n - E^- (\mathbb{C} \ast \mathbf{I}[u])^n \right)^T \mathcal{S} \left( E^+ (\mathbf{I}[u])^n + E^- (\mathbf{I}[u])^n \right) \right] - G^{N-1} \\
\leq -\frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}} (k,m) \in \mathcal{B}_{\text{Ext}}} \sum \ a_{k-j,m-\ell} |E^+ u^n_{k,m}|^2 - \frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}} (k,m) \in \mathcal{B}_{\text{Ext}}} \sum \ a_{k-j,m-\ell} |E^+ u^n_{j,\ell}|^2 \\
= -\frac{2}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}} (k,m) \in \mathcal{B}_{\text{Ext}}} \sum \ a_{k-j,m-\ell} E^+ u^n_{k,m} E^+ u^n_{j,\ell} \\
= -\frac{1}{\tau} \sum_{(j,\ell) \in \mathcal{B}_{\text{int}} (k,m) \in \mathcal{B}_{\text{Ext}}} \sum \ a_{k-j,m-\ell} |E^+ u^n_{k,m} + E^+ u^n_{j,\ell}|^2.
\]

Thus, for any \( 0 \leq n \leq N - 1 \), one finally gets

\[
\sum_{\mathcal{R}_j(0,0)} |(D^+_{\tau})u^n_{j,\ell}|^2 \leq \sum_{\mathcal{R}_j(0,0)} |(D^+_{\tau})u^0_{j,\ell}|^2,
\]

which leads to

\[
\sum_{\mathcal{R}_j(0,0)} |u^n_{j,\ell}|^2 = \sum_{\mathcal{R}_j(0,0)} |u^0_{j,\ell}|^2 + \tau \sum_{n=0}^{N-1} |(D^+_{\tau})u^0_{j,\ell}|^2 \leq 2 \sum_{\mathcal{R}_j(0,0)} |u^0_{j,\ell}|^2 + 2 \sum_{\mathcal{R}_j(0,0)} |(D^+_{\tau})u^0_{j,\ell}|^2 \\
\leq 2 \sum_{\mathcal{R}_j(0,0)} |u^0_{j,\ell}|^2 + 2N \tau^2 \sum_{n=0}^{N-1} |(D^+_{\tau})u^0_{j,\ell}|^2 \leq 2 \sum_{\mathcal{R}_j(0,0)} |u^0_{j,\ell}|^2 + 2T \tau N \sum_{\mathcal{R}_j(0,0)} |(D^+_{\tau})u^0_{j,\ell}|^2 \\
\leq 2 \sum_{\mathcal{R}_j(0,0)} |u^0_{j,\ell}|^2 + 2T^2 \sum_{\mathcal{R}_j(0,0)} |(D^+_{\tau})u^0_{j,\ell}|^2.
\]
By the RK4 scheme (24), \((D_\tau^+)u_{j,\ell}^0\) is bounded for small \(\tau\) (at least with third order of accuracy for approximating \(\partial_t u_{j,\ell}^0\)). Therefore, the term \(\sum_{R_{j,\ell}(0,0)} |(D_\tau^+)u_{j,\ell}^0|^2\) in the above inequality is also bounded when \(\tau\) is small, ending hence the proof of Theorem 2. ■

4. Numerical example

We consider the nonlocal wave equation (1) with the interaction kernel function \(\gamma_\delta\) given by

\[
\gamma_\delta(r) = \frac{6}{r^3 \delta^3}, \quad 0 \leq r := \sqrt{x^2 + y^2} \leq \delta,
\]

for three possible initial data

\[
\phi_1^0(x, y, 0) = e^{-8r^2} J_0\left(\frac{r}{2}\right), \quad \phi_2^0(x, y, 0) = (x + y) \frac{e^{-4r^2}}{r} J_1\left(\frac{r}{2}\right), \quad \phi_3^0(x, y, 0) = 700xy \frac{e^{-4r^2}}{r} J_2\left(\frac{r}{2}\right),
\]

where \(J_m\) is the Bessel’s function of order \(m\). In addition, we fix \(\phi_j^1 = 0\), for \(j = 1, 2, 3\). The computational domain is set as \([-2, 2]^2\) and the final computational time is \(T = 5\). The reference solutions \(u^{\text{ref}}\) are computed on the larger spatial domain \([-16, 16]^2\) to avoid any boundary effect, for the small discretization parameters \(h = 2^{-9}\) and \(\tau = 2^{-12}\). For \(\delta = 0.125\) and \(\delta = 0.25\), and for the three initial data, we report in Table 1 the \(L^\infty\)-norm error \(e_{\infty,T}^{h,\tau}\) defined by

\[
e_{\infty,T}^{h,\tau} = \max_{-J \leq j, \ell \leq J} |u^{\text{ref}}(x_j, y_\ell, T) - u_j^N|,
\]

by refining \(h\), and fixing \(\tau = 2^{-12}\) and for \(T = 5\). In addition, Figure 3 shows the behaviour of the numerical solution with initial data \(\phi_2^0\) (and \(\phi_3^0 = 0\)) at different times for \(\delta = 0.25\), \(h = 2^{-7}\) and \(\tau = 2^{-12}\). We observe that the wave packet goes through the corners without any reflection back.

<table>
<thead>
<tr>
<th>Initial data</th>
<th>(\delta)</th>
<th>(h = 2^{-4})</th>
<th>(h = 2^{-5})</th>
<th>(h = 2^{-6})</th>
<th>(h = 2^{-7})</th>
<th>cvg. rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\phi_1^0)</td>
<td>0.125</td>
<td>1.31 \times 10^{-3}</td>
<td>3.58 \times 10^{-4}</td>
<td>5.79 \times 10^{-5}</td>
<td>1.21 \times 10^{-5}</td>
<td>2.29</td>
</tr>
<tr>
<td>(\phi_2^0)</td>
<td>0.25</td>
<td>7.44 \times 10^{-4}</td>
<td>1.20 \times 10^{-5}</td>
<td>2.17 \times 10^{-6}</td>
<td>2.39</td>
<td></td>
</tr>
<tr>
<td>(\phi_3^0)</td>
<td>0.125</td>
<td>6.79 \times 10^{-4}</td>
<td>1.36 \times 10^{-5}</td>
<td>2.51 \times 10^{-6}</td>
<td>2.24</td>
<td></td>
</tr>
<tr>
<td>(\phi_3^0)</td>
<td>0.25</td>
<td>9.95 \times 10^{-4}</td>
<td>1.68 \times 10^{-5}</td>
<td>3.37 \times 10^{-6}</td>
<td>2.24</td>
<td></td>
</tr>
<tr>
<td>(\phi_3^0)</td>
<td>0.25</td>
<td>1.15 \times 10^{-3}</td>
<td>2.47 \times 10^{-4}</td>
<td>1.37 \times 10^{-4}</td>
<td>1.89</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Evolution of the error \(e_{\infty,T}^{h,\tau}\) vs \(h\) for the three initial data \(\phi_j^0\), \(j = 1, 2, 3\) (for \(\tau = 2^{-12}\) and \(T = 5\)).

5. Conclusion

The construction of ABCs is proposed for the two-dimensional peridynamics equation which is fully discretized by the Crank-Nicolson scheme in time and an asymptotically compatible scheme in space. A recursive algorithm is built for evaluating numerically the Green’s functions involved in the expression of the ABCs for the fully discretized peridynamics. In addition, the stability of the scheme is stated. Numerical examples confirm that the ABCs are accurate. In particular, we show that there is no spurious reflection at the corners of the square domain. Further works include the error analysis as well as considering nonlinearities into the peridynamics equation.
Figure 3: Snapshots of the numerical solution $|u|$ at times $t = 0, 2, 3, 5$ ($\delta = 0.25, h = 2^{-7}, \tau = 2^{-12}$).

Acknowledgments

This research is partially supported by NSFC under grant Nos. 11832001, 11502028. Research conducted within the context of the Sino-French International Associated Laboratory for Applied Mathematics-LIASFMA. X. ANTOINE thanks the LIASFMA funding support of the Université de Lorraine.

References


[34] J. Wang, J. Zhang, C. Zheng, \textit{Stability and error analysis for a second-order approximate of the 1D nonlocal Schrödinger equation under DtN-type boundary conditions}, to appear.


