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Abstract

The aim of this paper is to construct accurate absorbing boundary conditions (ABCs) for the
two-dimensional peridynamics equation of motion which describes nonlocal phenomena arising in
continuum mechanics based on integrodifferential equations. To this end, a full discretization of
the system is used based on a Crank-Nicolson scheme in time and an asymptotically compatible
scheme in space. Recursive relations for the Green’s functions are then derived and numerically
used to evaluate the nonlocal ABCs. In particular, these absorbing boundary conditions solve the
corner reflection problem with high precision. The stability of the complete fully discretized scheme
is stated and numerical examples are finally reported to demonstrate the validity of the resulting
ABCs.
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1. Introduction

A wide variety of nonlocal models has emerged over the last past years in many areas of physics
and engineering [9]. In particular, the recent nonlocal peridynamic theory, introduced by Silling
[9, 31], has been developed to reformulate the classical local equations of continuum mechanics
to deal with material fracture problems [15, 21, 26, 27, 38], deformations [31], damage, cracking
and wave propagation of peridynamics in unbounded media [36, 37]. Since analytical solutions are
usually not available for general peridynamics models [25, 36], numerical simulations are strongly
needed to investigate the behavior of the solutions [7, 22, 23, 24]. In the present paper, we consider
the two-dimensional peridynamics equation of motion (with constant density) set in an unbounded
medium which consists in searching for the unknown displacement field u solution to

utt(x, y, t) = Lδu(x, y, t) + f(x, y), (x, y) ∈ R2, t ∈ (0, T ],
u(x, y, 0) = φ0(x, y), (x, y) ∈ R2,
ut(x, y, 0) = φ1(x, y), (x, y) ∈ R2,
lim|x|2+|y|2→+∞ u(x, y, t) = 0, t ∈ (0, T ],

(1)

where φ0,1 are two given initial data, f is the body force and the maximal time of computation is
T . The nonlocal operator Lδ appearing in (1) is given by [9, 11]

Lδu(x, y, t) =

∫
R2

γδ(x
′, y′)(u(x+ x′, y + y′, t)− u(x, y, t))dx′dy′, (2)

where the interaction kernel function γδ has the following properties

• γδ is a radial function according to r′ =
√

(x′)2 + (y′)2: γδ(x
′, y′) = γδ(r

′);

• γδ is positive: γδ(r
′) ≥ 0;

• γδ has a finite horizon δ, i.e. γδ(r
′) = 0, for r′ > δ > 0.

For the one-dimensional case [9], the integrodifferential operator Lδ generalizes the fractional Lapla-
cian (−∂2x)s/2, with 1 ≤ s ≤ 2. Generally speaking, nonlocal PDEs [8, 9] describe long-range
interactions in a given system through the kernel function γδ.

The method of absorbing/artificial boundary conditions (ABCs) (also sometimes called trans-
parent or non-reflecting boundary conditions) is used in the present paper to reformulate the un-
bounded problem (1) into an initial boundary-value problem set in a square finite computational
domain such that the waves striking the fictitious boundary could be efficiently annihilated. Since a
few decades, many contributions (see e.g. [1, 3, 6, 13, 14, 16, 17, 18, 33]) were devoted to the design
and implementation of accurate ABCs for integer order local PDEs, and in particular for wave-like
equations. In the case of nonlocal PDEs, much less works on ABCs are available in the literature.
In [12], the authors propose an ABC for the one-dimensional nonlocal wave equation. For the case
of one-dimensional nonlocal Schrödinger equations, we refer to [28, 39] for the boundary treatment
and numerical analysis of ABCs. DtN-based boundary operators are developed in [40, 41] for one-
dimensional nonlocal heat equations. The absorbing layers/PML approach is investigated for the
one-dimensional heat and Schrödinger equations involving fractional operators in [5, 20]. A general
PML approach is introduced in [2] for fractional PDEs, and completed with techniques in [4] which
are more specifically devoted to the fractional Laplacian. Some efficient local in-time ABCs are
proposed for the one-dimensional peridynamics case in [32, 35]. However, these algorithms meet
difficulties when dealing with the corner problem for two- and three-dimensional domains. For
two-dimensional nonlocal PDEs, ABCs are constructed in [10] but without stability analysis. In
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general, much less works dedicated to ABCs for two-dimensional spatially nonlocal and fractional
PDE models are available. A crucial difficulty when dealing with these nonlocal problems is to
compute the Green’s functions accurately [34]. In the present work, we solve this problem by using
techniques developed in [19, 29, 30], where the Green’s functions for both the semi-discretized heat
and Schrödinger equations in a two-dimensional domain are computed accurately. The correspond-
ing boundary conditions solve the problem of corner reflection for the two-dimensional peridynamics
model with high precision.

The aim of the present paper is (i) to construct ABCs for a fully-discretized version of (1),
(ii) to develop a stability analysis of the resulting scheme and (iii) to confirm the accuracy of
the approach through numerical examples. To this end, a Crank-Nicolson time discretization and
a spatial asymptotically compatible scheme are applied to (1) to obtain a full discretization in
Subsection 2.1. Then, the exact ABC for the fully discretized version of (1) is extracted in Subsection
2.2. In addition, an efficient recursive algorithm is proposed in Subsection 2.3 to compute with
high accuracy the discrete Green’s functions which are involved in the construction of the ABCs in
Subsection 2.4. In Section 3, the stability analysis of the scheme with ABCs is developed. Numerical
examples are reported in Section 4 to confirm the effectiveness of the ABCs. Finally, we end by a
conclusion in Section 5.

2. Absorbing boundary conditions for the fully discretized peridynamics

To construct the accurate absorbing boundary conditions for the two-dimensional peridynamics
system (1), we first derive its fully discretized version in Subsection 2.1. Next, the corresponding
ABCs are proposed in Subsections 2.2 and 2.3, before providing the full scheme in Subsection 2.4.

2.1. Time and space discretizations of the two-dimensional peridynamics system

The Asymptotic Compatibility (AC) discretization scheme derived in [12] is used to approximate
the integrodifferential operator Lδ given by (2). The square computational domain [−xJ , xJ ] ×
[−xJ , xJ ] is discretized by using (2J+1)×(2J+1) grid points (xj , y`) = (jh, `h), −J ≤ j, ` ≤ J , for
the uniform spatial meshsize h := xJ/J > 0. The piecewise multilinear basis function φj,`(x, y) is

introduced such that φj,`(xm, yk) = δm,kj,` , where we define the Krönecker symbol δk,mj,` , for (k,m) ∈ Z2

given, such that: δk,mj,` = 0 for (j, `) 6= (k,m) and δk,mj,` = 1, otherwise. Then, by considering an

integer K ≥ 0, the AC discretization of Lδ is given by: for (j, `) ∈ Z2

Lδu(xj , y`) ≈
K∑

k,m=0

bk,m(u(xj+k, y`+m) + u(xj+k, y`−m) + u(xj−k, y`+m) + u(xj−k, y`−m)− 4u(xj , y`)),
(3)

where the real-valued coefficients bk,m are such that

bk,m :=


k +m

h(k2 +m2)

∫ ∫
B+(0,δ)

φk,m(x, y)γδ(
√
x2 + y2)

x2 + y2

x+ y
dxdy, (k,m) 6= (0, 0),

0, (k,m) = (0, 0),

B+(0, δ) being the first quadrant of the disc centered at the origin with radius δ. It is clear that
bk,m = bm,k.

For a sequence u = {un}∞n=0 such that
∑∞

n=0 |un|2 < ∞, the operators S± are defined by:
S±u = {un±1}∞n=0, setting u−1 = 0. The average operators E± and difference quotient operators
D±τ with uniform time step τ are given by E± = (S± + I)/2 and D±τ = ±(S± − I)/τ , respectively.
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Figure 1: Labelling of the interior and exterior layers nodes (J = 4 and K = 2).

The following symbols are used: S±un = (S±u)n, E±un = (E±u)n and D±τ u
n = (D±τ u)n. Let us

introduce the coefficients:

ak,m = b|k|,|m|, (k,m) 6= (0, 0), a0,0 = −
∑

−K≤k,m≤K,(k,m)6=(0,0)

bk,m. (4)

Based on the Crank-Nicolson (CN) time scheme at time tn = nτ and the AC spatial discretization
(3), we obtain the fully discretized peridynamics system (called CNAC) approximating (1)(for
f = 0)

D−τ D
+
τ u

n
j,` = E−E+Lδ,hu

n
j,` :=

K∑
k,m=−K

ak,mE
−E+unj+k,`+m, for j, ` ∈ Z, (5)

where unj,` denotes the numerical approximation of u(xj , y`, tn).

2.2. Construction of the absorbing boundary conditions for the fully discretized peridynamics

We propose to derive the exact absorbing boundary conditions for general compactly supported
initial data φ0 and φ1. For convenience, we introduce the notation RL(m,n) to denote a rectangular
box in Z2 such that RL(m,n) = {(p, q) : |p − m| ≤ L, |q − n| ≤ L}. The finite rectangular
computational domain can be chosen as RJ(0, 0), with size (2J + 1)× (2J + 1) (blue square domain
in Figure 1 for the specific case J = 4 and K = 2), such that unj,` is located at (j, `), with j =
−J, ..., J and ` = −J, ..., J . Therefore, the white interior points correspond to RJ−K(0, 0), the
yellow interior layer points to RJ(0, 0)/RJ−K(0, 0) and and finally the gray exterior layer points to

4



RJ+K(0, 0)/RJ(0, 0). Let us denote by mod(a, b) the modulo function which provides the remainder
of the division of a by b. Then, we define the symbol ν(k), 1 ≤ k ≤ 4K(2J + 1−K), to denote the
location of the k-th interior layer node (yellow node in Figure 1) such that

• For 1 ≤ k ≤ (2J + 1)K:

1. If mod(k, 2J + 1) 6= 0:

ν(k) =
(
− J +

k −mod(k, 2J + 1)

2J + 1
,−J +mod(k, 2J + 1)− 1

)
2. If mod(k, 2J + 1) = 0:

ν(k) =
(
− J +

k −mod(k, 2J + 1)

2J + 1
− 1, J

)
• For (2J + 1)K + 1 ≤ k ≤ (2J + 1)K + (2J + 1− 2K)2K:

Set: k1 = k − (2J + 1)K − 1

1. If mod(k1, 2K) 6= 0:

(a) If mod(k1, 2K) ≤ K:

ν(k) =
(
− J +K +

k −mod(k, 2K)

2K
,−J +mod(k, 2K)− 1

)
(b) If mod(k1, 2K) ≥ K + 1:

ν(k) =
(
− J +K +

k −mod(k, 2K)

2K
,J − (2K −mod(k, 2K)) + 1

)
2. If mod(k1, 2K) = 0:

ν(k) =
(
− J +K +

k1 −mod(k1, 4K)

4K
− 1, J

)
• For (2J + 1)K + (2J + 1− 4K)2K + 1 ≤ k ≤ J2 − (J − 2K)2:

Set k1 = k − (2J + 1)K − (2J + 1− 2K)2K

1. If mod(k1, 2J + 1) 6= 0:

ν(k) =
(
J −K + 1 +

k1 −mod(k1, 2J + 1)

2J + 1
,−J +mod(k1, 2J + 1)− 1

)
2. If mod(k1, 2J + 1) = 0:

ν(k) =
(
J −K + 1 +

k1 −mod(k1, 2J + 1)

2J + 1
− 1, J

)
The location of the m-th exterior layer node (black node in Figure 1) is labelled by the symbol
µ(m) in the same way. The number of interior layer nodes is equal to (2J + 1)2− (2J + 1− 2K)2 =
4K(2J + 1 −K). We use BInt to denote the set consisting of the locations of interior layer nodes,
namely,

BInt = {ν(k) : 1 ≤ k ≤ 4K(2J + 1−K)},
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with cardinal |BInt| = 4K(2J + 1−K). We also define: BExt = {µ(k) : 1 ≤ k ≤ 4K(2J + 1 +K)},
with |BExt| = 4K(2J + 1 +K). The notation (I[u])n := [unν(1), · · · , u

n
ν(|BInt|)]

T is used for the interior

layer vector such that unν(k) is located at the point ν(k) in BInt (with MT the transpose of any

complex-valued matrix M). Similarly, the exterior layer vector is (E[u])n := [unµ(1), · · · , u
n
µ(|BExt|)]

T .

We define the Z-transform of a given complex-valued sequence (fn)n∈N by

f̂(z) :=
∞∑
k=0

fnz−n.

For a sequence of M × M matrices (An)n∈N and for a sequence of vectors (vn)n∈N ∈ CM , the
associated Z-transforms are:

Â(z) :=
∞∑
n=0

Anz−n and v̂(z) :=
∞∑
n=0

vnz−n.

In addition, the convolution ? of two sequences {gn}n and {fn}n is such that

(f ? g)n :=
n∑
r=0

gn−rfn,

while for two sequences of matrices {An}n and {Bn}n of size M ×M we have:

(A ? B)n :=
n∑
r=0

An−rBr.

Finally, we introduce the function

ρInt(z, x, y) :=
(z − 1

τ

)2
−
(z + 1

2

)2
AInt(x, y), (6)

with (setting i =
√
−1)

AInt(x, y) :=

K∑
k,m=−K

ak,me
−ikxe−imy.

From the assumption on the compact support of φ0, the discrete initial data u0j,` is zero outside
the selected computational domain, including its interior layer (i.e. compactly supported in the
domain consisting of the white points in Figure 1). In this setting, we can extract the ABCs to
complete the CNAC discrete system (5), restricted to indices (j, `) ∈ BInt. To this end, a relation
between the unknowns unµ(j) (1 ≤ j ≤ |BExt|) in the exterior layer (black dots in Figure 1) and the

values unν(j) (1 ≤ j ≤ |BInt|) in the interior layer (yellow nodes) in the computational domain is
derived in Theorem 1. This relation plays the role of an ABC.

Theorem 1. Under the above setting, the ABC for the discretized peridynamics equation (5) is

unµ(j) =

|BInt|∑
k=1

(Cj,k ? uν(k))n, for 1 ≤ j ≤ |BExt|, (7)
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for n ∈ N. Here, the sequence of matrices {Cn}n of size |BExt| × |BInt| is given through the relation:
Ĉ(z) = B̂(z)Â−1(z), where Bnj,k = fn|µ(j)−ν(k)|, for 1 ≤ j ≤ |BExt|, 1 ≤ k ≤ |BInt|, and Anj,k =

fn|ν(j)−ν(k)|, for 1 ≤ j, k ≤ |BInt|, with

f̂j,`(z) =
ĝj,`(z)

ĝ0,0(z)
, (8)

and

ĝj,`(z) =
1

4π2

∫ 2π

0

∫ 2π

0
(ρInt(z, x, y))−1e−ijx−i`ydxdy. (9)

In addition, the notation |(m,n)| represents (|m|, |n|).

To prove Theorem 1, we first need to state the following Lemma.

Lemma 1. The functions f̂j,`(z), for (j, `) ∈ Z2, satisfy the following equation

(z − 1

τ

)2
f̂j,`(z) =

(z + 1

2

)2 K∑
k,m=−K

ak,mf̂j+k,`+m(z) +
δ0,0j,`
ĝ0,0(z)

. (10)

Proof of Lemma 1. Let j, ` ∈ Z. A simple calculation based on (8)-(9) leads to

K∑
k,m=−K

ak,mf̂j+k,`+m(z) =
1

4π2ĝ0,0(z)

∫ 2π

0

∫ 2π

0
ρ−1Int(z, x, y)AInt(x, y)e−ijx−i`ydxdy

=
4

(z + 1)2ĝ0,0(z)

(
− 1

4π2

∫ 2π

0

∫ 2π

0
e−ijx−i`ydxdy +

(z − 1

τ

)2
ĝj,`

)
=

4

(z + 1)2ĝ0,0(z)

[(z − 1

τ

)2
ĝj,`(z)− δ0,0j,`

]
,

which provides (10). �
Let us now prove the following result based on Lemma 1.

Lemma 2. Let us set Nτ = T . We assume that the kernel functions {fnj,`}n∈N satisfy (8)-(9), for

(j, `) ∈ Z2. We consider |BInt| given sequences {vnν(k)}n∈N, for 1 ≤ k ≤ |BInt|, such that v0ν(k) = 0,

v1ν(k) = 0 and vnν(k) = 0, with n ≥ N + 1. If we define

unj,` =

|BInt|∑
k=1

(f(j,`)−ν(k) ? vν(k))
n, for (j, `) ∈ Z2/RJ−K(0, 0), (11)

then, for any (j, `) ∈ Z2/RJ(0, 0), we have

D−τ D
+
τ u

n
j,` = E−E+Lδ,hu

n
j,`, (12)

with u0j,` = 0 and u1j,` = 0.

Proof of Lemma 2. It is clear that v̂ν(k)(z) exists for 1 ≤ k ≤ |BInt|. From (11), we obtain

ûj,`(z) =

|BInt|∑
k=1

f̂(j,`)−ν(k)(z)v̂ν(k)(z), for (j, `) ∈ Z2/RJ−K(0, 0). (13)
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For (j, `) ∈ Z2/RJ(0, 0), we have: (j, `) − ν(k) 6= (0, 0), with 1 ≤ k ≤ |BInt|, and δ0,0(j,`)−ν(k) = 0.

Thus, from (10) and (13), the function ûj,`(z) satisfies

(z − 1

τ

)2
ûj,`(z) =

|BInt|∑
k=1

(z − 1

τ

)2
f̂(j,`)−ν(k)(z)v̂ν(k)(z)

=
(z + 1

2

)2[ |BInt|∑
k=1

∑
−K≤p,q≤K

ap,qf̂(j,`)−ν(k)−(p,q)(z)v̂ν(k)(z)
]

=
(z + 1

2

)2[ ∑
−K≤p,q≤K

ap,q

|BInt|∑
k=1

(
f̂(j,`)−ν(k)−(p,q)(z)v̂ν(k)(z)

)]
=
(z + 1

2

)2 ∑
−K≤p,q≤K

ap,qû(j,`)−(p,q)(z),

which leads to (12) after inversion by the Z-transform. Finally, we obtain

u0j,` =

|BInt|∑
k=1

f0(j,`)−ν(k)v
0
ν(k) = 0

and

u1j,` =

|BInt|∑
k=1

(f0(j,`)−ν(k)v
1
ν(k) + f1(j,`)−ν(k)v

0
ν(k)) = 0

from (13). �
From Lemma 2, we deduce that the function unj,`, defined by (11), for (j, `) ∈ Z2/RJ(0, 0),

satisfies the governing fully discretized peridynamics on the exterior domain. Thus, an expression
of the ABC given by (11) can be obtained at the boundary if one can compute {vnν(k)}n, for 1 ≤
k ≤ |BInt|. This question is considered in the following Lemma.

Lemma 3. Let us assume that τ2 ≤ |a0,0|−1/4, with a0,0 given by (4). For |BInt| given sequences
{unν(j)}n, such that u0ν(j) = 0, u1ν(j) = 0 and unν(j) = 0, for n ≥ N + 1, one can find |BInt| sequences

{vnν(k)}n, with 1 ≤ k ≤ |BInt|, satisfying

unν(j) =

|BInt|∑
k=1

(fν(j)−ν(k) ? vν(k))
n, 1 ≤ j ≤ |BInt|. (14)

Furthermore, we have ∑
(j,`)∈Z2/RJ (0,0)

|unj,`|2 < +∞, (15)

where

unj,` =

|BInt|∑
k=1

(f(j,`)−ν(k) ? vν(k))
n,

for (j, `) ∈ Z2/RJ(0, 0).
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Proof of Lemma 3. Let us note that unν(j) = 0, for n ≥ N + 1 and 1 ≤ j ≤ |BInt|. Thus, ûν(j)(z)

is analytic for z 6= 0 and 1 ≤ j ≤ |BInt|. To get (14), we only need to solve an equivalent version,
namely,

ûν(j) =

|BInt|∑
k=1

f̂ν(j)−ν(k)(z)v̂ν(k)(z), 1 ≤ j ≤ |BInt|. (16)

Since f̂ν(j)−ν(k)(z) =
ĝν(j)−ν(k)(z)

ĝ0,0(z)
, (16) can be written as

ûν(j) =

|BInt|∑
k=1

ĝν(j)−ν(k)(z)v̂ν(k)ĝ
−1
0,0, 1 ≤ j ≤ |BInt|. (17)

Recalling now that I[û] = (ûν(1), · · · , ûν(|BInt|))
T and I[v̂] = (v̂ν(1), · · · , v̂ν(|BInt|))

T , then (17) can

be rewritten in the form of I[û] = ÂI[v̂], where Â is the |BInt| × |BInt| matrix such that Âj,k(z) =
ĝ|ν(j)−ν(k)|(z)ĝ

−1
0,0 because ĝν(j)−ν(k) = ĝν(k)−ν(j). In addition, for large values of |z|, we have

ĝj,`(z) =
1

4π2

∫ 2π

0

∫ 2π

0
ρ−1Int(z, x, y)e−ijx−i`ydxdy

=

∞∑
m=0

1

4π2
τ2

zm+2

∫ 2π

0

∫ 2π

0

(
2− 1

z
+
τ2

4
(2 +

1

z
)AInt(x, y)

)m
(

1− τ2AInt(x, y)/4
)m+1 e−ijx−i`ydxdy

=
τ2

4π2z2

∫ 2π

0

∫ 2π

0

1(
1− τ2AInt(x, y)/4

)e−ijx−i`ydxdy +O(
τ2

z3
) =

γj,`
z2

+O(
τ2

z3
), (18)

where

γj,` =
τ2

4π2

∫ 2π

0

∫ 2π

0

∞∑
m=0

(τ2AInt(x, y)

4

)m
e−ijx−i`ydxdy = τ2δ0,0j,` +O(τ3).

Thus, we derive that: Â = I+O(τ)+O(z−1), where I is the |BInt|×|BInt| identity matrix. Therefore,
for large values of |z| and small values of |τ |, we have: I[û] ≈ II[v̂], and conclude that (17) has a
unique sequence solution I[v̂], which leads to (16).

In addition, we have

ĝj,`(z) =
1

4π2

∫ 2π

0

∫ 2π

0
ρ−1Int(z, x, y)e−ijx−i`ydxdy =

1

−ij

1

4π2

∫ 2π

0

∫ 2π

0
ρ−1Int(z, x, y)e−i`yd(e−ijx)dy

=
1

ij

1

4π2

∫ 2π

0

∫ 2π

0

∂(ρ−1Int)

∂x
e−i`ye−ijxdxdy = − 1

j`

1

4π2

∫ 2π

0

∫ 2π

0

∂2(ρ−1Int)

∂x∂y
e−i`ye−ijxdxdy.

Let us assume that τ2 ≤ |a0,0|−1/4. Then, from |z| > 4, we have

|(z − 1)2

τ2
− (z + 1)2

4
AInt| ≥

(|z| − 1)2

τ2
− (|z|+ 1)2

4
2|a0,0| >

9

τ2
− 25

2
|a0,0| >

47

2
|a0,0|.

By (9), it is clear that ĝj,`(z) is analytic for |z| ≥ 4 by (18). Therefore, for |z| ≥ 4, one has

|ĝj,`(z)| =
∣∣∣ 1

j`

1

4π2

(∫ 2π

0

∫ 2π

0

∂2(ρ−1Int)

∂x∂y
e−i`ye−ijxdxdy

)∣∣∣ ≤ 1

j`
max

(x,y)∈[0,2π]2,|z|≥4

∣∣∣∂2(ρ−1Int)

∂x∂y

∣∣∣ ≤ C

j`
.
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Similarly, we have: |ĝ0,`(z)| ≤ C/`. As a consequence, for the computational domain RJ(0, 0) with
fixed size 2J + 1 (as stated in Section 2.2), with (j, `) ∈ Z2/RJ(0, 0) and |z| ≥ 4, one gets

|ûj,`| = |
|BInt|∑
k=1

ĝ(j,`)−ν(k)v̂ν(k)(ĝ0,0)
−1| ≤ C|BInt|

|j ± J |
, for |j| > J .

We also have: |ûj,`| ≤ C|BInt||` ± J |−1, for |`| > J , and |ûj,`| ≤ C|BInt|
|j±J ||`±J | for |`| > J and |j| > J .

For N fixed and n ≤ N , the above two inequalities imply that

|unj,`| =
∣∣∣ 1

2πi

∫
|z|=4

ûj,`(z)z
n−1dz

∣∣∣ ≤ C|BInt|
||j| − J |

∫
|z|=4

|z|n−1|dz| ≤ C|BInt|4N

||j| − J |
, for |j| > J,

|unj,`| ≤
C|BInt|4N

||`| − J |
, for |`| > J,

|unj,`| ≤
C|BInt|4N

||`| − J |||j| − J |
, for |`| > J, |j| > J. (19)

By using (19), we obtain∑
(j,`)∈Z2/RJ (0,0)

|unj,`|2 =
∑

|`|>J,|j|≤J

|unj,`|2 +
∑

|`|≤J,|j|>J

|unj,`|2 +
∑

|`|>J,|j|>J

|unj,`|2

≤ C|BInt|2(16)N
∑
|j|≤J

∞∑
`=J+1

1

(`− J)2
+ C|BInt|2(16)N

∑
|`|≤J

∞∑
j=J+1

1

(j − J)2

+C|BInt|2(16)N
∞∑

j=J+1

∞∑
`=J+1

1

(j − J)2(`− J)2
< +∞.

�
Based on Lemmas 2 and 3, we can now prove Theorem 1.

Proof of Theorem 1. From Lemma 3, there exist |BInt| sequences {vnν(k)}n, with 1 ≤ k ≤ |BInt|,
such that (14) holds for the |BInt| interior layer values {unν(j)}n, with 1 ≤ j ≤ |BInt|. Now, {unj,`}n can

be defined from the sequences {vnν(k)}n by (11), with (j, `) ∈ Z2/RJ(0, 0). Therefore, the sequences

{unµ(j)}n satisfy (12), for 1 ≤ j ≤ |BExt|, by Lemma 2. Thus, we prove that (11) and (14) provide
the boundary condition, namely

unµ(j) =

|BInt|∑
k=1

(f|µ(j)−ν(k)| ? vν(k))
n, 1 ≤ j ≤ |BExt|,

unν(`) =

K∑
k=1

(f|ν(`)−ν(k)| ? vν(k))
n, 1 ≤ ` ≤ |BInt|,

(20)

since fnj,` = fnj,−` = fn−j,` = fn−j,−`. Now, by eliminating û(z) after applying the Z-transform to (20),
we directly obtain

unµ(j) =

|BInt|∑
k=1

(Cj,k ? uν(k))n, 1 ≤ j ≤ |BExt|,

where Ĉ(z) = B̂(z)Â−1(z) such that (An)j,k = fn|µ(j)−ν(k)|, with 1 ≤ j, k ≤ |BInt|, and (Bn)j,k =

fn|ν(j)−ν(k)|, with 1 ≤ j ≤ |BExt|, 1 ≤ k ≤ |BInt|. �

10



Since fnj,` = fnj,−` = fn−j,` = fn−j,−`, we only need to compute fnj,`, with 0 ≤ j, ` ≤ K + 2J .

The term Ĉ(z) is determined in Subsection 2.3 by the sequences {fnj,`}n through the relation:

Ĉ(z) = B̂(z)Â−1(z). Furthermore, since

B̂j,k(z) =
ĝ|µ(j)−ν(k)|(z)

ĝ0,0(z)
, and Âj,k(z) =

ĝ|ν(j)−ν(k)|(z)

ĝ0,0(z)
,

the matrices Â and B̂ can be modified as B̂j,k(z) = ĝ|µ(j)−ν(k)|(z) and Âj,k(z) = ĝ|ν(j)−ν(k)|(z) to

obtain Ĉ from Ĉ = B̂Â−1. Hence, computing the functions ĝj,`(z) instead of f̂j,`(z) is sufficient.

2.3. Computation of the function {gnj,`}n and Green’s function {Cn}n
To derive the ABC (7), we have just seen that we only need to compute the sequences {gnj,`}n,

for 0 ≤ ` ≤ j ≤ 2J +K, with {gnj,`}n the inverse Z-transform of ĝj,`(z). By Lemma 1, the function

ĝj,`(z), for (j, `) ∈ Z2, satisfies(z − 1

τ

)2
ĝj,`(z) =

(z + 1

2

)2[ ∑
−K≤k,m≤K

ak,mĝj−k,`−m(z)
]

+ δ0,0j,` ,

leading to

D−τ D
+
τ g

n
j,` = E−E+Lδ,hg

n
j,` + δ0,0j,` , (21)

g0j,` = 0, g1j,` = 0. (22)

Let us define ∆x
k,mg

n
j,` = gnj+k,`+m − gnj−k,`+m. Then, the following result holds.

Lemma 4. The sequences {gnj,`}n, for (j, `) ∈ Z2 and n ≥ 2, satisfy the recursive relation

n

K∑
k,m=1

ak,m(∆x
k,mg

n+2
j,` + ∆x

k,−mg
n+2
j,` ) + (3n− 1)

K∑
k,m=1

kak,m(∆x
k,mg

n+1
j,` + ∆x

k,−mg
n+1
j,` )

+(3n− 2)
K∑

k,m=1

kak,m(∆x
k,mg

n
j,` + ∆x

k,−mg
n
j,`) + (n− 1)

K∑
k,m=1

kak,m(∆x
k,mg

n−1
j,` + ∆x

k,−mg
n−1
j,` )

+(3n− 2)
K∑
k=1

kak,0∆
x
k,0g

n
j,` + (n− 1)

K∑
k=1

kak,0∆
x
k,0g

n−1
j,` + n

K∑
k=1

kak,0∆
x
k,0g

n+2
j,`

+(3n− 1)

K∑
k=1

kak,0∆
x
k,0g

n+1
j,` =

16j

τ2
gnj,` −

16j

τ2
gn+1
j,` . (23)

Proof of Lemma 4. For any (j, `) ∈ Z2, we define ĥj,`(z) = (z + 1)2ĝj,`(z) and ĥj−k,`−m −
ĥj+k,`−m = −∆x

k,−mĥj,`. Then one gets

11



d

dz

( K∑
k,m=1

kak,m

[
−∆x

k,−mĥj,` −∆x
k,mĥj,`

]
−

K∑
k=1

kak,0∆
x
k,0ĥj,`

)
=

1

4π2
d

dz

[ ∫ 2π

0

∫ 2π

0
i(1 + z)2ρ−1Int(z, x)[−∂AInt(x, y)

∂x
]e−ijx−i`ydxdy

]
= −4(z2 − 1)

τ2
(

1

4π2

∫ 2π

0

∫ 2π

0
i[−∂AInt(x, y)

∂x
]ρ−2Int(z, x, y)e−ijx−i`ydxdy)

=
16i(z − 1)

(z + 1)3τ2

( 1

4π2

∫ 2π

0

∫ 2π

0
[−1

4

∂AInt(x, y)

∂x
][−(1 + z)4ρ−2Int(z, x, y)]e−ijx−i`ydxdy

)
=

16i(z − 1)

(z + 1)3τ2

( 1

4π2

∫ 2π

0

∫ 2π

0
−((1 + z)−2ρInt(z, x, y))−2e−ijx−i`yd((1 + z)−2ρInt(z, x, y))dy

)
= −16j(z − 1)

(z + 1)3τ2

( 1

4π2

∫ 2π

0

∫ 2π

0
((1 + z)−2ρInt(z, x, y))−1e−ijx−i`ydxdy

)
= −16j(z − 1)

(z + 1)τ2
ĝj,`,

which leads, with ∆x
k,mĝj,` = ĝj+k,`+m − ĝj−k,`+m, to

−16j(z − 1)

(z + 1)τ2
ĝj,` + 2(z + 1)

K∑
k,m=1

kak,m

[
−∆x

k,mĝj,` −∆x
k,−mĝj,`

]
− 2(z + 1)

K∑
k=1

kak,0∆
x
k,0ĝj,`

+(z + 1)2
K∑

k,m=1

kak,m

[
−∆x

k,m

dĝj,`
dz
−∆x

k,−m
dĝj−k,`−m

dz

]
− (z + 1)2

K∑
k=1

kak,0∆
x
k,0

dĝj−k,`
dz

.

After some manipulations, we obtain

2
K∑

k,m=1

kak,m(−∆x
k,mg

n
j,` −∆x

k,−mg
n
j,`) + 4

K∑
k,m=1

kak,m(−∆x
k,mg

n+1
j,` −∆x

k,−mg
n+1
j,` )

+2

K∑
k,m=1

kak,m(−∆x
k,mg

n+2
j,` −∆x

k,−mg
n+2
j,` )− 2

K∑
k=1

kak,0∆
x
k,0g

n
j,` − 4

K∑
k=1

kak,0∆
x
k,0g

n+1
j,`

−2
K∑
k=1

kak,0∆
x
k,0g

n+2
j,` +

K∑
k,m=1

kak,m(n− 1)(∆x
k,mg

n−1
j,` + ∆x

k,−mg
n−1
j,` )

+3

K∑
k,m=1

kak,mn(∆x
k,mg

n
j,` + ∆x

k,−mg
n
j,`) + 3

K∑
k,m=1

kak,m(n+ 1)(∆x
k,mg

n+1
j,` + ∆x

k,−mg
n+1
j,` )

+

K∑
k,m=1

kak,m(n+ 2)(∆x
k,mg

n+2
j,` + ∆x

k,−mg
n+2
j,` ) +

K∑
k=1

kak,0(n− 1)∆x
k,0g

n−1
j,` + 3

K∑
k=1

kak,0n∆x
k,0g

n
j,`

+3
K∑
k=1

kak,0(n+ 1)∆x
k,0g

n+1
j,` +

K∑
k=1

kak,0(n+ 2)∆x
k,0g

n+2
j,` =

16j

τ2
gnj,` −

16j

τ2
gn+1
j,` .

With some additional computations and simplifications, we prove (23). �
We denote by rj,` the relation (23) for the indices (j, `), and we set L = 2J+K. We now present

the numerical algorithm to compute gj,`, with (i, j) ∈ Ω1 = {(j, `) : 0 ≤ ` ≤ j ≤ L}. Since the
indices have to be carefully checked, we report on Figure 2 the particular case J = 3, K = 2 and
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Figure 2: Indices for closing the discrete peridynamics system (21) (J = 3, K = 2 and L = 8).

L = 8 as an example for the reader. We use the (1 +L)(2 +L)/2 relations (21) with (i, j) ∈ Ω1 (the
light gray domain in Figure 2) to compute these sequences {gnj,`}n with (i, j) ∈ Ω1. To this end, based
on gn`,j = gnj,`, the sequences {gnj,`}n, for (j, `) ∈ Ω2 = {(j, `) : ` ≤ j,−K ≤ j ≤ L+K,−K ≤ ` ≤ −1}
(the red hatched domain in Figure 2) and (j, `) ∈ Ω3 = {(j, `) : ` ≤ j, L + 1 ≤ j ≤ L + K, 0 ≤
` ≤ L + K} (the white domain in Figure 2), are needed to close (21). Furthermore, the gnj,`, for
` < 0, can be obtained by gnj,` = gnj,−`, and gnj,`, for j < `, are deduced from gnj,` = gn`,j . Thus, the
{gnj,`}n for (j, `) ∈ Ω2, can be obtained from {gnj,`}n, for (j, `) ∈ Ω1 ∪ Ω3. Therefore, we only need
to find K(L+ 1) + (K + 1)K/2 additional relations to close the (1 +L)(2 +L)/2 relations (21), for
(i, j) ∈ Ω1, in order to solve {gnj,`}n, for (i, j) ∈ Ω1 ∪ Ω3. To this end, the K(L+ 1) + (K + 1)K/2
relations rj,`, for (j, `) ∈ Ω4 = {(j, `) : L−K + 1 ≤ j ≤ L, 0 ≤ ` ≤ L} ∪ {(j, `) : ` ≤ j, L− 2K + 1 ≤
j ≤ L−K,L−K + 1 ≤ ` ≤ L} (the blue hatched domain in Figure 2), will be chosen to close the
(1 + L)(2 + L)/2 relations (21).

Now, we determine the discrete system for {gnj,`}n for (i, j) ∈ Ω1. After getting the value of

{gnj,`}n for (j, `) ∈ Ω1, we obtain Cn by Bn = (C ? A)n =
∑n

k=0Ck · An−k = CnA0 +
∑n−1

k=0 CkAn−k,
or equivalently

Cn = (Bn −
n−1∑
k=0

CkAn−k)(A0)−1.

The previous numerical algorithm is applied for solving gnj,`, for n 6= 2. For the specific case n = 2,

we still need to compute g2j,`, for 0 ≤ ` ≤ j ≤ L+K. To this end, g2j,` is rewritten as

g2j,` =
τ2

4π2

∫ 2π

0

∫ 2π

0

1

(1− τ2AInt(x, y)/4)
e−ijx−i`ydxdy,

and can be evaluated by a direct numerical quadrature.
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Remark 1. For the three-dimensional case, the previous derivations can be extended by considering

ĝj,`,p(z) =
1

8π3

∫ 2π

0

∫ 2π

0

∫ 2π

0
(ρInt(z, x1, y1, z1))

−1e−ijx1−i`y1−ipz1dx1dy1dz1,

with

ρInt(z, x1, y1, z1) :=
(z − 1

τ

)2
−
(z + 1

2

)2
AInt(x1, y1, z1),

where

AInt(x1, y1, z1) :=

K∑
k,m,q=−K

ak,m,pe
−ikx1e−imy1e−iqz1 .

Then, it can be proven that

D−τ D
+
τ g

n
j,`,p =

K∑
k,m,q=−K

ak,m,qE
−E+gnj+k,`+m,p+q + δ0,0,0j,`,p , for j, `, p ∈ Z,

and the ABCs for the three-dimensional situation can be developed as in Subsection 2.2.

2.4. Numerical algorithm for the fully discretized peridynamics system with ABC

We give now the corresponding numerical algorithm for the reformulated fully discretized peri-
dynamics on a bounded computational domain RJ(0, 0) with the accurate absorbing boundary
condition. Following Subsection 2.2, we adopt the Crank-Nicolson scheme (5) for the time inte-
gration in (1). Then, relation (7) is introduced to serve as ABC. To compute u1j,`, we use the
Runge-Kutta 4 (RK4) scheme applied to the equivalent form of (1): u̇t = v, v̇t = Lδu, leading to

u1j,` = u0j,` + (F 1
j,` + 2F 2

j,` + 2F 3
j,` + F 4

j,`)τ/6, v1j,` = v0j,` + (G1
j,` + 2G2

j,` + 2G3
j,` +G4

j,`)τ/6,

F 1
j,` = v0j,`, G1

j,` = Lδ,hu
0
j,`,

F 2
j,` = v0j,` +G1

j,`h/2, G2
j,` = Lδ,h(u0j,` + F 1

j,`h/2),

F 3
j,` = v0j,` +G2

j,`h/2, G3
j,` = Lδ,h(u0j,` + F 2

j,`h/2),

F 4
j,` = v0j,` +G3

j,`h, G4
j,` = Lδ,h(u0j,` + F 3

j,`h),

(24)

by setting u0j,` = φ0(xj , y`) and v0j,` = φ1(xj , y`). Then, one can solve unj,`, for n ≥ 2 and (j, `) ∈
RJ(0, 0), by (5) and (7). Since (5) is a three layers scheme, we need the values of u1j,` to compute

unj,`, for n ≥ 2. Thus we can use (24) to compute u1j,` from u0j,` in a large enough domain since the
initial data are compactly supported.

3. Properties of the kernel {Cn}n and stability analysis

In this section, we start by proving some properties of the kernel {Cn}n that are next used to
state the stability of the CNAC with ABC.

3.1. Properties of the kernel {Cn}n
From now on, we use z̄ to denote the complex conjugate of z ∈ C. We start with the following

Proposition.
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Proposition 1. For sequences {unν(k)}n located at ν(k) with, 1 ≤ k ≤ |BInt|, such that u0ν(k) = 0

and u1ν(k) = 0, and for any positive integer N , the following inequality holds

N−1∑
n=1

(
E+(C ? I[u])n − E−(C ? I[u])n

)T
S
(
E+(I[u])n + E−(I[u])n

)
≥

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`|E+uN−1k,m |
2. (25)

Here, S is defined by Si,j = aµ(i)−ν(j), for 1 ≤ i ≤ |BExt| and 1 ≤ j ≤ |BInt|. The coefficients ak,m
are defined by (4), for |k|, |m| ≤ K.

Proof of Proposition 1. By Lemma 3, for any vector sequence {unν(k)}n located at ν(k) such that

u0ν(k) = 0 and u1ν(k) = 0, with 1 ≤ k ≤ |BInt|, there exist some sequences {vnν(k)}n located at ν(k),

with 1 ≤ k ≤ |BInt| and n ≤ N − 1, such that the following equality holds

unν(j) =
K−1∑
k=0

(fν(j)−ν(k) ? vν(k))
n, 1 ≤ j ≤ |BInt|.

Thus, we can define

unj,` =

BInt∑
k=1

(f(j,`)−ν(k) ? vν(k))
n, (j, `) ∈ Z2/RJ(0, 0).

Let us remark that: D+
τ D
−
τ = (D+

τ −D−τ )/τ , (E+ − E−)/τ = (D+
τ + D−τ )/2 and E+E− = (E+ +

E−)/2. Then, {unj,`}n, for (j, `) ∈ Z2/RJ(0, 0), satisfy the fully discrete peridynamics system (12)

(D+
τ −D−τ )unj,`/τ = D+

τ D
−
τ u

n
j,`

=
∑

(k,m)∈RK(0,0)

ak,mE
+E−unj+k,`+m =

∑
(k,m)∈RK(0,0)

ak,m(E+ + E−)unj+k,`+m/2.

Multiplying the above equality by (D+
τ + D−τ )unj,`, and summing up all the terms for (j, `) ∈

Z2/RJ(0, 0), we get∑
Z2/RJ (0,0)

(
(D+

τ −D−τ )unj,`

)
(D+

τ +D−τ )unj,`/τ

=
∑

Z2/RJ (0,0)

∑
(k,m)∈RK(0,0)

ak,m

(
(E+ + E−)unj+k,`+m

)
(D+

τ +D−τ )unj,`/2

=
∑

Z2/RJ (0,0)

∑
(k,m)∈RK(0,0)

ak,m

(
(E+ + E−)unj+k,`+m

)
(E+ − E−)unj,`/(2τ). (26)
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By (15), the left hand side of (26) satisfies∣∣∣ ∑
Z2/RJ (0,0)

∑
(k,m)∈RK(0,0)

ak,m
2τ

(
(E+ + E−)unj+k,`+m

)
(E+ − E−)unj,`

∣∣∣
≤ C

τ

∑
Z2/RJ (0,0)

∑
(k,m)∈RK(0,0)

|ak,m|(|un+1
j+k,`+m|

2 + |un+1
j+k,`+m|

2 + |unj+k,`+m|2 + |unj+k,`+m|2

+|un−1j+k,`+m|
2 + |un−1j+k,`+m|

2)

+
C

τ

∑
Z2/RJ (0,0)

∑
(k,m)∈RK(0,0)

|ak,m|(|un+1
j,` |

2 + |un+1
j,` |

2 + |unj,`|2 + |unj,`|2 + |un−1j,` |
2 + |un−1j,` |

2)

≤ C|a0,0|
τ

(2K + 1)2
∑

(j,`)∈{Z2/RJ−K(0,0)}

(|un+1
j,` |

2|+ |unj,`|2 + |un−1j,` |
2) < +∞,

which indicates that the series in (26) is absolutely convergent. Thus, we can exchange the sum-
mation order of the series expansion (26)

2
∑

Z2/RJ (0,0)

|(D+
τ )unj,`|2 − |(D−τ )unj,`|2

τ

=
∑

(k,m)∈RK(0,0)

ak,m
∑

Z2/RJ (0,0)

((E+ + E−)unj+k,`+m)(E+ − E−)unj,`/τ

=
∑

(k,m)∈RK(0,0)

ak,m
∑

Z2/RJ (0,0)

(
E+unj+k,`+mE

+unj,` − E−unj+k,`+mE−unj,`
)
/τ

+
∑

(k,m)∈RK(0,0)

ak,m
∑

Z2/RJ (0,0)

(
E−unj+k,`+mE

+unj,` − E+unj+k,`+mE
−unj,`

)
/τ

=
∑

(k,m)∈RK(0,0)

ak,m
∑

Z2/RJ (0,0)

(
E+unj+k,`+mE

+unj,` − E−unj+k,`+mE−unj,`
)
/τ

+
∑

(k,m)∈RK(0,0)

ak,m

( ∑
Z2/RJ (0,0)

E−unj+k,`+mE
+unj,` −

∑
Z2/RJ (−k,−m)

E−unj+k,`+mE
+unj,`

)
/τ

=
∑

(k,m)∈RK(0,0)

ak,m
∑

Z2/RJ (0,0)

(
E+unj+k,`+mE

+unj,` − E−unj+k,`+mE−unj,`
)
/τ

+
∑

(k,m)∈RK(0,0)

ak,m

( ∑
RJ (−k,−m)/RJ (0,0)

E−unj+k,`+mE
+unj,`

−
∑

RJ (0,0)/RJ (−k,−m)

E−unj+k,`+mE
+unj,`

)
/τ.

This leads to

2
∑

Z2/RJ (0,0)

|(D+
τ )unj,`|2 − |(D−τ )unj,`|2

τ

=
∑

(k,m)∈RK(0,0)

ak,m
∑

Z2/RJ (0,0)

(
E+unj+k,`+mE

+unj,` − E−unj+k,`+mE−unj,`
)
/τ (27)

+
1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
E+unk,mE

−unj,` − E−unk,mE+unj,`

)
. (28)
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Let us now set ∆E+

k,mu
n
j,` := E+unj+k,`+m − E+unj,`. Then, the first term of (27) can be written as

In1 :=
∑

(k,m)∈RK(0,0)

ak,m
∑

Z2/RJ (0,0)

(
E+unj+k,`+mE

+unj,`

)
/τ

=
∑

(k,m)6=(0,0)

ak,m
∑

Z2/RJ (0,0)

(
∆E+

k,mu
n
j,`

)
E+unj,`/τ (29)

= −
∑

(k,m)6=(0,0)

ak,m
τ

∑
Z2/RJ (0,0)

(
∆E+

k,mu
n
j,`

)2
+

∑
(k,m)6=(0,0)

ak,m
τ

∑
Z2/RJ (0,0)

(
∆E+

k,mu
n
j,`

)
E+unj+k,`+m

= −
∑

(k,m) 6=(0,0)

ak,m
τ

∑
Z2/RJ (0,0)

(
∆E+

k,mu
n
j,`

)2
−

∑
(k,m)6=(0,0)

ak,m
τ

∑
Z2/RJ (−k,−m)

(
∆E+

k,mu
n
j,`

)
E+unj,`. (30)

Thus, the term In1 can be written as the average of (29) and (30), i.e.

In1 =
∑

(k,m)6=(0,0)

ak,m

[ ∑
Z2/RJ (0,0)

(
∆E+

k,mu
n
j,`

)
E+unj,` −

∑
Z2/RJ (−k,−m)

(
∆E+

k,mu
n
j,`

)
E+unj,`

]
/(2τ)

−
∑

(k,m)6=(0,0)

ak,m
∑

Z2/RJ (0,0)

(
∆E+

k,mu
n
j,`

)2
/(2τ).

The above equality is equivalent to

In1 =
∑

(k,m) 6=(0,0)

ak,m

[ ∑
RJ (−k,−m)/RJ (0,0)

(
∆E+

k,mu
n
j,`

)(
−∆E+

k,mu
n
j,`

)
−

∑
RJ (−k,−m)/RJ (0,0)

(
−∆E+

k,mu
n
j,`

)
E+unj+k,`+m −

∑
RJ (0,0)/RJ (−k,−m)

(
∆E+

k,mu
n
j,`

)
E+unj,`

]
/(2τ)

−
∑

(k,m) 6=(0,0)

ak,m
∑

Z2/RJ (0,0)

(
∆E+

k,mu
n
j,`

)2
/(2τ).

As a consequence, we have

In1 = −
∑

(k,m)6=(0,0)

ak,m
∑

RJ (−k,−m)/RJ (0,0)

(∆E+

k,mu
n
j,`)

2/(2τ) (31)

−
∑

(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`
τ

E+unj,`(E
+unk,m − E+unj,`)

−
∑

(k,m) 6=(0,0)

ak,m
2τ

∑
Z2/RJ (0,0)

(∆E+

k,mu
n
j,`)

2. (32)

The term of the right hand side of (31) is equivalent to

−
∑

(k,m)6=(0,0)

ak,m
2τ

∑
RJ+K(0,0)/RJ (0,0)

(
∆E+

k,mu
n
j,`

)2
,

while the term (32) can be written as

−
∑

(k,m)6=(0,0)

ak,m
2τ

∑
RJ+K(0,0)/RJ (0,0)

(
∆E+

k,mu
n
j,`

)2
−

∑
(k,m)6=(0,0)

ak,m
2τ

∑
Z2/RJ+K(0,0)

(
∆E+

k,mu
n
j,`

)2
.
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By the above three equality, we deduce

In1 = −1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

[
E+unj,`

(
E+unk,m − E+unj,`

)
+
(
E+unk,m − E+unj,`

)2]
− 1

2τ

∑
(k,m)6=(0,0)

ak,m
∑

Z2/RJ+K(0,0)

(
∆E+

k,mu
n
j,`

)2
= −1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`E
+unk,m

(
E+unk,m − E+unj,`

)
− 1

2τ

∑
(k,m)6=(0,0)

ak,m
∑

Z2/RJ+K(0,0)

(
∆E+

k,mu
n
j,`

)2
=

1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`E
+unk,mE

+unj,` −Hn,

where we define

Hn =
1

2τ

∑
(k,m) 6=(0,0)

ak,m
∑

Z2/RJ+K(0,0)

(
∆E+

k,mu
n
j,`

)2
+

1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`|E+unk,m|2.

Finally, we can write (27) and (28) as

2
∑

Z2/RJ (0,0)

|(D+
τ )unj,`|2 − |(D−τ )unj,`|2

τ

=
1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
E+unk,mE

+unj,` − E−unk,mE−unj,`
)

+
1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
E+unk,mE

−unj,` − E−unk,mE+vnj,`

)
−Hn +Hn−1

=
1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
E+unk,m − E−unk,m

)(
E+unj,` + E−unj,`

)
−Hn +Hn−1.(33)

Let us recall the notations: (I[u])n = [unν(1), · · · , u
n
v(|BInt|)]

T , (I[v])n = [vnν(1), · · · , v
n
ν(|BInt|)]

T and

(E[w])n = [wnµ(1), · · · , w
n
µ(|BExt|)]

T . By Theorem 1, we have (I[u])n = (A ? I[v])n and (E[u])n =

(B ? I[v])n, which implies that: (E[u])n = (C ? I[u])n. Summing up (33) from n = 1 to N − 1 yields

2
∑

Z2/RJ (0,0)

|(D+
τ )uN−1j,` |

2

τ
= 2

N−1∑
n=1

∑
Z2/RJ (0,0)

|(D+
τ )unj,`|2 − |(D−τ )unj,`|2

τ

=
1

τ

N−1∑
n=1

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`(E
+unk,m − E−unk,m)(E+unj,` + E−unj,`) +

N−1∑
n=1

(−Hn +Hn−1)

=
1

τ

[N−1∑
n=1

(
E+(C ? I[u])n − E−(C ? I[u])n

)T
S
(
E+(I[u])n + E−(I[u])n

)]
−HN−1.
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Finally, one gets

1

τ

[N−1∑
n=1

(
E+(C ? I[u])n − E−(C ? I[u])n

)T
S
(
E+(I[u])n + E−(I[u])n

)]
= 2

∑
Z2/RJ (0,0)

|(D+
τ )uN−1j,` |

2

τ
+HN−1 ≥ HN−1,

which leads to (25). �

3.2. Stability analysis

We now prove the stability of the fully-discrete CNAC scheme with ABC.

Theorem 2. For Nτ ≤ T , the solution of the fully discrete CNAC scheme (5) with ABCs (7)
satisfies the stability inequality

h2
∑
RJ (0,0)

|uNj,`|2 ≤ 2h2
∑
RJ (0,0)

|u0j,`|2 + 2T 2h2
∑
RJ (0,0)

|(D+
τ )u0j,`|2.

Proof of Theorem 2. Repeating the same procedure as in the proof of Proposition 1 by multiplying
(12) by (D+

τ +D−τ )unj,`, and summing up all the terms for (j, `) ∈ RJ(0, 0), we have

2
∑
RJ (0,0)

|(D+
τ )unj,`|2 − |(D−τ )unj,`|2

τ
(34)

=
∑

(k,m)∈RK(0,0)

ak,m
∑
RJ (0,0)

(
E+unj+k,`+mE

+unj,` − E−unj+k,`+mE−unj,`
)
/τ (35)

−1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
E+unk,mE

−unj,` − E−unk,mE+unj,`

)
.

Let us consider the first term of (35) defined by

In2 :=
∑

(k,m)∈RK(0,0)

ak,m
∑
RJ (0,0)

(
E+unj+k,`+mE

+unj,`

)
/τ.

Then using some similar calculations as for In1 (see (28)), we can prove that

In2 = −Gn +
3

τ

∑
(k,m) 6=(0,0)

ak,m
∑

RJ−K(0,0)

(
∆E+

k,mu
n
j,`

)2
,

by defining

Gn =
1

2τ

∑
(k,m) 6=(0,0)

ak,m
∑

RJ−K(0,0)

(
∆E+

k,mu
n
j,`

)2
+

1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`|E+unj,`|2

+
2

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`E
+unk,mE

+unj,`.
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We can rewrite (34) as

2
∑
RJ (0,0)

|(D+
τ )unj,`|2 − |(D−τ )unj,`|2

τ
(36)

=
1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
− E+unk,mE

+unj,` + E−unk,mE
−unj,`

)
+

1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
− E+unk,mE

−unj,` + E−unk,mE
+unj,`

)
−Gn +Gn−1

= −1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
E+unk,m − E−unk,m

)(
E+unj,` + E−unj,`

)
−Gn +Gn−1.

Summing up (36) from n = 0 to N − 1, we obtain

2
∑
RJ (0,0)

|(D+
τ )uN−1j,` |

2

τ
− 2

∑
RJ (0,0)

|(D−τ )u1j,`|2

τ
= 2

N−1∑
n=1

∑
RJ (0,0)

|(D+
τ )unj,`|2 − |(D−τ )unj,`|2

τ

= −1

τ

N−1∑
n=1

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`

(
E+unk,m − E−unk,m

)(
E+unj,` + E−unj,`

)

+
N−1∑
n=1

(−Gn +Gn−1)

= −1

τ

[N−1∑
n=1

(
E+(C ? I[u])n − E−(C ? I[u])n

)T
S
(
E+(I[u])n + E−(I[u])n

)]
−GN−1

≤ −1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`|E+unk,m|2 −
1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`|E+unj,`|2

−2

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`E
+unk,mE

+unj,`

= −1

τ

∑
(j,`)∈BInt

∑
(k,m)∈BExt

ak−j,m−`|E+unk,m + E+unj,`|2.

Thus, for any 0 ≤ n ≤ N − 1, one finally gets∑
RJ (0,0)

|(D+
τ )unj,`|2 ≤

∑
RJ (0,0)

|(D+
τ )u0j,`|2,

which leads to

∑
RJ (0,0)

|uNj,`|2 =
∑

RJ (0,0)

|u0j,` + τ
N−1∑
n=0

(D+
τ )u0j,`|2 ≤ 2

∑
RJ (0,0)

|u0j,`|2 + 2
∑

RJ (0,0)

|τ
N−1∑
n=0

(D+
τ )u0j,`|2

≤ 2
∑
RJ (0,0)

|u0j,`|2 + 2Nτ2
∑
RJ (0,0)

N−1∑
n=0

|(D+
τ )u0j,`|2 ≤ 2

∑
RJ (0,0)

|u0j,`|2 + 2TτN
∑
RJ (0,0)

|(D+
τ )u0j,`|2

≤ 2
∑
RJ (0,0)

|u0j,`|2 + 2T 2
∑
RJ (0,0)

|(D+
τ )u0j,`|2.
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By the RK4 scheme (24), (D+
τ )u0j,` is bounded for small τ (at least with third order of accuracy

for approximating ∂tu
0
j,`). Therefore, the term

∑
RJ (0,0) |(D

+
τ )u0j,`|2 in the above inequality is also

bounded when τ is small, ending hence the proof of Theorem 2. �

4. Numerical example

We consider the nonlocal wave equation (1) with the interaction kernel function γδ given by

γδ(r) =
6

rπδ3
, 0 ≤ r :=

√
x2 + y2 ≤ δ,

for three possible initial data

φ01(x, y, 0) = e−8r
2
J0(

r

2
), φ02(x, y, 0) = (x+ y)

e−4r
2

r
J1(

r

2
), φ03(x, y, 0) = 700xy

e−4r
2

r
J2(

r

2
),

where Jm is the Bessel’s function of order m. In addition, we fix φ1j = 0, for j = 1, 2, 3. The

computational domain is set as [−2, 2]2 and the final computational time is T = 5. The reference
solutions uref are computed on the larger spatial domain [−16, 16]2 to avoid any boundary effect,
for the small discretization parameters h = 2−9 and τ = 2−12. For δ = 0.125 and δ = 0.25, and for
the three initial data, we report in Table 1 the L∞-norm error eh,τ∞,T defined by

eh,τ∞,T = max
−J≤j,`≤J

|uref(xj , y`, T )− uNj,`|,

by refining h, and fixing τ = 2−12 and for T = 5. In addition, Figure 3 shows the behaviour of the
numerical solution with initial data φ02 (and φ12 = 0) at different times for δ = 0.25, h = 2−7 and
τ = 2−12. We observe that the wave packet goes through the corners without any reflection back.

Initial data δ h = 2−4 h = 2−5 h = 2−6 h = 2−7 cvg. rate

φ01 0.125 1.31× 10−3 3.58× 10−4 5.79× 10−5 1.21× 10−5 2.29

φ01 0.25 3.74× 10−4 7.44× 10−5 1.20× 10−5 2.17× 10−6 2.39

φ02 0.125 7.15× 10−4 2.05× 10−4 3.38× 10−5 6.96× 10−6 2.26

φ02 0.25 6.67× 10−4 1.36× 10−4 2.51× 10−5 6.60× 10−6 2.24

φ03 0.125 9.95× 10−4 3.27× 10−4 1.68× 10−5 3.37× 10−6 2.24

φ03 0.25 1.15× 10−3 2.47× 10−4 1.37× 10−4 1.77× 10−5 1.89

Table 1: Evolution of the error eh,τ∞,T vs h for the three initial data φ0
j , j = 1, 2, 3 (for τ = 2−12 and T = 5).

5. Conclusion

The construction of ABCs is proposed for the two-dimensional peridynamics equation which is
fully discretized by the Crank-Nicolson scheme in time and an asymptotically compatible scheme
in space. A recursive algorithm is built for evaluating numerically the Green’s functions involved in
the expression of the ABCs for the fully discretized peridynamics. In addition, the stability of the
scheme is stated. Numerical examples confirm that the ABCs are accurate. In particular, we show
that that there is no spurious reflection at the corners of the square domain. Further works include
the error analysis as well as considering nonlinearities into the peridynamics equation.
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Figure 3: Snapshots of the numerical solution |u| at times t = 0, 2, 3, 5 (δ = 0.25, h = 2−7, τ = 2−12).
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