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Abstract. Formative assessment aims to improve teaching and learning by pro-
viding teachers and students with feedback designed to help them to adapt their
behavior. To face the increasing number of students in higher education and
support this kind of activity, technology-enhanced formative assessment tools
emerged. These tools generate data that can serve as a basis for improving the
processes and services they provide. Based on literature and using a dataset gath-
ered from the use of a formative assessment tool in higher education whose pro-
cess, inspired by Mazur’s Peer Instruction, consists in asking learners to answer a
question before and after a confrontation with peers, we use learning analytics to
provide evidence-based knowledge about formative assessment practices. Our re-
sults suggest that: (1) Benefits of formative assessment sequences increase when
the proportion of correct answers is close to 50% during the first vote; (2) Benefits
of formative assessment sequences increase when correct learners’ rationales are
better rated than incorrect learners’ ones; (3) Peer ratings are consistent when cor-
rect learners are more confident than incorrect ones; (4) Self-rating is inconsistent
in peer rating context; (5) The amount of peer ratings makes no significant dif-
ference in terms of sequences benefits. Based on these results, recommendations
in formative assessment are discussed and a data-informed formative assessment
process is inferred.

Keywords: technology-enhanced formative assessment · learning analytics · peer
instruction · decision-making

1 Introduction

Formative assessment aims to improve learning by providing teachers and students with
feedback designed to help them to adapt their behavior. However, according to Ander-
sson, formative assessment is often used in an informal and approximate way [1]. Ellis
also emphasized the difficulty of capturing all learning interactions in a face-to-face
context [14]. Providing practitioners and students with meaningful and effective feed-
back is thus a complex task, especially in large scale settings where the amount of
learning interactions to capture increases with the number of learners.

To address this challenge and to support the growing number of students in higher
education, Technology-Enhanced Formative Assessment (TEFA) and its interactive vot-
ing systems emerged. Such systems implement different processes offering teachers the
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opportunity to conduct formative assessment sequences. Among them, a group of pro-
cesses, namely the "two-votes-based processes", requires learners to vote twice during
the sequence. Peer Instruction, as described by Mazur [9], is one of the earliest forms
of two-votes-based formative assessment processes. Basically, a two-votes-based se-
quence includes the following phases: (1) Teachers ask a question; (2) Students give
their first answer; (3) Students reflect on peers answers and think about their own knowl-
edge; (4) Students give their second answer to the same question; (5) Teachers discuss
with students about the results. With two-votes-based processes, the number of students
providing the correct answer at the fourth phase is expected to be higher than at the sec-
ond phase. When this is the case, we qualify such sequence as beneficial because it
means that students understanding of the topic has been enhanced [34].

These five phases comprise a wide variety of learning interactions. However, due to
the lack of data related to two-votes-based processes [3], little work has explored how
to use these interactions to bring new knowledge about formative assessment. Hence, in
this paper, we address the following research questions: Which meaningful information
can be inferred from the analysis of data gathered from a tool implementing a two-votes-
based process and used in authentic contexts? How can such information contribute to
facilitate two-votes-based process orchestration?

The three main contributions are the followings:

– findings about formative assessment, based on a dataset gathered from the use of a
formative assessment tool in authentic learning contexts in higher education;

– recommendations to assist designers of formative assessment systems;
– recommendations to assist teachers when orchestrating two-votes-based sequences.

The paper is structured as follows. Section 2 introduces formative assessment and
emphasizes limits of prior TEFA initiatives. Section 3 describes the formative assess-
ment system used as the data provider of our study, as well as the dataset. Section 4
details the analysis we conducted and gives the main results. Starting from these re-
sults, Section 5 proposes an orchestration model of formative assessment sequences
implementing the two-votes-based process. Section 6 discusses the limitations of our
study. Section 7 concludes and discusses future work.

2 Related works

2.1 Formative Assessment

Although assessment is often used as assessment of learning, it can also be used as
assessment for learning [22]. On one hand, summative assessment is used to evaluate
student’s level of achievement at the end of an instructional unit. On the other hand,
formative assessment is crucial to make teachers able to evaluate students’ understand-
ings and adapt their lessons [11]. Hattie highlighted formative assessment as one of
the most efficient methods to improve student achievement [17]. In 1998, Black and
William suggested the following definition: "Formative assessment is to be interpreted
as encompassing all those activities undertaken by teachers, and/or by their students,
which provide information to be used as feedback to modify the teaching and learning
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activities in which they are engaged" [4]. This definition emphasizes the importance of
collecting data to provide feedback designed to improve learning and teaching.

For instance, in face-to-face settings, Meltzer and Mannivan reported on the usage
of visual artefacts (such as pieces of papers or cardboards) to allow students to answer
questions asked by teachers [25]. Thanks to this feedback, teachers can collect learn-
ers’ answers at a glance and adapt their teaching. However, this method hardly fits large
scale educational settings since collecting and processing several answers is time con-
suming. Technology is then needed to collect and process interaction data efficiently,
making Learning Analytics relevant for improving formative assessment.

2.2 Technology-Enhanced Formative Assessment

TEFA is one of the emerging solutions for delivering formative assessment with im-
mediate feedback [33]. Since questioning an audience enters in the frame of formative
assessment [4], Classroom Response Systems (CRS) are one of the most commonly
used systems supporting TEFA in face-to-face context [2].

A generic formative assessment process of CRS is implemented by web-based plat-
forms such as Poll Everywhere [8]. It allows teachers to ask a question, and learners
to vote for the correct answer. Histograms or pie charts are then immediately displayed
as feedback in order to show the distribution of votes and help teachers and learners
engage in a debriefing phase. Several platforms such as Kahoot [18] support the same
process. However, beyond the overview of learners’ vote for the question, they pro-
pose a feedback providing teachers with the answers of each learner regarding all the
formative assessment sequences she has been involved in.

Activating learners as instructional resources is an efficient way to implement for-
mative assessment [5]. Student performance over a course of an academic programme
can be significantly affected and positively influenced through a series of feedback
processes handled by peers [26]. Hence, a richer formative assessment process imple-
mented by ComPAIR [31] lets teachers ask open-ended question, while learners provide
textual answers. Afterwards, learners engage in a peer review loop. They are asked to
give a textual feedback about two peers answers, but also to justify why one answer is
more relevant than the other. During and after this phase, teachers are provided with a
feedback about each learner interaction such as her chosen answer, the textual feedback
she provided, and the comparisons she submitted for the presented pair of answers.

Elaastic [13,30] and myDalite [6] offer even richer processes with even more inter-
actions. Both systems implement the two-votes-based process illustrated in Figure 1.
The processes proposed by Elaastic and myDalite consist in asking learners to vote a
first time and to provide a written explanation (also called "rationale") to justify their
choices. Then the process allows learners to vote a second time. At this point, both
platforms differ. On one hand, myDalite allows learners to select one rationale as their
second vote. Then, it provides teachers with a feedback detailing how many learners
went from being wrong to right, right to wrong, wrong to wrong and right to right. On
the other hand, Elaastic engages learners in a peer rating phase before they submit their
second answer, as they are asked to rate several peers rationales. At anytime of the se-
quence, Elaastic can display first and second votes of learners and provide teachers with
each learner written explanation and the mean rate attributed by peers (see Section 3.1).



4 R. Andriamiseza, and al.

This section showed that advanced technology-enhanced formative assessment pro-
cesses such as two-votes-based processes offer a wide variety of interactions. Previ-
ous quantitative studies emphasized the benefits of such interactivity-rich processes
[23,29,34]. Furthermore, qualitative works about the usage of a two-votes-based pro-
cess emphasized learners’ growing sense of self-regulation and awareness of their own
explanation [6]. According to Crouch and Mazur [9] and to the ICAP framework [7],
this process cognitively engages students at different levels. Finally, based on Black and
William’s theory of formative assessment [5], we argue that two-votes-based processes
have a very satisfying coverage of formative assessment requirements [32]. Conse-
quently, we tackle our research questions by (i) identifying hypotheses based on a re-
view of literature, and (ii) applying various data mining techniques to evaluate these
hypotheses and infer relevant information about formative assessment.

3 Design of the Dataset

We present here the formative assessment platform used for our study, together with the
dataset gathered from its usage in authentic learning contexts in higher education.

3.1 Elaastic, a Technology-Enhanced Formative Assessment Tool

Elaastic is a web platform [30] used since 2015 in different higher education contexts
across various disciplines such as computer science, physics or project management.

During phase 1, teachers ask learners to answer a question. If the question is closed-
ended, it can be either a multiple- or exclusive-choice question. Phase 2 requires learn-
ers to answer the question and provide a written rationale to justify their choice(s). They
are also asked to provide their confidence degree about their answer on a four-items Lik-
ert scale (see Figure 2). This scale has 4 items because a neutral value would be difficult
to interpret [27] regarding confidence degree. Phase 3 engages learners in a peer rating
activity. As shown in Figure 3, they are provided with peers’ rationales or their own
and are asked to evaluate each of them by reporting their level of agreement using a
five-items Likert scale (1="Strongly disagree", 2="Disagree", 3="Not agree and not
disagree", 4="Agree", 5="Strongly agree"). To avoid middle response bias [19], learn-
ers can also select a null response option ("I’m not giving my opinion"). Teachers can
configure the number of rationales (up to 5) evaluated by each learner. Then, phase 4
begins and learners have the opportunity to vote a second time for the correct answer(s).
Finally, teachers can start the phase 5. The distribution of learners scores, the rationales
and their mean rate are displayed for a debriefing.

Fig. 1. The 5 phases of the two-votes-based process.
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Fig. 2. Elaastic: submission form of first vote.

Fig. 3. Elaastic: submission form of second vote.

3.2 The Dataset

We conducted our analysis on data gathered from the use of Elaastic in higher education
from 2015 to 2019. Until now, we collected 623 sequences conducted by 53 teachers
where 1769 learners provided 8757 answers and performed 9256 peer ratings.

A sequence is characterised by a learning context (i.e. face-to-face, distant or hy-
brid), the answers of the first and second votes, as well as the number of participants.
For each answer, the following data are collected: the learner identifier, the content of
the rationale, the score and the selected choice(s) when applicable. If the answer is a
first vote, it is characterised by additional data such as the mean grade assigned by peers
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to the rationale associated with the answer, and the confidence degree of the learner who
provided the answer. Questions are described by their statement, their type (e.g. open
ended, multiple- or exclusive-choice) and, in case of choice questions, by the number
of different choices proposed to learners. Finally, for each evaluation resulting from the
peer rating activity, the following data are collected: the rated rationale, the identifier of
the rater, and the rate she assigned.

4 Data Analysis

The whole dataset has been filtered in order to reduce influential external factors and
outliers. First, we only considered choice questions so as to be able to evaluate correct-
ness of answers. In our analysis, in order to classify an answer as right or wrong, we
considered answers as incorrect if the score is lower than the maximum score that can
be obtained (i.e. 100). Also, since the asynchronous nature of distant and hybrid execu-
tion contexts in Elaastic doesn’t require full orchestration from teachers [30], we kept
face-to-face sequences only. Then we removed sequences where there were less than 10
participants because we wanted to focus on large scale settings. Finally, we considered
the variables p1 and p2 which are the proportion of learners who answered correctly at
the first and second vote respectively. Sequences where p1 = 0 were removed, since the
confrontation can not operate under these conditions (there is no rationales for correct
answers to convince incorrect peers). Sequences where p2 = 1 or p1 = 1 were removed
as well, as they point out questions that were too easy to measure an effect size. Af-
ter cleaning our data, we obtained 104 sequences conducted by 21 teachers where 616
learners provided 1981 answers and performed 4072 peer ratings. For our analysis, even
though our sample does not follow a normal distribution of the variables, we consider
it as large enough to conduct analysis with parametric tests [16].

4.1 Benefits of Sequences Increase when the Proportion of Correct Answers is
Close to 50% during the First Vote

In 2001, Crouch and Mazur defined [35% - 70%] as the desired interval of p1 for
optimal benefits of formative assessment sequences [9]. Later works suggested [30% -
80%] as the threshold values [20]. Finally, in 2010, Watkins and Mazur [23] noticed that
their implementation of Peer Instruction is of high benefits for students when between
30–70% of their first answers are correct. Based on these statements, we make the
hypothesis that benefits of a sequence are linked to the distance between p1 and 50%.

In order to verify this hypothesis, we measured the effect size between the first and
second votes. To this end, we used the estimation of Cohen’s effect size d proposed by
Parmentier [29]: d = 0.6ln

(
p2

1−p2
1−p1

p1

)
. Based on this estimation, we define sequences

as beneficial when d > 0 (since it implies that p1 < p2). Figure 4a shows the mean
effect size depending on the distance between p1 and 50%. As an example, the first bar
represents 37 sequences where the distance of p1 to 50% is between 0% and 10%. In
other words, when p1 is comprised between 40% (50%− 10%) and 60% (50% + 10%),
the mean effect size is close to 0.4. The chart suggests that the effect size of a sequence
decreases when the distance between p1 and 50% increases.
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The Pearson correlation between |p1− 0.5| and d is -0.31 with p-value = .001 and a
95% confidence interval equal to [-0.48:-0.13], which supports our hypothesis.

The distance between p1 and 50% is a useful indicator to predict benefits of a two-
votes-based sequence. In other words, benefits of peer interactions are maximized when
correct and incorrect answers are equally represented. We argue that too few correct
answers may indicate that learners lack understanding or knowledge to engage in pro-
ductive discussions, whereas too many correct answers may indicate that the question
is too easy and does not require discussions.

Recommendations for system designers: Formative assessment systems imple-
menting a two-votes-based process should provide teachers with the proportion
of correct answers at the first vote. They should also feature flexibility regarding
the way to conduct the sequence, especially according to the proportion of correct
answers at the first vote and its distance to 50%.

As Lasry stated [21], the threshold values of the ideal percentages of correct answers
are indicative. In our context, the interval that best suits our result is [20%-80%]. Indeed,
Figure 4a suggests that when p1’s distance from 50% is greater than 30%, the effect size
is significantly lower.

Recommendations for orchestration: If there are too few correct answers at the
first phase (p1 < 20%), teachers should either provide detailed explanations and
restart the sequence, or provide learners with hints before engaging learners in a
confrontation phase. If there are a lot of correct answers (p1 > 80%), teachers can
interrupt the sequence and provide learners with a brief explanation. 1

4.2 Benefits of Sequences Increase when Peer Ratings are Consistent

Double & al. argue that reflecting on peers answers is expected to lead to a higher
percentage of correct answers [12]. Since correct learners are expected to convince
incorrect learners, we make the hypothesis that the consistency of the peer rating phase
is linked to the sequence benefits.

In order to measure the consistency of peer ratings in a sequence, we used ρpeer

which is the correlation between the level of agreement given by peers to a rationale,
and the correctness of the matching answers (self-rating included). Since these two vari-
ables are latent [15], the polychoric correlation is the adequate tool [28]. More precisely,
ρpeer will tend to be close to 1 if the rationales matching with correct answers are posi-
tively evaluated by peers, whereas those matching with incorrect answers are negatively
evaluated. Conversely, ρpeer will tend to be close to -1 if the rationales matching with
incorrect answers are better evaluated than those matching with correct answers. Figure
4b shows a plot diagram of the effect size d depending on ρpeer.

The Pearson correlation between ρpeer and d is 0.34 with a p-value < .002 and a 95%
confidence interval equal to [0.14:0.52], which supports our hypothesis. Let us note
that ρpeer is not significantly correlated to the distance between p1 and 50% (p-value
= 0.25). Consequently, this subsection and subsection 4.1 identified two independent
predictors of the benefits of a sequence, namely ρpeer and |p1 − 50%|.
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(a) The effect size d depending on the dis-
tance between p1 and 50%.

(b) The effect size d depending on the con-
sistency of peer ratings ρpeer.

Fig. 4. d given |p1 − 50%| and ρpeer.

When ρpeer < 0, it means that incorrect answers are more popular than correct
answers which should be addressed by teachers.

Recommendations for system designers: Formative assessment systems imple-
menting a peer rating process should provide teachers with the consistency of peer
rating and feature flexibility regarding the selection of the rationales in the focus
of the discussion (phase 5), especially according to the consistency of peer rating.

Recommendations for orchestration: If peer rating is inconsistent (ρpeer < 0),
teachers should focus on incorrect rationales during the discussion. Else (ρpeer ≥

0), teachers should focus on correct rationales during the discussion. 2

4.3 Peer Ratings are Consistent when Learners Confidence Degrees are
Consistent

Back to the first vote, Curtis used the confidence of learners about their answers as
a way to identify misinformed learners [10]. More precisely, he defined misinformed
learners as confident but incorrect learners. Starting from this research, we propose an
indicator to measure the consistency of learners confidence degree given the correctness
of their answers. Since correct learners are expected to be more confident than incorrect
learners, we believe that misinformed learners are not able to consistently rate peers
rationales. As a consequence, we make the hypothesis that consistency of peer ratings
is linked to the consistency of learners confidence degree.

Similarly to ρpeer, confidence consistency ρcon f can be computed by using the poly-
choric correlation between learners confidence degree and correctness of their first an-
swers. If correct learners are confident whereas incorrect ones aren’t, ρcon f will tend
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to be close to 1 . Conversely, if incorrect learners are confident whereas correct ones
aren’t, ρcon f will tend to be close to -1 . Figure 5a is a plot diagram of ρpeer according to
ρcon f . The Pearson correlation between ρcon f and ρpeer is 0.38 with a p-value < 4e − 4,
and a 95% confidence interval equal to [0.18:0.55], which supports our hypothesis.

Recommendations for system designers: Formative assessment systems imple-
menting a two-votes-based process should provide teachers with the consistency
of learners confidence degree. They should also feature flexibility regarding the
way to conduct the sequence, but also regarding the selection of the rationales in
the focus of the discussion (phase 5) according to this consistency.

ρcon f is an adequate measure of learners understanding of the concept targeted by
the question. Beyond learners correctness, their confidence degree allows teachers to
obtain more precise feedback, including the proportion of misinformed learners (in-
correct but confident) and lucky learners (correct but not confident). Similarly to ρpeer,
when ρcon f < 0, it means that incorrect answers are more popular than correct answers.
This may indicate that some misconceptions need to be addressed by teachers.

Recommendations for orchestration: When there are too many correct answers
in the first vote, teachers should focus the discussion on incorrect rationales if
learners are inconsistently confident (p1 > 80% and ρcon f < 0), and on correct
rationales if learners are consistently confident (p1 > 80% and ρcon f < 0). When
there are too few correct answers, teachers should provide detailed explanations
and restart the sequence if learners are inconsistently confident (p1 < 20% and
ρcon f < 0). If learners are consistently confident (p1 < 20% and ρcon f > 0),
teachers should provide learners with hints before starting the confrontation phase.
3

4.4 Self-Rating is Inconsistent in Peer Rating Contexts

Regarding peer interactions-related factors, some studies about self-rating [24,12] pro-
vide support for its use as a formative practice to improve academic performances.
Consequently, we make the hypothesis that there is a relationship between the number
of self-rated students and the benefits of a sequence.

Our results suggest that self-rating tends to nullify the effect size (see Figure 5b).
We explored the data and found out that learners who rated themselves during the con-
frontation of viewpoints tend to give their rationale the highest grade whether they
where correct or not. We compared grades given when learners rated themselves with
grades given when learners rated peers (see Figure 6). The difference in means was sig-
nificant (95% CI = [-1.68:-1.014] and p-value < 10e−11). Furthermore, self-rating was
less consistent (ρsel fr = 0.139) than peer rating (ρpeerr = 0.219).

This result rejects our hypothesis and suggests that self-rating does not benefit learn-
ers within peer rating contexts. An informal discussion with 9 learners has been con-
ducted and allowed us to make three hypotheses. First, learners stated that they logically
agree with themselves. This implies that they do not revise their own answer based on
peers rationales as expected. Second, learners know that rationales with the highest
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(a) Peer rating consistency ρpeer depending
on the confidence consistency ρcon f .

(b) Effect size d depending on the percent-
age of learners who rated themselves.

Fig. 5. ρpeer given ρcon f and d given the proportion of self-grades

Fig. 6. Stacked bar chart of the grade attributed depending on the type of rating.

grades are more likely to be noticed. Therefore, learners game the system in order to re-
ceive oral feedback from teachers during phase 5. Third, learners perceive this activity
as competitive and, therefore, want to obtain the highest mean grade.

Recommendation for system designers: Peer rating activities in formative as-
sessment systems should not include self-rating.

4.5 The Amount of Peer Ratings Makes no Significant Difference in Terms of
Sequences Benefits

Group discussion in formative assessment is a challenging task. Depending on the con-
text (e.g. the physical location of learners or the nature of the course), different ways to
confront learners’ viewpoints can be found in literature. Some implementation paired
learners with their neighbour in classes [34], whereas others involved teachers in the
collective discussion [35]. Therefore, we want to explore the impact of the number of
learners involved in group discussions. With Elaastic, the number of learners involved in
group discussion is represented by the number of peers rationales rated by each learner.
We believe that the effect size depends on such a number.
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Since there were not enough sequences with 1 and 4 rates given, we ran a t-test with
various grouping methods (see Table 1). According to our result, the number of learners
involved in peer interactions has no significant impact, which rejects our hypothesis.

Table 1. Results of the two sample t-test with various grouping methods.
Group 1 Group 2 two sample t-test

nb rates given mean sd nb rates given mean sd 95% CI p-value
1, 2 0.18 0.39 3 0.26 0.42 [-0.3 : 0.13] 0.42
1, 2 0.18 0.39 4, 5 0.29 0.34 [-0.31 : 0.08] 0.25
3 0.26 0.42 4, 5 0.29 0.34 [-0.2 : 0.14] 0.73
1, 2 0.18 0.39 3, 4, 5 0.28 0.38 [-0.09 : 0.29] 0.29
1, 2, 4, 5 0.25 0.36 3 0.26 0.42 [-0.17 : 0.15] 0.88
1, 2, 3 0.23 0.41 4, 5 0.29 0.34 [-0.2 : 0.09] 0.44

Recommendation for system designers: Formative assessment systems should
feature flexibility regarding the number of peers involved in group confrontation.

Recommendation for orchestration: Teachers can decide the number of peers
involved in group confrontation.

5 Resulting Orchestration Model

Figure 7 summarises our recommendations for orchestration of formative assessment
sequences. The presented model is derived from Vickrey’s model designed to support
orchestration of Peer Instruction [36]. When sequences are not beneficial, deep and
detailed explanations are needed from teachers during the oral feedback. Consequently,
we added the following recommendation to our model:

Recommendation for orchestration: After the second vote, teachers explana-
tion should be more detailed if the proportion of correct answers did not increase
(d ≤ 0). 4

6 Limitations

Our main limitations come from the dataset itself. The 104 sequences that we analysed
addressed mainly STEM topics from higher education classes. A more refined study of
sequences from various topics and educational levels could lead to broader findings.

In the context of multiple choice answers, if a learner obtains a score of 33/100 dur-
ing the first vote and 66/100 during the second vote, both her answers are considered
as wrong, and the information stating that she improved is lost. Even though multiple
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Fig. 7. Orchestration model of two-votes-based processes based on [36]. Each white
number represents the matching recommendation for orchestration.

choice questions are only a small portion of our sample (~10%), a deeper study address-
ing this distinction would be a more adequate way to refine our results.

Moreover, as stated earlier, Elaastic does not capture all learning interactions in
a face-to-face context, thus making us unable to identify every decisive aspects of a
formative assessment sequence such as its context (i.e. the subjects and themes of the
questions) as well as oral and informal interactions between learners and teachers.

Finally, we consider rationales associated to correct answers as correct rationales.
However, learners can answer correctly and provide incorrect rationales. As an example,
if learners give a low rate to an incorrect rationale corresponding to a correct answer,
ρpeer will decrease even though this rationale was rightfully given a low rate. Such a
possibility is not addressed by our works regarding the quality of peer interactions.

7 Conclusion and Future Works

This paper focused on formative assessment and emphasized the challenge of its ap-
plication in face-to-face contexts. We introduced TEFA as the solution that emerged to
perform face-to-face formative assessment and also introduced rich formative assess-
ment processes generating a lot of meaningful interactions. Based on literature and on
a dataset gathered from the usage of a two-votes-based process in an authentic learning
context, we proposed to study these interactions to (i) highlight new understandings
of formative assessment; (ii) provide system designers with evidences intended to help
them to design a formative assessment system; (iii) identify meaningful indicators to
assist teachers when orchestrating a face-to-face formative assessment sequence.

Future works will implement our orchestration model within Elaastic while taking
in account the explainability issues regarding our indicators. After the first vote, teach-
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ers will receive textual description to help them make decisions regarding the next phase
to engage. After the second vote, teachers will be provided with recommended learners’
rationale to address during the discussion phase. Then, we will measure this evolution’s
impact on teaching and learning thanks to a qualitative and quantitative analysis.
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