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Controlling the electron dynamics during laser-matter interactions is a key factor to control the energy
deposition and subsequent material modifications induced by femtosecond laser pulses. One way to achieve
this goal is to use two-color femtosecond laser pulses. In this paper, the electron dynamics in dielectric materials
induced by two-color femtosecond laser pulses is studied by solving dedicated optical Bloch equations. This
model includes photo- and impact ionization, the laser heating of conduction electrons, their recombination to
the valence band, and their collisions with phonons. The influence of photon energies, laser intensities, and
pulse-to-pulse delay is analyzed. Depending on the interaction process, colors cooperate to excite electrons
or drive them independently. For the given laser parameters, an optimal pulse-to-pulse delay is found which
enhances significantly the energy deposition into the material, in agreement with experimental observations.

DOI: 10.1103/PhysRevA.103.033107

I. INTRODUCTION

The manufacturing industry widely uses micromachining
(from the μm to mm scale) based on laser ablation [1–3] in
microelectronics and many other high-tech fields. Motivated
by the impressive advancement of laser technologies’ abil-
ity to nowadays supply high-intensity ultrashort pulses, this
technology has experienced a strong development in the last
four decades [4] since it offers rapidity, versatility (different
types of materials can be processed such as metals, plastics,
ceramics, and glass), outstanding machining quality, and high
precision (small features can be machined with little damage
to the surrounding unirradiated regions of the material). A
large number of applications have emerged including surface
processing such as patterning [5–7], texturing [8–11], and
etching [12,13], and material removal such as cutting and
drilling [14,15]. In these applications, the laser pulse interact-
ing with the dielectric target first drives electrons into excited
states through photo- and impact ionization together with
laser heating in the conduction band, and their subsequent
relaxation towards the lattice through collisions leads to an
effective energy deposition into the material [16–20]. If this
deposited energy exceeds locally a given threshold of the
material, then irreversible macroscopic material modifications
take place a few picoseconds later.

To further optimize such laser processes by tailoring the
electron dynamics and energy deposition, pulse-shaping tech-
niques consisting of complex temporal envelopes, frequency
chirps, or a mixture of colors are developed [21–29]. The use
of two-color laser pulses, i.e., two laser pulses with different
colors, is of particular interest since specific processes of
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electron dynamics depend on the photon energy [25–31]. A
high-frequency pulse is efficient for seeding electrons through
multiphoton ionization whereas a lower-frequency pulse is
advantageous to heat these electrons and then cause material
damage by an electron avalanche [3,32]. Since both wave-
lengths introduce opposite behaviors, by delaying in time the
two laser pulses, one expects to find configurations that opti-
mize the energy deposition into the material as it was observed
in particular in Ref. [25].

To support those experimental developments in terms of
understanding the physical mechanisms at play and predicting
new experimental configurations, modeling approaches de-
scribing the laser-induced electron dynamics by femtosecond
pulses in dielectric materials are required. Commonly used
models devoted to evaluating the laser energy deposition rely
on optical cycle-averaged electron transition rates assuming
a monochromatic pulse [16–18,33,34]. Despite the latter ap-
proaches having provided interesting results, they are not well
adapted to laser characteristics departing from the monochro-
matic case. For instance, for a frequency chirped pulse, the
frequency is no longer well defined whereas it is required for
the commonly used Keldysh expression for photoionization
which assumes a monochromatic pulse [33,35]. In the case
of the overlap of two pulses with different colors, the lat-
ter approach is not able to account for ionization pathways
involving a mixture of both photon energies, i.e., it is only
able to describe the photoionization induced independently by
each color pulse. Other approaches, based on optical Bloch
equations, to overcome the previous limitation have been in-
troduced [35–37]. But to our knowledge they do not include
collisional processes which are in particular responsible for
impact ionization, which is a key process involved in the
laser energy deposition into dielectric materials. In the present
paper, we thus use our recently developed model based on
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optical Bloch equations, hereafter referred to as OBE [38],
which is a time-dependent approach including direct inter-
band transitions as well as collisional processes including
impact ionization.

Within the framework of the enhancement of the laser
energy deposition into dielectric materials by two-color laser
pulses, this OBE model is used in the present paper to reach
the following three objectives: (i) This study provides an in-
depth theoretical understanding of the mechanisms at play
for the interaction of two-color pulses with a dielectric ma-
terial based on an OBE model describing time-dependent
electron transitions in the band structure directly induced by
the laser field and through collisional processes. This electron
dynamics includes photoionization, impact ionization, colli-
sions with phonons, and recombination. (ii) To study such
a two-color pulse configuration is of interest for application
purposes since an optimization of the energy deposition seems
possible [25,28,29]. Further advances on such studies can ben-
efit from an in-depth understanding of the present interaction.
This work thus can support the design of future experiments
based on multiple colors. (iii) This work allows us to further
theoretically validate the OBE model within conditions dif-
ferent from Ref. [38] by showing that this model correctly
captures the simultaneous influence of both colors (including
the mixture of both photon energies to photoionize). With
laser parameters chosen to carry out previous studies, the ex-
perimental data of Ref. [25] further support the model validity
since similar trends are predicted.

This paper is organized as follows. The OBE model is
first introduced in Sec. II where in particular the model as-
sumptions are recalled. In Sec. III, the single process of
photoionization driven by two-color laser pulses is analyzed,
independently of other processes. In Sec. IV, we study, also
independently of other processes, the conduction electron
heating driven by a laser field coupling infrared (1.25 eV,
≈992 nm) and ultraviolet (2.5 eV, ≈496 nm) colors with
various intensity ratios. In Sec. V, the full electron dynamics
is studied, including also the impact ionization and recombi-
nation. In Sec. VI, a delay between the two colors is added
in order to determine which configuration optimizes the laser
energy deposition into the material. Conclusions are drawn in
Sec. VII. For the reader’s convenience, Appendixes provide
some theoretical details, in particular revisiting the contri-
bution of specific processes as described by optical Bloch
equations.

II. THEORETICAL DESCRIPTION

The phenomenology of the femtosecond laser-induced
electron dynamics in dielectric materials is as follows. First,
the photoionization process consists of the promotion of va-
lence electrons to the bottom of the conduction band (CB)
through multiphoton absorption or tunneling. The produced
conduction electrons further absorb photons, leading them
to excited states with higher energies. Such an excitation
is driven by two mechanisms: direct noncollisional transi-
tions [39] or phonon-, ion-, or electron-assisted collisions
[34,40]. Electron collisions with other particles, without in-
volving photon absorption, also take place. That first leads to
a change in the electron energy distribution. Second, diffusion

processes induce a decoherence between the electron and
the laser electric field due to a momentum exchange, which
is hereafter referred to as coherence loss [41]. Conduction
electrons also recombine to the valence band on a given
timescale.

Such a laser-induced electron dynamics in dielectric mate-
rials can be described by optical Bloch equations designed to
account for all those main interaction processes. A sketch of
the model description is provided below, and more details can
be found in Ref. [38].

The evolution of the density matrix ρ̂ describing the elec-
tron system is governed by the OBE,

∂t ρ̂ = L̂(ρ̂ ) + Ĝ(ρ̂ ), (1)

where the energy dispersion relation along the Brillouin zone
is not taken into consideration [38,42]. L̂(ρ̂ ) is the Liouville–
von Neumann operator [43],

L̂(ρ̂) = − i

h̄
[Ĥ , ρ̂] = − i

h̄
(Ĥ ρ̂ − ρ̂Ĥ ), (2)

where h̄ is the reduced Planck constant, and Ĝ(ρ̂) is an op-
erator that introduces the impact ionization, collisions, and
recombination. In Eq. (2), Ĥ is the Hamiltonian of the elec-
tron subsystem, which is real and symmetric (Ĥ = ĤT ). It is
modeled as the sum of the unperturbed Hamiltonian Ĥ0, which
contains the energy levels of the band structure, and the inter-
action Hamiltonian Ĥint, accounting for the laser interaction
with the electron system,

Ĥ = Ĥ0 + Ĥint. (3)

The unperturbed Hamiltonian in Eq. (3) is a diagonal matrix
including all the energy levels. The interaction Hamiltonian
in Eq. (3) is calculated with the dipole approximation in the
length gauge, i.e., Ĥint = −eE (t )μ̂. In the latter expression,
e is the elementary charge, E (t ) is the time-dependent laser
electric field, and μ̂ is the dipole-transition matrix, which is
real and symmetric. The input parameters of this model, the
energy levels, electric field, and dipole-transition matrix are
provided below.

The operator Ĝ(ρ̂) introduces in Eq. (1) the impact ioniza-
tion Ĝimp, the coherence loss between levels due to collisions
Ĝcoh, and the recombination Ĝrec:

Ĝ(ρ̂ ) = Ĝrec(ρ̂ ) + Ĝimp(ρ̂ ) + Ĝcoh(ρ̂). (4)

Ĝ is built to satisfy the properties of the density matrix re-
called in Appendix A [44]. Briefly, the impact ionization
model bridges the electron in the highest CB level to the
electron in the valence state, resulting in two electrons in the
lower-energy level of the conduction band, with a charac-
teristic timescale τimp. The coherence loss is modeled by an
exponential decay of the off-diagonal elements of the density
matrix with a characteristic timescale τcoh. The recombination
is described by an exponential decay of the diagonal elements
of the density matrix with a characteristic timescale τrec.

Following this description, the state of the electron sys-
tem is completely defined by the density matrix ρ̂ [45]. The
on-diagonal element ρ j, j is always real and represents the
probability of finding the electron in the jth energy level (thus
0 � ρ j, j � 1). The off-diagonal element ρ j,k , with j �= k, is
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complex: Its module represents the probability for a transition
between the jth and kth energy levels, and its argument corre-
sponds to the phase of Rabi oscillations between those states
(see Appendix B).

The dielectric material is characterized by a band struc-
ture containing N + 1 energy levels. The lowest-energy level
(labeled with index j = 0) represents the valence band (VB)
and the rest of the energy levels (1 � j � N) belong to the
conduction band (CB). Without loss of generality, the energy
of the first CB level ( j = 1) is set to zero (E1 = 0) and, hence,
E0 = −Eg, where Eg is the gap energy of the dielectric mate-
rial. Moreover, the highest CB level that we consider, namely,
j = N , must have an energy EN − E1 that is sufficiently large
to fulfill energy and momentum conservation during the im-
pact ionization process [34,46,47]: EN − E1 � 3Eg/2. The
CB energy levels are equally spaced [48] by the minimum pho-
ton energy in case of two-color pulses, Ej − E1 = ( j − 1)h̄ω,
to ensure resonant conditions [38]. The number of levels is
thus N = 1 + � 1.5 Eg

h̄ω
�, where �x� is the floor function (a max-

imum integer that is less than or equal to x).
Assuming the material is noncentrosymmetric, the ele-

ments of the dipole-transition matrix μ̂ are constructed as
follows. First, μ0,0 has a nonzero value (this means that
the VB does not have a well-defined parity) and μ0,1 =
μ1,0. Then, the transition matrix elements for the transi-
tions between the VB level and the rest of CB levels ( j >

1) are μ0, j = μ j,0 = μ0,1(E1 − E0)/(Ej − E0), correspond-
ing to ionization and above-threshold ionization processes.
The transitions between CB levels, μ j,k with j > 0 and k > 0,
which represent the laser-induced electron heating process,
are μ j,k = μk, j = Cμ/|Ek − Ej |, where Cμ is a coefficient
which is set so that the conductivity of CB electrons is of
the appropriate order of magnitude (see Appendix C). All
conduction levels are connected to each other through the
dipole-transition matrix, ensuring that photons with different
energies can be absorbed on equal footing in the heating
process. Despite that μ j, j should be different from zero since
all levels are connected (i.e., they do not exhibit a defined
parity), we set μ j, j = 0 for j � 1 to avoid additional free
parameters, without loss of generality to model the present
physical system.

As shown below, correct trends are obtained which validate
a posteriori the above-mentioned modeling assumptions. We
recall as mentioned in Ref. [38] that the present OBE model
includes assumptions since we proceed with a step-by-step
approach to build such a modeling. The present model ver-
sion allows us to clearly interpret the predicted results and
highlight the main physical processes at play by capturing
the main behaviors of the laser-induced electron dynamics
in dielectric materials. Note that the proposed OBE model
was validated in Ref. [38] against the state-of-the-art multiple
rate equations in conditions where the latter approach is valid
(for a long enough pulse where the transition rates based on
optical cycle averages are valid). Within the same approach,
the collision frequencies are chosen to be a constant with a
standard order of magnitude. As detailed below, similar results
are obtained by varying these values in a reasonable range.
For application purposes of this model, also note that it is
computationally as efficient as multiple rate equations [34]
owing to the development of an advanced resolution algorithm

[38]. A standard run takes a few seconds of CPU time with one
core.

The two-color laser electric field is described as

E (t ) =
2∑

l=1

E (l )(t ), (5)

with

E (l )(t ) = al sin2[π (t − tl )/τl ] sin[ωl (t − tl ) + φl ], (6)

where El (t ) is characterized by its wavelength λl = 2πc/ωl (c
is the speed of light), its amplitude al , and its phase φl . Each
pulse is defined in the time interval [tl , tl + τl ]. Its duration
τl is assumed to be equal to an integer number of cycles
[i.e., τl/(2π/ωl ) is an integer], which ensures that the integral
of the laser color over the whole time interval is zero. The
time shift between the two colors is defined as 	t1,2 = t2 − t1.
Throughout this paper, without loss of generality, we consider
ω2 > ω1 and t1 = 0.

In the present paper, we are mainly interested in two ob-
servable values: the ionization degree and the electron energy
density. The expectation value of the ionization degree is
given by the sum of the probabilities of finding electrons in
conduction levels,

Z (t ) =
∑
j>0

ρ j, j (t ), (7)

satisfying 0 � Z � 1. The laser-induced electron heating is
characterized by the energy density of excited conduction
electrons,

UCB(t ) =
∑
j>0

N0(Ej − E1)ρ j, j (t ), (8)

where N0 is the density of neutral atoms of the dielectric
material.

For simulations, we consider that the parameters of the
dielectric target are close to those of the fused silica which
is a widely studied material. We thus use a gap energy of
Eg = 7.5 eV [32] and a density of neutral atoms of N0 =
2.2 × 1022 cm−3 [49]. For the transition dipole matrix, we
take μ0,0 = 2.0 Å, μ0,1 = μ1,0 = 0.5 Å, and Cμ = 0.45 eV Å.
Moreover, we consider τrec = 150 fs [50–52], τimp = 1 fs,
and τcoh = 10 fs for coherence relaxation driven by electron-
phonon collisions [42,49,53,54].

The two laser pulses have a sufficiently long duration τ1 =
τ2 ≈ 300 fs in order to have a narrow spectrum around ω1 and
ω2 within the present range of photon energies (the number
of optical cycles is of the order of 100). Doing so allows us
to simplify the analysis of forthcoming results including the
driven electron dynamics by the mixture of photon energies.

There is no delay (	t1,2 = 0) and no phase shifts (φ1 =
φ2 = 0), except for the study on the influence of the delay
between two pulses (Sec. VI). Within these conditions, both
electric fields can be characterized by the total intensity I =
n0cε0(a2

1 + a2
2)/2, where ε0 is the vacuum permittivity, n0 =

1.5 is the material refractive index, and we define the color-to-
color intensity ratio r = a2

2/(a2
1 + a2

2). The total intensity will
be varied from 1011 W/cm2 up to 1014 W/cm2, and the ratio
r is varied from 0 (pure ω1 color) to 1 (pure ω2 color).

033107-3



P. GONZÁLEZ DE ALAIZA MARTÍNEZ et al. PHYSICAL REVIEW A 103, 033107 (2021)

FIG. 1. Resonant ionization paths made of h̄ω1 photons (red
shortest arrow) and h̄ω2 photons (blue longest arrow). The energy
gap is Eg = 7.5 eV. (a) Two incommensurable photon energies with
a unique five-photon resonant combination. (b) Two commensurable
photon energies with five- and three-photon resonant combina-
tions. (c) Two commensurable photon energies with five-, four-,
and three-photon resonant combinations. (d) Two commensurable
photon energies with six-, five-, four-, and three-photon resonant
combinations.

III. TWO-COLOR LASER-INDUCED PHOTOIONIZATION

The photoionization driven by the two-color laser field
[Eq. (5)] is addressed in this section. Only the levels j = 0 and
j = 1 in OBE are included, and the operator Ĝ(ρ̂) is removed
(i.e., no collisional process is taken into account). The initial
condition is ρ1,1 = 0 and ‖ρ̂‖ = 1 (see Appendix A). The
photon energies are chosen so that their combinations bridge

resonantly the band gap in order to simplify the analysis of the
forthcoming results (see Fig. 1), i.e., Eg = n1 h̄ω1 + n2 h̄ω2

with n1 and n2 integers. Three characteristic situations are
chosen in order to highlight various ways of cooperation of
colors to ionize: (A) h̄ω2 is not a multiple of h̄ω1, i.e., h̄ω1 =
0.9 eV and h̄ω2 = 2.4 eV; (B), (C) h̄ω2 is a multiple of h̄ω1,
and only the pure-color 1 can bridge resonantly the band gap
(pure-color 2 cannot), i.e., h̄ω1 = 1.5 eV and h̄ω2 = 4.5 eV,
and h̄ω1 = 1.5 eV and h̄ω2 = 3. eV; (D) h̄ω2 is a multiple
of h̄ω1, and both pure colors can bridge resonantly the band
gap, i.e., h̄ω1 = 1.25 eV and h̄ω2 = 2.5 eV. The number of
absorbed photons is K = n1 + n2. The ionization is expected
to behave as IK under perturbative conditions [55,56]. Various
photoionization paths are possible depending on the combina-
tion of photon energies as shown in Fig. 1 (for a given number
of photons K , various permutations are possible but only one
is shown). Going from cases (a) to (d), the number of allowed
quantum pathways increases from 1 to 4.

Figure 2 shows the evolution of the ionization degree Z
at the end of pulses with respect to the above-defined laser
parameters. Figures 2(a) and 2(d) show the evolution of Z with
respect to both I and r for cases A and D, respectively. The
behaviors for both cases B and C are similar to case A (not
shown). Two main characteristics appear: (i) For a given r, for
all cases, Z first increases monotonically as a function of I ,
and then exhibits an oscillationlike behavior; (ii) for a given
I , cases A, B, and C exhibit a symmetric structure whereas Z
increases monotonically as a function of r for case D.

To better depict the behaviors with respect to I , sections
of the previous color map are provided by Figs. 2(b), 2(c),
2(e), and 2(f) for cases A–D, respectively. For all parameters,
the general behavior is similar to the well-known single-
color case [35,38]. The monotonic increase corresponds to
the perturbative regime of multiphoton absorption (up to
intensities of the order of 1013 W/cm2 within the present
conditions) where we have checked that the slopes [estimated

FIG. 2. Ionization degree given by the two-level Bloch model at the end of the laser pulse as a function of I and r: (a) case of Fig. 1(a) and
(d) case of Fig. 1(d). Ionization degree as a function of I and for several values of r (same legend for these four subplots): (b) case of Fig. 1(a),
(c) case of Fig. 1(b), (e) case of Fig. 1(c), and (f) case of Fig. 1(d). For the printed grayscale version, the following information allows one
to distinguish different curves. (b), (c), (e), (f) The lines from the top to bottom at I = 1012 W/cm2 correspond to r = 1, r = 0.75, r = 0.5,
r = 0.25, and r = 0, respectively.
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FIG. 3. (a) Ionization degree as a function of r at I = 5 × 1011 W/cm2, for the cases of Fig. 1 (see legend). (b) Number of absorbed
photons as a function of r at I = 5 × 1011 W/cm2, for the cases of Fig. 1 (see legend).

as ≈d (ln Z )/d (ln I )] are the same as the expected values of
K depending on the parameters (Fig. 1). For instance, K = 5,
i.e., Z ∝ I5, for case A [Fig. 2(b)]. For intensities above ∼1013

W/cm2, Z exhibits an oscillationlike behavior accounting for
reaching nonperturbative conditions where tunneling ioniza-
tion contributes significantly [35,57].

The main differences between cases are observed when r
is changed. Going from cases A to D, the curves evolve more
with respect to r. Depending on the case, K evolves differently
with respect to r. Figure 3 quantifies these observed trends for
I = 5 × 1011 W/cm2. Figure 3(a) shows the evolution of Z
with respect to r. The evolution of Z for case D is clearly
different from those of cases A–C, the latter exhibiting a
roughly symmetric shape. This is due to the fact that for a
pure-color pulse, the ω1 pulse involves a large K (ionization
probability is thus small) and the ω2 pulse does not bridge the
band gap, thus also leading to a low Z . A maximum value of Z
is then obtained for a mixture of both colors. In case D, the ω2

pulse does bridge the band gap with a low multiphoton order,
thus giving rise to high Z , explaining the monotonic increase
with respect to r. The evolution of K as a function of r is
shown in Fig. 3(b). It confirms that case D provides the largest
evolution of K with respect to r, accounting for the largest
number of allowed ionization pathways. In all cases, compar-
ing to Fig. 1, it is confirmed that the present OBE model well
accounts for the cooperation of pulses with different colors
to the ionization process. Note that the previous conclusions
remain similar for another intensity where the multiphoton
regime still stands.

Since case D exhibits the largest sensitivity with respect to
the color amplitude ratio, only this case is considered here-
after.

As a final comment for this section, note that the present
OBE model still stands when the ionization degree reaches
unity, inducing a strong energy absorption. For femtosecond
laser pulses, the lattice does not have enough time to evolve
significantly during the interaction. Material decomposition
takes place on a longer timescale, at least a few picoseconds,
where the electron energy transfer to the lattice is significant
[58,59]. Then the increase in the lattice temperature can in-
deed induce a phase transition and material decomposition for

a large ionization degree for which the laser energy absorption
is significant. It follows that within the present conditions
where the material structure has no time to evolve, the as-
sumption of constant electron energy levels is reliable. With
the photon energies used in the present work, the critical
density is of the order of a few 1021 cm−3 which roughly cor-
responds to Z = 0.1. In that case we observe (see below) that
the associated energy density is of the order of a few kJ/cm3

which consistently corresponds to the criterion for material
modifications. For Z > 0.1, laser propagation is strongly af-
fected and may modify the present results so that the present
conclusions only make sense on the material surface where
the incident laser intensity is not modified by the material
response.

IV. TWO-COLOR LASER-INDUCED ELECTRON HEATING

In this section, only the electron heating process (only
transitions in the conduction band) driven by the two-color
laser field is studied. Photon energies are those of case D
[Fig. 1(d)]: h̄ω1 = 1.25 eV and h̄ω2 = 2.5 eV. The consid-
ered system is described as follows. The valence-band level
( j = 0) is removed by switching off the ionization processes.
The conduction band is described with N states, where the
index goes from j = 1 to j = N . To account for conditions
of the next section where impact ionization is allowed, we set
N = 11. Only the Liouville–von Neumann and the decoher-
ence Ĝcoh(ρ̂ ) operators are used. The former induces electron
heating, and the latter accounts for collisions inducing coher-
ence loss. The initial condition is ρ1,1 = 1 and ‖ρ̂‖ = 1 (see
Appendix A).

Figure 4(a) shows the energy density gained by conduction
electrons as a function of I and r, at the end of the laser
pulse (i.e., at t = τ1 = τ2), for τcoh = 10 fs. Both colors are
able to heat the electrons but, as expected, infrared is more
efficient than ultraviolet. In Fig. 4(b) we can observe that, for
not too high intensities, the energy gained by CB electrons
is proportional to the laser intensity [46,60,61], i.e., UCB ∝ I
independently of the value of r. This is in agreement with
the Drude model and, in Appendix C, we verify that the
value of the corresponding conductivity of CB electrons in
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FIG. 4. Energy density gained by CB electrons, at the end of the laser pulse, for the two-color laser of Fig. 1(d), with τcoh = 10 fs. (a)
UCB as a function of I and r. (b) UCB as a function of I and several values of r. The horizontal dotted line represents the energy density at the
equilibrium state given by Eq. (9), towards which UCB saturates at high intensities in the presence of collisions. (c) UCB as a function of r and
several values of I . For the printed grayscale version, the following information allows one to distinguish different curves. (b) The lines from
the bottom to top at I = 1010 W/cm2 correspond to r = 1, r = 0.75, r = 0.5, r = 0.25, and r = 0, respectively. (c) The lines from the bottom
to top for all r correspond to I = 1010 W/cm2, I = 1011 W/cm2, I = 1012 W/cm2, I = 1013 W/cm2, and I = 1014 W/cm2, respectively.

our Bloch model is compatible with the values of fused silica.
Precisely because of this proportionality to the laser intensi-
ties, in Fig. 4(c) we can see that the profiles are linear with r
for sufficiently low laser intensities.

For higher intensities, Fig. 4(b) shows that the energy
density saturates. If all electrons are promoted to the highest
states, the maximum energy density is 44 kJ/cm3 with the
present parameters. Actually, as explained in Appendix D,
collisions lead the electron system to an equilibrium state
such that ρ1,1 = · · · = ρN,N = 1/N . According to Eq. (8), the
energy density gained by the electrons at this equilibrium
state is

UCB,equilibrium = N0
EN − E1

2
≈ 22 kJ/cm3, (9)

which is plotted in Fig. 4(b) as the horizontal dotted black
line which indeed appears as the maximum energy density.
It is worth noting that this maximum value is significantly
larger than the laser-induced modification threshold of fused
silica, whose value is of the order of 4 kJ/cm3 by considering
the melting temperature (softening point), Tmelt ≈ 1500 ◦C
[32,62], as a modification criterion. Thus the observed satu-
ration in the absorbed energy density does not represent any
limitation to study the energy deposition into the material. For
other application purposes requiring a higher-energy deposi-
tion, N can be increased, thus increasing the absorbed energy
limit.

In order to study the influence of collisions through the de-
coherence time, the evolution of the absorbed energy density
as a function of the total laser intensity is shown in Fig. 5 for
τcoh = 1 fs (strong collisions), τcoh = 10 fs, and τcoh → ∞
(no collisions). Various values of r are also used which all
lead to the same expected behavior: The longer the collisional
decoherence time, the larger is the electron energy density.
Indeed, the collisions break the coherence allowing electrons
to efficiently transit sequentially through conduction states
to reach higher energies. Note that coherence loss plays a
role for both up and down transitions. But since the electron

population is larger for lower levels, it mainly affects the
transitions toward higher states. This resonant nature of the
electron dynamics in the conduction band is highlighted by
the oscillatinglike behavior of the energy density for suf-
ficiently high intensities when there is no collision. Note
that a collision time in the fs range provides an absorbed
energy density of a few kJ/cm3 for threshold intensities of

FIG. 5. UCB as a function of I and several values of r: without
collisions (solid lines), with weak collisions τcoh = 10 fs (dashed
lines), and with strong collisions τcoh = 1 fs [dotted lines, which
are the same curves plotted in Fig. 4(b)]. The horizontal dotted line
in black represents the energy density of Eq. (9). The maximum
energy that the electron subsystem can achieve is depicted by the
horizontal dashed line in gray. For the printed grayscale version,
the following information allows one to distinguish different curves.
For each bunch of curves, the lines from the bottom to top at I =
1010 W/cm2 correspond to r = 1, r = 0.75, r = 0.5, r = 0.25, and
r = 0, respectively.
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((

FIG. 6. Time evolution of the ionization degree Z induced by
the two-color laser of Fig. 1(d) with I = 1012 W/cm2 and r = 0.5,
calculated according to different right-hand-side terms in Eq. (1).
The simulation starts at t1 = t2 = 0 fs. For the printed grayscale
version, the following information allows one to distinguish different
curves. The lines from the bottom to top at t = 300 fs correspond
to the model version L, L + Gcoh + Gimp + Grec, L + Gcoh, and L +
Gcoh + Gimp, respectively.

the order of 10 TW/cm2, which corresponds to observed
trends [32].

V. FULL ELECTRON DYNAMICS INDUCED BY
TWO-COLOR NOT-DELAYED LASER PULSES

The whole OBE model is considered here, with all oper-
ators and a full band structure (energy levels from j = 0 to
j = N), to study the contributions of photoionization, impact
ionization, electron heating, and recombination on the elec-
tron dynamics driven by a two-color laser field. The used
parameters pertaining to fused silica are as follows: τrec =
150 fs [50–52], τimp = 1 fs, and τcoh = τimp for electron-
electron collisions (i.e., the transitions between j = N and
the rest of the levels), τcoh → ∞ for the coupling between
j = 0 and j = 1 levels (because electrons at level j = 1 are
still bounded to their parent ion and thus they do not collide
with phonons), and τcoh = 10 fs for electron-phonon colli-
sions (involving the rest of the transitions between levels).
The initial condition is ρ0,0 = 1 and ‖ρ̂‖ = 1. The photon
energies of case D [Fig. 1(d)] are still used: h̄ω1 = 1.25 eV
and h̄ω2 = 2.5 eV.

The temporal evolution of the electron populations is first
considered. Figure 6 shows the ionization degree Z with
respect to time for I = 1012 W/cm2 and r = 0.5. Four cal-
culations have been performed to exhibit the influence of
various processes: Only the Liouville–von Neumann opera-
tor is included, the same description with the coherence-loss
process in addition, the same model with the impact ion-
ization in addition, and the full electron dynamics including
also the recombination. The observed behaviors are similar
to those obtained in the case of a single-color pulse [38].

The ionization dynamics only described by the Liouville–von
Neumann operator is strongly reversible [35]. The latter is
broken by the coherence loss leading to a more efficient free-
electron production. As expected, impact ionization further
increases the ionization degree, whereas the recombination
process has the opposite influence.

Figure 7 depicts the evolution of the ionization degree
as a function of the total laser intensity I . Three color-to-
color intensity ratios r = 0; 0.5; 1 are considered to show the
pure-color dynamics and the cooperative configuration. As
previously, four calculations have been performed to exhibit
the influence of each process (the color legend is the same as
in Fig. 6). When solely the Liouville–von Neumann operator
is included, for not too high intensities for which the ioniza-
tion through the multiphoton absorption regime stands (I <

1013 W/cm2), the expected multiphoton orders are found,
i.e., Z ∝ I6 for IR and Z ∝ I3 for UV, the latter generating
more conduction electrons. When a mixture of both colors is
considered, the multiphoton order is slightly larger than 3, in
agreement with the results of Sec. III.

The previous scaling together with the amplitude of Z
are strongly affected when the decoherence is introduced.
Variations in amplitude have been discussed previously. The
multiphoton order now is of the order of unity, i.e., Z ∝ I .
This behavior is observed for each conduction level (ρ j, j ∝ I
for 1 < j < N) except for the first state j = 1 which exhibits
a scaling exponent closer (ρ1,1 ∝ I4 for IR, and ρ1,1 ∝ I2

for UV) to the one arising from pure multiphoton absorption
(without decoherence, results not shown). Collisions break
the electron coherence with the laser electric field, and part
of the electrons thus does not go back and forth on the va-
lence and first CB states during the whole pulse duration,
i.e., they are promoted irreversibly to the conduction band on
the decoherence timescale. The associated number of optical
cycles during this period is thus small, even less than one,
and the photon energy is no longer well defined. The electron
dynamics then exhibits a classical nature [63] in the sense
where the electron absorbs the classical energy of the electric
field (∝[

∫
E (t )dt]2) which scales linearly with the intensity.

Within the present OBE model, for I � 10 TW/cm2, Z is
overestimated due to the above-described process which do
not account for time-dependent dephasing rates [64]. How-
ever, with the present framework of material modifications
where we are interested in a large absorbed laser energy lead-
ing to an electron energy density of a least a few kJ/cm3, this
regime does not take place. For I � 10 TW/cm2, the expected
slope is retrieved as also shown in Ref. [64]. For application
purposes requiring lower intensities, the present OBE model
could be improved with the ingredients of Ref. [64] but it is
out of the scope of the present work.

The impact ionization also influences significantly the pro-
duction of conduction electrons for intensities >1013 W/cm2.
The longer the wavelength, the larger is the relative increase
of Z induced by impact ionization [25,38]. However, in ab-
solute terms, since electrons must be first seeded from VB to
CB through photoionization before contributing to the impact
ionization process, the largest ionization degrees are obtained
for the UV pulse. Finally, the recombination process decreases
the value of Z by a constant factor on the whole intensity range
for all color configurations as expected.
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FIG. 7. Ionization degree Z as a function of the overall intensity I of the two-color laser of Fig. 1(d), calculated according to different
right-hand-side terms in Eq. (1) and several values of r: (a) r = 0 (pure infrared), (b) r = 0.5, and (c) r = 1 (pure ultraviolet). For the printed
grayscale version, the following information allows one to distinguish different curves. (a)–(c) The lines from the bottom to top at I = 1011

W/cm2 correspond to the model version L, L + Gcoh + Gimp + Grec, L + Gcoh, and L + Gcoh + Gimp, respectively.

Figure 8 shows the energy density gained by CB electrons
within the same conditions and legends as Fig. 7. The results
exhibit significant differences with respect to Sec. IV where
the CB was assumed to be initially filled (ionization pro-
cesses were not included), leading to a linear evolution of UCB

with respect to the intensity. When only the Liouville–von
Neumann operator is included, due to the nonlinear pho-
toionization process, UCB depends nonlinearly on I , with an
exponent going from 2 for UV to 4 for IR (i.e., a balance
between ∝IK of photoionization and ∝I of the Drude model).
Since the UV pulse leads to a significantly larger Z than
the IR pulse for a given intensity, UCB is also larger for
the UV pulse. The mixed-color case provides an intermedi-
ate result. When collisional decoherence is further included,
UCB increases compared to the previous case because of the
rise in photoionization as discussed previously, and also now
scales linearly as a function of the intensity. The increase is
more pronounced for IR than UV because the former color

is more efficient to heat. However, the UV provides a larger
UCB because more electrons are photoionized. For intensities
>1013 W/cm2, we also see that impact ionization increases
the electron heating more efficiently for IR than UV, until
the Bloch system saturates at the limit discussed previously.
Eventually, Fig. 8 shows that the recombination process di-
minishes the total energy gained by the CB electron for all
laser intensities and approximately in the same factor. Overall,
all previous trends account for expected behaviors.

VI. CONTROLLING THE ELECTRON DYNAMICS BY
DELAYING THE TWO COLORS

A time delay 	t1,2 between each laser pulse is now intro-
duced to study its influence on the ionization and the energy
absorption. The photon energies of case D are always used
[Fig. 1(d)]: h̄ω1 = 1.25 eV and h̄ω2 = 2.5 eV. Taking into
account that the duration of both pulses is τ1 = τ2 ≈ 300 fs,

( ( ( ( ( (

FIG. 8. Energy gained by CB electrons UCB as a function of the overall intensity I of the two-color laser of Fig. 1(d), calculated according
to different right-hand-side terms in Eq. (1) and several values of r: (a) r = 0 (pure infrared), (b) r = 0.5, and (c) r = 1 (pure ultraviolet).
The horizontal dotted line in black represents the energy density of Eq. (9). The maximum energy that the electron subsystem can achieve is
depicted by the horizontal dashed line in gray. For the printed grayscale version, the following information allows one to distinguish different
curves. (a)–(c) The lines from the bottom to top at I = 1012 W/cm2 correspond to the model version L, L + Gcoh + Gimp + Grec, L + Gcoh, and
L + Gcoh + Gimp, respectively.
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FIG. 9. Ionization degree Z (top row) and energy gained by CB electrons UCB (bottom row), calculated at the end of the laser pulse, as
a function of the time delay between the IR and UV colors 	t1,2. Several IR intensities I1 (see legend) are added to the UV intensity I2: (a),
(d) I2 = 1012 W/cm2, (b), (e) I2 = 5 × 1012 W/cm2, and (c), (f) I2 = 1013 W/cm2. In (d)–(f) the horizontal dotted line in black represents the
energy density of Eq. (9), at which the system saturates. For the printed grayscale version, the following information allows one to distinguish
different curves. (a)–(f) The lines from the bottom to top at 	t1,2 = −300 fs correspond to I1 = 0, I1 = 5 TW/cm2, I1 = 10 TW/cm2, I1 =
20 TW/cm2, I1 = 30 TW/cm2, I1 = 40 TW/cm2, and I1 = 50 TW/cm2, respectively.

the time delay is varied from −300 fs (the UV pulse first
excites electrons, and then the IR pulse) to +300 fs. The
same operators as in Sec. V are used, with the same param-
eters, except for the recombination process which has been
removed to facilitate the interpretation of the forthcoming
results. Similar conclusions are obtained by introducing the
electron recombination (results not shown).

Figure 9 shows the ionization degree and the energy gained
by conduction electrons as a function of 	t1,2 and various
combinations of values for I1 (intensity of IR pulse) and I2

(intensity of UV pulse). These values are taken at the up-
per limit of the time window, i.e., t = 300 fs, where these
quantities reach their maximum value. Regardless of the in-
tensity couples, the evolution of Z with 	t1,2 exhibits the same
general shape which is (i) constant Z (	t1,2 = −300 fs), (ii)
then Z increases to a maximum value for 	t1,2 � −50 fs,
(iii) decreases to a minimum value for 	t1,2 � 50 fs, and
(iv) reaches another constant Z (	t1,2 = 300 fs). Z (	t1,2 =
−300 fs) > Z (	t1,2 = 300 fs) which can be explained as fol-
lows. For 	t1,2 = −300 fs, the UV pulse produces (and heats)
free electrons which are efficiently heated by the following IR
pulse, leading to a given contribution of the impact ionization
to the final value of Z . For 	t1,2 = 300 fs, first the IR pulse
produces less free electrons. Then when the UV pulse heats
these electrons less efficiently, the contribution of the impact
ionization is smaller, resulting in a smaller final value of Z .

For delays of ∼−100 fs when both pulses start to overlap
significantly, another process takes place, increasing Z . For
illustration purposes, Fig. 10 shows the electron population
in each conduction state (averaged over 50 fs to avoid oscil-
latinglike behavior, thus better highlighting the main trends)
together with the laser electric field with respect to time, for
three cases: (a), (d) 	t1,2 = −50 fs, (b), (e) 	t1,2 = 0, and
(c), (f) 	t1,2 = 50 fs. As shown by Fig. 10(d), up to t � 150
fs, the higher the energy level, the smaller is the electron
population. Despite the UV pulse only filling odd levels (be-
cause h̄ω2 = 2	E ), the decoherence relaxation leads to the
filling of intermediate even states. For a longer time where
the maximum IR has been reached, the population of all odd
levels is larger than the one of even levels. It may be explained
by the fact that the simultaneous absorption of two IR photons
strengthens the coupling between odd levels, which becomes
stronger than the decoherence relaxation. This cooperative
effect leads to more electrons reaching the highest-energy
state, thus leading to more efficient impact ionization, and
larger Z . This cooperative influence vanishes for longer delays
because the IR pulse intensity is not high enough to make
two-photon absorption when the UV pulse leads to the most
efficient heating when its maximum intensity is reached [t �
200 fs in Figs. 10(c) and 10(f)]. We observe that the heating
is even less efficient, leading to a low population of electrons
in the highest state, and thus an even smaller contribution of
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FIG. 10. Top row: Electric field E (t ) given by Eq. (5) (gray curves) with the photon energies of Fig. 1(d) and the intensities I2 = 1013

W/cm2 (UV color) and I1 = 2 × 1013 W/cm2 (infrared). The related square-sine-like slowly varying envelopes al sin2[π (t − tl )/τl ] are plotted
for each color (see legend). Bottom row: Corresponding electron population in CB levels ρ j, j , averaged in time intervals of 50 fs and calculated
without recombination. (a), (d) UV comes 50 fs before IR (we consider t2 = −50 fs and t1 = 0 fs). (b), (e) There is no time delay between the
two colors (we consider t2 = t1 = 0 fs). (c), (f) IR comes 50 fs before UV (we consider t2 = 0 fs and t1 = 50 fs). For the printed grayscale
version, the following information allows one to distinguish different curves. (d)–(f) The lines from the top to bottom at t = 0 correspond to
ρ1,1, ρ2,2, . . . , ρ11,11, respectively.

the impact ionization, and smaller values of Z for a positive
delay. Finally, it can be observed that Z always exhibits a
minimum value for 	t1,2 � +50 fs. We do not have a clear
explanation for this observation up to now. We emphasize the
main result of this study is the enhancement of conduction
electron production for 	t1,2 � −50 fs.

Note that wavelengths of pulses are significantly different
so that no interference is expected to take place which may
have affected the electron dynamics. However, the temporal
total electric field shape can change with respect to the pulse-
to-pulse delay, i.e., electric field modulations take place (see
Fig. 10). Since we observe a rather regular evolution of Z as
a function of the delay (Fig. 9), it means such electric field
modulations do not play a significant role on the electron
dynamics. This is due to the relatively long pulses of 300 fs
containing tens of optical cycles (a significant influence could
be expected with few cycles pulses). It thus turns out that res-
onant ionization pathways play the main role for free-electron
production, as observed in Refs. [30,36].

Regarding the electron energy density, it mainly mim-
ics the behavior of Z because it linearly depends on each
level population. In particular, there is an optimal time delay
∼−50 fs to optimize the energy deposition into the material.
Note that further simulations have been performed still with
reasonable values of characteristic times of 0.5 and 3 fs for
the impact ionization (results not shown), with laser inten-
sities of I1 = 5. × 1012 W/cm2 and I2 = 1013 W/cm2 (these

intensities lead to an energy deposition close to the material
modification threshold which is of interest for application
purposes). Obviously the shorter the impact collision time,
the larger is the free-electron density, and the larger is the
absorbed energy density. The pulse-to-pulse delay optimizing
the energy deposition remains of the same order of magnitude
as previously (there is a shift of only a few fs). Within the
present conditions, this observation can be explained by the
fact that the photoionization is the largest contribution to the
production of conduction electrons. Other laser intensities in
the same range provide the same trends. The influence of the
coherence relaxation time from 5 to 20 fs, with the same
laser intensities close to the energy density threshold, has
also been studied (results not shown). Contrary to Sec. IV
where the density of conduction electrons is kept constant
(no ionization), the shorter the coherence relaxation time, the
larger is the absorbed energy density. We have checked this
opposite behavior is due to the photoionization and thus the
density of excited electrons to the conduction band. Indeed,
electrons go back and forth between the valence band and
conduction band through photoionization almost reversibly.
By adding decoherence, i.e., irreversibility, this back and forth
evolution is reduced, leading to a larger production of con-
duction electrons. The shorter the coherence relaxation time,
the larger is the produced conduction electron density, and the
larger is the absorbed energy density. However, we do not
observe a significant evolution of the pulse-to-pulse optimal
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delay within the standard femtosecond range of coherence
relaxation time, indicating that the electron dynamics is driven
at first order by the laser-induced direct transition between
states.

The prediction of such an optimal delay is in good agree-
ment with experimental observations reported in Ref. [25],
where the UV damage threshold is measured as a function
of the pulse-to-pulse delay for various given IR fluences.
The evolution of the UV damage threshold clearly exhibits
a minimum value for a delay �100 fs, demonstrating the
cooperation of both colors to induce damage, i.e., to induce
a certain amount of energy density into the material. Despite
different laser parameters being used in the present theoretical
study, the orders of magnitude of both the photon energy and
pulse duration are such that similar processes are expected to
take place. The fact that our OBE model predicts a correct
order of magnitude despite different laser parameters (but with
the same order of magnitude) is most probably due to the
fact that the main effect responsible for the occurrence of
this delay is correctly included in our model: the interplay
between photoionization and impact ionization. The UV pulse
mainly produces the seeded free electrons which are then
better heated by the IR pulse leading to impact ionization. For
too short delays, not enough seeded electrons are produced.
For too long delays, the interplay between both pulses cannot
take place, explaining the occurrence of a delay.

VII. CONCLUSION

Within the framework of the enhancement of the laser
energy deposition into dielectric materials by two-color fem-
tosecond laser pulses, a previously developed OBE model has
been used to provide an in-depth theoretical understanding of
the mechanisms at play during the interaction of such laser
pulses with fused silica. Photoionization, electron heating in
the conduction band, impact ionization, collisions in the con-
duction band, and electron recombination are described. In the
case where only photoionization takes place, the study of var-
ious color configurations has shown how the two pulses can
cooperate or not to ionize the material. In particular, due to its
nonlinear behavior, it has been evidenced that quantum ioniza-
tion pathways mixing both photon energies play an important
role in setting the density of conduction electrons. On the
contrary, since the dynamics of conduction electrons is mainly
driven by single-photon absorption, i.e., linear absorption, no
specific effect of using two colors is observed, the standard
Drude model is able to account for such a configuration. When
all processes are allowed with not-delayed pulses, through a
detailed examination of the influence of each mechanism, we
demonstrate that the approach based on optical Bloch equa-
tions succeeds in handling collective effects, both constructive
and destructive, due to this two-color configuration. Finally,
this model accounts for an optimal delay between pulses
which boosts dramatically the energy gained by electrons in
the conduction band, owing to electron avalanche seeded from
photoionization by an ultraviolet pulse, and heating by an
infrared pulse. This observation is in good agreement with
experimental observations, thus further validating this theo-
retical approach. Note that despite particular photon energies
having been used in the present paper for modeling purposes,

all predicted trends are expected to be general within such
laser parameters.

Based on these results, to get a more accurate description
of the present physical system to go toward a very quantitative
comparison with experimental data, the next step is to improve
the present OBE modeling by introducing further physical
effects including the contribution of a self-trapped exciton
(additional state in the band gap), the dispersion relation of
electron bands, a better description of collision frequency with
in particular a dependence on the electron energy, the coupling
with a Maxwell solver to describe the laser propagation, etc.
Through such improvements, the present model may pave the
way to a powerful numerical tool to optimize and predict the
best configurations for the material modifications driven by
temporally shaped laser pulses.
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APPENDIX A: PHYSICAL RESTRICTIONS FOR
DENSITY MATRIX

The following notations for algebraic operations on a ma-
trix A are used: (1) conjugation: A∗; (2) inversion: A−1; (3)
transposition: AT ; (4) conjugate transposition: A†.

The density matrix must verify the following physical re-
quirements [35,45]:

(a) Hermiticity:

ρ̂† = ρ̂; (A1)

(b) unitariness:

Tr{ρ̂} = 1; (A2)

(c) non-negative on-diagonal elements:

0 � ρ j, j � 1; (A3)

(d) Frobenius norm bounded from above by unity:

‖ρ̂‖2 = Tr{ρ̂ρ̂†} � 1; (A4)

(e) semidefinite positiveness (non-negative eigenvalues):

ρ̂ � 0. (A5)

After some manipulations, the Frobenius norm of the den-
sity matrix can be expressed as the sum of the contributions
of the on-diagonal elements (1 − 2‖ρ̂‖2

on) and the off-diagonal
elements (2‖ρ̂‖2

off ),

‖ρ̂‖2 = 1 − 2‖ρ̂‖2
on + 2‖ρ̂‖2

off , (A6)
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FIG. 11. Equation (A10) applied to the two-level Bloch system:
Allowed values of |ρ0,1|2 and ρ1,1 according to the value of C.

where ‖ρ̂‖2
on encompasses the probabilities of populating CB

levels,

‖ρ̂‖2
on = Z − 1

2
Z2 − 1

2

∑
j>0

ρ2
j, j, (A7)

and ‖ρ̂‖2
off gathers the probabilities of transiting between lev-

els,

‖ρ̂‖2
off =

∑
k> j

|ρ j,k|2. (A8)

The maximum value that Eq. (A7) reaches is

max ‖ρ̂‖2
on = N

2N + 2
, (A9)

which corresponds to ρ0,0 = · · · = ρN,N = 1/(N + 1).
From Eq. (1) with Ĝ(ρ̂) = 0 [see Appendix D for Ĝ(ρ̂) �=

0], one deduces that the Frobenius norm is preserved over
time: ∂t Tr{ρ̂ρ̂†} = 0. Therefore, the time evolution of the
density matrix must satisfy

‖ρ̂‖2
off = C + ‖ρ̂‖2

on, (A10)

where C is a constant depending on the suitably chosen initial
conditions. Satisfying Eq. (A4) restricts considerably the val-
ues of C that make sense from a physical point of view. Taking
into account Eq. (A9), we conclude that the constant must lie
in the interval

− N

2N + 2
� C � 0. (A11)

Moreover, according to Eq. (A6), the minimum value that
the norm of the density matrix can possess corresponds to
C = −N/(2N + 2), which simultaneously minimizes ‖ρ̂‖2

off
to 0 (i.e., electrons can no longer transit between levels) and
maximizes ‖ρ̂‖2

on to Eq. (A9). The norm of the density matrix
is then not only bounded from above, as stated by Eq. (A4),
but also from below:

1

N + 1
� ‖ρ̂‖2 � 1. (A12)

As an example, Fig. 11 shows the values that |ρ0,1|2 =
|ρ1,0|2 and ρ1,1 can have according to the value of the constant

C, for the two-level Bloch system (N + 1 = 2). Figure 11
corresponds to the graphical interpretation of Eq. (A10) for
two levels. During the evolution of the Bloch system, at every
instant the norm of the off-diagonal elements of the density
matrix can be deduced from the on-diagonal elements. The
constant C appears in that expression, which depends on the
initial conditions. In the particular case of two levels, the off-
diagonal and on-diagonal norms vary following a parabola.
Moving along this curve is equivalent to oscillations of these
norms (Rabi oscillations). Initial conditions determine how
much the norms of the elements of the density matrix can
vary over time: The lower the constant C is, the smaller is
the number of degrees of freedom of the Bloch system.

In order to set a physically suitable initial condition for
the density matrix, we can proceed as follows. We assign the
electron populations to each energy level (ρ j, j) and choose a
value for the constant C according to Eq. (A11). Throughout
this paper we use the value C = 0. Finally, the off-diagonal
elements are calculated so that ‖ρ̂‖2

off is given from Eq. (A10)
and the density matrix is semidefinite positive (diagonally-
dominant-matrix criterion),∑

k, k �= j

|ρ j,k| � ρ j, j, (A13)

for each energy level.

APPENDIX B: RESONANT BEHAVIOR OF IONIZATION IN
THE TWO-LEVEL BLOCH MODEL

In this Appendix we aim at justifying why, under the mul-
tiphoton ionization (MPI) limit, the output of the two-level
Bloch system enters in resonance with the input laser field
only when the gap energy is equal to a certain combination
of irradiating photons. To do so, we consider that the density
matrix reads

ρ̂ =
(

1 − Z0 − ρ̃ ρ0,1

ρ∗
0,1 Z0 + ρ̃

)
, (B1)

where 0 � Z0 � 1 is the initial ionization degree and ρ̃ =
ρ1,1 − Z0, assumed small in the MPI limit, is the laser-induced
perturbation of the CB electron population. According to
Eq. (A10), the initial complex module of the off-diagonal ele-

ment is |ρ0,1(0)| =
√

C + Z0 − Z2
0 . Without loss of generality,

we consider that the following laser field (for t � 0),

E (t ) =
∞∑
j=1

a j sin( jω0t ), (B2)

where ω0 is the fundamental pulsation and a j are the electric-
field amplitudes. Since the laser is decomposed in commen-
surable colors, the resonant condition is that Eg/(h̄ω0) = K
be an integer. After some manipulations, Eq. (1) applied to
Eq. (B1) yields

∂t ρ̃

ω0
= −2

eμ0,1E (t )

h̄ω0
Im ρ0,1, (B3)

∂tρ0,1

ω0
≈ iKρ0,1, (B4)

where on the right-hand side of Eq. (B4) the
terms depending on E (t ) and/or ρ̃, which are
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FIG. 12. (a) Example of the energy density gained by CB electrons in the Bloch model (solid curves) as a function of time, calculated
following the conditions of Sec. IV with τcoh = 10 fs. We consider a single-color laser of a = 0.1 GV/m (I ≈ 2 × 109 W/cm2): The red
curve accounts for pure infrared (r = 0), while the blue curve accounts for pure ultraviolet (r = 1). The derivative at half maximum (dotted
curves), calculated with least squares, is taken as the heating rate (here, N0WCB ≈ 0.62 × 1015 W/cm3 and thus σ ≈ 621 mho/cm for infrared;
N0WCB ≈ 0.31 × 1015 W/cm3 and σ ≈ 314 mho/cm for ultraviolet). Simulation starts at t1 = t2 = 0 fs. (b) Heating rate as a function of laser
intensity for τcoh = 10 fs (solid lines) and τcoh = 1 fs (dashed lines). Same color legend. (c) Corresponding conductivity of CB electrons. For
the printed grayscale version, the following information allows one to distinguish different curves. For every above-mentioned configuration
at low intensity, the curve corresponding to r = 0 is always above the curve corresponding to r = 1.

ie[μ0,0ρ0,1 + μ0,1(2Z0 − 1 + 2ρ̃ )]E (t )/(h̄ω0), have been
neglected against iKρ0,1 under the MPI limit.

The integration of Eq. (B4) over time gives ρ0,1 ∼
exp(iKω0t ) and, hence, the complex argument of ρ0,1 oscil-
lates at the Rabi pulsation Eg/h̄ = Kω0. Furthermore, from
Eq. (B3) we have that ∂t ρ̃ ∼ sin(Kω0t )E (t ). Then it is
straightforward to conclude that, provided that K is an integer,
the time evolution of the density matrix is periodic with the
same fundamental pulsation as the laser field, which means
that the Bloch system enters in resonance.

The law Z ∝ IK under the MPI regime is obtained by cal-
culating the transition probability for a K-photon absorption
process [55,65].

APPENDIX C: ENERGY GAINED BY CB ELECTRONS
AND DRUDE MODEL

Let us consider long enough pulses with h̄ω1 < h̄ω2, τ1 =
τ2, and 	t1,2 = 0, so that we can characterize the laser field
in Eq. (5) by the root-mean-square amplitude a2 = a2

1 + a2
2 =

2I/(n0cε0), as in Sec. IV. The Drude model claims that
the heating rate WCB is proportional to the laser intensity
[46,60,61],

WCB = σ

N0
a2, (C1)

where σ is the conductivity of CB electrons. In the literature
this conductivity is estimated as follows,

σ

N0
= e2τcoll

3me
(
1 + ω2τ 2

coll

) , (C2)

where ω is the pulsation of the incident photon, me is the
mass of free electrons, and τcoll is the average collision time
of CB electrons and it is measured to be of the order of
1–10 fs for fused silica [53,54,61]. Equation (C2) yields
σ ≈ 57–449 mho/cm for the infrared photon h̄ω1 = 1.25 eV,

and a smaller σ ≈ 14–134 mho/cm for the ultraviolet photon
h̄ω2 = 2.5 eV.

In the Bloch model, as shown in Fig. 12(a), the energy
density gained by CB electrons follows an erf-like evolution
over time and, hence, the heating rate N0WCB is numerically
estimated as the time derivative, calculated by least squares,
at half maximum, i.e., at the instant when the energy den-
sity attains [UCB(0) + UCB(τ1)]/2. The heating rates from the
Bloch model are plotted in Fig. 12(b), where one sees the
behavior N0WCB ∝ I at low intensities. Following Eq. (C1),
the conductivity of CB electrons yielded by the Bloch model
is estimated as

σ ≈ N0WCB

a2
, (C3)

which is plotted in Fig. 12(c). The values obtained from the
Bloch model agree with Eq. (C2) within one decade.

Under the Bloch formalism, the energy gained by CB
electrons, defined by Eq. (8) and with the CB band structure
presented in Sec. II, can be understood as the expectation
value of the operator Ĥ+

0 [45],

UCB = N0 Tr{Ĥ+
0 ρ̂}, (C4)

where Ĥ+
0 is the positive part of Ĥ0 and it is defined as the

diagonal matrix whose on-diagonal elements are the same as
those of Ĥ0 if they belong to CB (i.e., Ej � 0) or zero other-
wise. If the electric field amplitude is sufficiently small (MPI
regime), in the CB, one-photon absorption implies ρ̂ ∝ I (see
Appendix B), hence Eq. (C4) effectively predicts a heating
rate proportional to the laser intensity in our Bloch model.

Finally, by deriving Eq. (C4) with respect to time and tak-
ing into account Eq. (1), after some manipulations we obtain
the following equation for the energy density gained by CB
electrons,

∂tUCB = − νrecUCB − νimpN0(EN − E1)ρN,N

+	ωN0 Tr{eEM̂ρ̂}, (C5)
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where the operator M̂ is

M̂ = i

h̄ω
[Ĥ+

0 , μ̂]. (C6)

Both Cμ and τcoh are the key parameters that allow us
to control the value of the conductivity in the Bloch model.
Indeed, we can see this from Eq. (C5) under the conditions
of Sec. IV, i.e., in the absence of VB and thus νimp = νrec =
0 and Ĥ+

0 = Ĥ0. From Ej − E1 = ( j − 1)h̄ω, μ j,k = μk, j =
Cμ/|Ej − Ek|, and (C6), we find that 	ωM̂ ∝ Cμ. Therefore,
σ ∝ Cμ. The coherence-relaxation time τcoh, instead, has an
indirect influence on σ . From Eq. (C5) we also have that
σ ∝ ∑

k> j>0 Im ρ j,k . Since in Appendix D we demonstrated

that the norm ‖ρ̂‖ diminishes in the presence of Ĝcoh, so does∑
k> j>0 Im ρ j,k . In conclusion, the longer τcoh is, the greater

σ is in our Bloch model, in agreement with Eq. (C2).

APPENDIX D: EQUILIBRIUM STATE OF THE OBE
SYSTEM AND CONNECTION WITH

RELAXATION PROCESSES

The system Eq. (1) with Ĝ(ρ̂) = 0 enters in equilibrium
if it does not vary over time independently of the value
of the Hamiltonian Ĥ . It is thus defined as the state that
makes ∂t ρ̂ = 0. According to Eq. (2), this state must com-
mute with any value of Ĥ , which is only assured if ρ̂ is a
scalar matrix (i.e., diagonal matrix whose diagonal elements
are all the same value). Therefore, the equilibrium occurs
when ρ j, j = 1/(N + 1) and ρ j,k �= j = 0. This corresponds to
C = −N/(2N + 2) in Eq. (A11), which is the lowest possible
value of this constant. Furthermore, the norm corresponding

to this equilibrium state is the lower bound of Eq. (A12), for
which ‖ρ̂‖2

off = 0 (transitions between levels are no longer
possible).

From Eq. (1), after some manipulations we can deduce that
the relaxation superoperator Ĝ(ρ̂ ) affects the preservation of
the norm,

∂t Tr{ρ̂ρ̂†} = 1
2 Tr{ρ̂Ĝ(ρ̂ )}, (D1)

where

1

2
Tr{ρ̂Ĝrec(ρ̂)} = νrec

(
‖ρ̂‖2

on − Z

2

)
, (D2)

1

2
Tr{ρ̂Ĝimp(ρ̂ )} = −νimpρN,N

(
ρ0,0 + ρN,N

2
− ρ1,1

)
, (D3)

1

2
Tr{ρ̂Ĝcoh(ρ̂)} = −νcoh‖ρ̂‖2

off . (D4)

Since Eq. (D4) is negative, collisions will always reduce
the norm of the density matrix [66] according to Eq. (D1)
and, hence, the value of C over time according to Eqs. (A6)
and (A10). When C diminishes, the number of degrees of
freedom of the system also decreases and therefore the sys-
tem approaches the state ρ0,0 = · · · = ρN,N = 1/(N + 1) with
C = −N/(2N + 2), as we can see in Fig. 11. Precisely, at such
a state, Eqs. (D2)–(D4) become zero and, therefore, it is also
the equilibrium state for the system Eq. (1) with Ĝ(ρ̂) �= 0.

Note that Eqs. (D2) and (D3) might be positive. Since,
physically, collisions are present when recombination and
impact ionization take place, one must choose carefully the
characteristic times of all the relaxation processes so that the
norm of the density matrix will not increase.
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