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ABSTRACT Fault diagnosis in telecommunication networks requires extensive expert knowledge and is
key to efficient network operations and high service availability. Specifically, discovering and identifying
new faults occurring in the network is a challenging task. Some dominant methods in industry are based on
expert systems or Bayesian networks. Both of these methods require considerable expert knowledge and time
resources to construct and maintain the diagnosis system. In this paper, we propose a data driven approach
for the clustering and identification of new faults, based on existing knowledge, using neural networks and
infinite mixture models. In our approach deep infinite mixture models are capable of extracting interesting
features from labeled data, which are then leveraged in the clustering process to identify new relevant faults
in unlabeled data. We apply our method to real operational data from Fiber-to-the Home services based on
Gigabit-capable Passive Optical Networks. We show that our approach can be trained end-to-end, and allows

to identify and interpret new faults.

INDEX TERMS Network fault diagnosis, deep learning, infinite mixture models, variational inference.

I. INTRODUCTION

For any Internet service provider or network operator, it is
crucial to quickly and efficiently diagnose the problems that
occur on the network. The benefits of a good fault diagnosis
system are mainly to minimize the costs of network and
service operations and to enhance the customer’s quality of
experience. An accurate diagnosis for a particular failure will
be helpful to optimize the technical mitigation process and to
reduce the downtime of a service for the end user.

In network management, the fault diagnosis task can be
divided in several steps. First, the detection step, which can
be done proactively, aims at deciding if a customer experi-
ences a problem and if further investigations are required.
Second, in the isolation step, the goal is to identify the root
cause of the problem given the current technical status. Third,
the mitigation step covers all the actions required to fix the
problem [1]-[4].

In this work, we study, as one particular application of
Machine Learning techniques, the fault diagnosis of Fiber-
to-the Home (FTTH) services based on Gigabit-capable
Passive Optical Networks (GPON) [S]-[7]. In our setting,

The associate editor coordinating the review of this manuscript and

approving it for publication was Claudio Cusano

we assume that the detection of the issue has been triggered
by a customer call. We thus do not need the detection step
of the fault diagnosis process. This means that Anomaly
Detection techniques [8], which find unexpected behaviors
in data, have limited usefulness for our application. Instead,
we need to perform reactive fault diagnosis where the goal
is to identify or classify a failure after it has occurred. This
goal is called Root Cause Analysis (RCA) in the literature [1].
In this framework, based on a data vector describing the cus-
tomer’s network and service features (alarms, optical powers,
error rates, electric measures...) with multiple value types
(continuous, binary, and categorical), a model will infer what
type of failure the customer is facing. The intuition is that
there is a specific pattern in the data that is linked with a
particular type of failure.

Many machine learning—based systems were designed to
perform Root Cause Analysis. One approach is to consider
the traditional supervised learning scheme, where a classi-
fier is trained using data labeled according to the different
known types of failures [9]-[12]. A well-known limitation
of supervised learning approaches is that they are not able
to deal with zero-day anomalies, that is to say anomalies
which are not embedded in the training dataset. Another
model widely used for communication network management
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is Bayesian Networks [13]-[16], [17]. In the latter methodol-
ogy, a directed acyclic graph, called a Bayesian graph, is built
to model the network topology and dependencies between
network features: each node represents an observed variable
and connections between nodes represent conditional depen-
dencies of random variables representing the features.

While all these approaches are appealing, they might not
be able to keep up with the large size, complexity and highly
dynamic nature of a network. A lot of changes can happen on
a real network: new equipment or services can be deployed,
the configuration of some parts of the network can change,
we can collect new data that were not available previously,
or more importantly, new types of failures can appear due
to all these changes. The ever-evolving essence of a network
leads to a situation where, at some point, there is a need to
update the diagnosis system in order to maintain the best
quality of service.

Using standard approaches such as classifiers, we would
need to retrain our classification model with new features
and new labeled data for new types of faults, which gen-
erally are not available, especially when the fault is very
recent. With the Bayesian network framework, taking into
account new types of failures, new data or new equipment
would mean updating the Bayesian graph by adding and/or
removing nodes and edges as well as changing conditional
probabilities of the edges. This would require a high network
expertise and may be unrealistic if the network is too com-
plex. Though it is possible to derive the Bayesian graph from
data [18], it becomes unfeasible in practice when dealing
with large datasets composed of hundreds or thousands of
features.

On the other hand, in order to discover new diagnoses, one
needs to perform some data exploration and to find clusters
corresponding to new types of faults. Although good perfor-
mance can be reached with unsupervised clustering methods
in a low-dimensional space, as shown in [19], problems may
arise when using a distance metric in a high-dimensional
space where the concept of proximity becomes mean-
ingless [20], [21]. Furthermore, in unsupervised methods,
the clusters may be relevant from a technical point of view
(e.g. grouping individuals because they use the same type of
equipment), but this type of clustering does not provide any
new information that could be used to highlight a new fault.
The obvious way to bypass this issue is to resort to cumber-
some feature selection and preprocessing of the data by hand,
which requires deep expert knowledge of the environment
that is constantly changing, and can be expensive time-wise.

The closest machine learning paradigm to the fault dis-
covery problem is semi-supervised clustering, where the
clustering is guided by prior knowledge [22]-[25]. In this
framework, a partial information on the data is provided in
the form of labels. Clusters formed using semi-supervised
approaches attempt to respect the constraints defined by the
labels. However, the proposed algorithms were always used to
improve the learning process based on a finite set of classes.
Therefore, the number of clusters is known in advance and
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there is no clear evidence that these methods will be able to
discover new classes.

In this paper, we propose a machine learning algorithm
based on deep neural networks and infinite Gaussian Mixture
Models (GMM). Our approach combines the power of neural
networks, and the exploration potential of infinite mixture
models. The neural network identifies useful features for the
fault discovery process (based on the labeled faults), then the
infinite mixture model clusters the data based on the neural
network representation. Thus, the fault discovery process is
done on a more representative space of the faults.

We demonstrate our approach on data derived from
GPON-FTTH networks, we show that the neural network is
capable of identifying relevant features for the diagnosis task.
Furthermore, we show that the clustering approach automat-
ically identifies clusters of relevant faults. The remainder of
the paper is organized as follows:

« In section II, we frame the problem of discovering new
types of faults as a machine learning problem and we
give an overview of the overall system.

o In section III, we detail the feature extraction task as a
deep learning classification task.

« Insection IV we introduce the infinite Gaussian mixture
model for clustering new faults based on the extracted
features.

o Finally, in section V, we show how our approach can
explore an unlabeled part of a GPON-FTTH dataset in
order to identify new types of faults that were previously
considered as unidentified faults by an expert system.

Il. PROBLEM DESCRIPTION & THE DIAGNOSIS SYSTEM
A. PROBLEM STATEMENT

Discovering and diagnosing faults from network data is
extremely challenging due to three key properties of large
telecommunication networks:

o Scale: when dealing with large telecommunication net-
works, the scale of the data in terms of dimensionality
and the number of instances adds to the complex-
ity of the diagnosis system, and restricts further the
approaches that one can adopt to solve the diagnosis
problem.

« Novelty: a second issue is the adaptability of the diag-
nosis system. Given a dynamic corpus of data gathered
from the network, the system needs to identify previ-
ously known faults if they occur, in addition to clustering
and identifying new patterns of faults.

o Uninformative (noisy) features: when dealing with net-
work data, not all features and data dimensions will be
relevant for a specific fault, hence adding noise to the
relevant information. Therefore, an efficient diagnosis
system needs to filter out the noise in some way in order
to identify relevant features for the fault in question.

A learning-based efficient diagnosis system thus needs to
identify and learn previously known patterns of faults, dis-
cover new patterns unknown to the experts or the expert
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FIGURE 1. Illustration of the diagnosis process and its application to FTTH network services. Where, SPF: Service Platform;
DHCP: Dynamic Host Control Protocol; BAS: Broadband Access Server; MSAN: Multi-Service Access Node; OLT: Optical Line
Termination; Home LAN: Home Local Area Network; VolP: Voice over IP.

system, and finally identify patterns relevant to actual faults
on the network. An illustration of the overall diagnosis pro-
cess as applied to FTTH network services is given in Figure 1.

B. DATA SPECIFICATION

The first challenge encountered when dealing with network
data is the multi-typed nature of variables. For example,
when treating data gathered from the optical network, one
finds continuous variables such as power levels, and vari-
ables taking discrete, categorical, or binary values such as
alarms of some specific device. In order to create the data
corpus, we start by normalizing the continuous variables
by subtracting the minimum and then scaling the values
(dividing by the maximum minus the minimum value). For
the categorical variables, we use the one-hot encoding i.e,
if a variable X; takes values in a set {cy, ..., cx}, then we
create a representation in {0, 1}K , for which the k™ column
is equal to 1 if the variable X; is equal to ci. The resulting
training data X € RV*P contains N lines, each representing
a customer’s data vector, and D columns, each representing
a variable of the network. Given the large amount of data
gathered D is often very high (D > 1, with often hundreds of
variables). In addition to the data vector, for some customers,
expert systems have identified the corresponding fault, thus
providing us with a label. We denote these labels y € RY,
each line represents the label given to a customer. A label y,
takes values in {—1, 1, ..., K}, where {1, ..., K} represent
the known classes, and the value —1 represents an unknown
class. The key problem is to identify the labels of the class —1.
This label could belong to the set of existing known faults
(i.e. to the set of known classes {1, ..., K}) or a completely
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new set of faults occurring in the network. For what follows,
we will denote x,, € R the data vector corresponding to the
n'M customer, and suppose that the samples are independent
and identically distributed.

C. OVERVIEW OF THE DIAGNOSIS SYSTEM

As shown in Figure 2, the diagnosis system is composed of
three main blocks. The first one is the feature extractor, which
will be a multi-layer perceptron or a neural network, respon-
sible for compressing the data into a low dimensional feature
vector containing the relevant information. The second one is
the softmax unit responsible for classifying the known faults,
its output is fed to the loss function in order to train the feature
extractor. The final block is the clustering model responsible
for identifying new patterns of faults based on the feature
vector extracted.

The feature extractor represents the backbone of the sys-
tem. Learning a good feature extractor is crucial for the
performance of the diagnosis system. The feature extractor
allows us to solve the scale and noise challenges simultane-
ously. The scale problem is solved by compressing the high
dimensional raw data vector into a compact low dimensional
manifold. The learned low dimensional manifold holds the
information to correctly classify the known classes, thus cre-
ating noiseless features containing only the important infor-
mation for each class.

The novelty challenge is tackled by the clustering model,
which is in our case an infinite Gaussian mixture model.
Based on learned features, the clustering model tries to iden-
tify new patterns or clusters of customer features, each cluster
corresponding to a new unknown class. Then a final process
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FIGURE 2. Overview of the diagnosis system.

of validation is done by an expert to identify relevant or
correct new fault clusters. These correct clusters are then
treated as labeled classes, the —1 labels being changed into
positive values representing the new known classes. These
new known classes are then re-fed to the feature extractor.
In the following sections, we detail the model architectures
of each block.

lIl. FEATURE EXTRACTION & CLASSIFICATION

A. FEATURE EXTRACTOR ARCHITECTURE

The feature extractor in our case is a deep feed forward neural
network, that takes as input a data vector x,, € R” and outputs
a low dimensional feature vector denoted f,, € RP, where
p < D represents the dimension of the feature manifold. As a
remainder, we can think of a neural network as a nonlinear
function, built by successive applications of linear layers
and nonlinear activation functions. Formally, we denote the
overall parameters of the neural network 6, and:

f, = go(xs)

=ooff Vo 000fPooofPix,) (1)
where, each function f ) represents the [t application of a
linear or fully connected layer, defined by:

FOm) = "W, + b, )
W, and b; represent the weight matrix and bias vector for the
" Jayer. o represents the composition of functions operator.
Between each application of two linear layers, a non linear
function is applied, denoted by o, representing the ReLU
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activation function defined by

o (h) = max(0, h) 3)
where the max is taken term by term.

For our application, we consider a neural network with
4 hidden layers (L — 1 4), where the dimension of
each layer is about half of that of the previous layer. The
previous choices are based on common practices in the deep
learning community. The choice of the number of layers is
done by cross-validation, where we choose the lowest number
of hidden layers for which the classification error rate does
not change. An overview of the architecture of the feature
extractor is given in Figure 3. We detail the loss function and
the learning process in the next subsection.

B. LEARNING FEATURES BY CLASSIFICATION

In order to learn the parameters of the feature extractor (step 1
of Algorithm 1), we define a classification task based on
the K known classes. Given the feature vector of a customer
denoted by f,, the softmax unit outputs the probability of each
customer being in class k as:

ef'{WL'/‘ +br k

ZK 1 WL jtby ’

]:
where Wy, by are the weights and biases of the last layer
of the whole neural network (feature extractor followed by
the softmax unit). The optimization of the parameters of the
neural network is done by minimising the cross-entropy loss
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FIGURE 3. Architecture of the feature extractor followed by the softmax unit.

Algorithm 1 Deep Infinite Gaussian Mixture Model

Input: X, y

Initialize parameters

# Step 1: Training of the feature extractor on labeled data
compute #* by minimizing (5)

# Step 2: Feature computation of unlabeled data
compute f,, using the last hidden layer

# Step 3: Clustering process on unlabeled data

compute ¢* by minimizing (10)

return z, = argmax; ¢*(z, = k) Vn

function defined as:
N K

10) = =YY 1y, =kllogPyly, =kIf,],  (5)

n=1 k=1

where 6 represents the set of weights of the neural network.
Learning 6 is done by gradient descent and the standard back-
propagation algorithm [26]. Following the previous learning
process, we learn a feature extractor and a classifier of the
known classes {1, ..., K}. In the next section, we show how
to identify outlier clusters representing new patterns of faults.

IV. CLUSTERING MODEL

In the clustering process, the goal is to identify new patterns
or clusters of unseen faults in unlabeled data (i.e. data with
—11abel). The key trick in our method relies in step 2 of Algo-
rithm 1, that consists in applying the clustering process to the
feature manifold. The assumption is that the feature manifold
is a more representative space in terms of filtered noise and
relevant features than the original data space. Furthermore,
applying the clustering process (step 3 of Algorithm 1) in
the low dimensional feature manifold reduces considerably
the complexity and execution time of the approach. Note that
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the clustering process is independent of the training of the
neural network, and comes after the training process.

Given that the neural network learned highly expressive
features for the known classes, it is highly likely that all
information not relevant to the diagnosis task has been fil-
tered. Furthermore, the low dimensional space of the last
hidden layer is separated linearly with respect to each known
class. Thus, outliers and new clusters should exist in a region
outside the class regions.

The previous assumptions and deductions give guidance
for the choice of the clustering model. The linearly separable
nature of the feature space suggests that a simple Gaussian
mixture model should be sufficient in order to identify clus-
ters in it. The final challenge is the choice of the number of
clusters. The number of clusters of faults is unknown a priori.
Although methods of cross-validation can be used to identify
a good candidate this always requires multiple re-iteration
of the model, which could prove expensive for a scalable
real-world diagnosis system. Ideally, we would like to learn
the number of clusters jointly with the clusters themselves.
This is made possible by a Dirichlet Process prior on cluster
weights. In what follows, we detail the clustering model
and learning of the number of clusters in a fully Bayesian
approach.

A. LEARNING THE NUMBER OF FAULTS

Learning the number of clusters from the data has received
considerable attention from the research community [27].
The main approach is to assume an infinite number of clus-
ters, and then specify a probabilistic model of the creation
of new clusters, namely the Dirichlet process (DP) [28].
The idea behind the DP is to suppose a potentially infinite
number of clusters, and associate a prior with the creation
of new clusters using a beta random variable. Then during
inference, a posterior of the beta random variable is computed
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to give a sense of the correct number of clusters needed. Thus,
the number of clusters is estimated in the same fashion as
the other parameters of the model. Formally, the DP prior is
defined in its simplest form as:

k—1
Vk e N'me = pe [ [~ B0
=1
where B; ~ Beta(l, n) 6)

where, 7y represents the prior probability of creating a clus-
ter k. n is strictly positive and is called the concentration
parameter of the DP. This parameter, as its name suggests,
allows us to adjust our prior on the possible number of
clusters created. The larger the concentration parameter 7
the faster the weights m; tend to zero which results in a
“larger” number of clusters (i.e, many clusters with smaller
cluster weights). In the next subsection, we show how to
couple the Dirichlet process with a Gaussian mixture model
in the feature manifold to create a clustering model capable
of identifying clusters of faults and learning the number of
faults simultaneously.

B. DIRICHLET PROCESS LATENT GAUSSIAN

MIXTURE MODEL

Gaussian mixture models have been considerably used to per-
form clustering on data. Coupled with the Dirichlet Process
they enable the clustering and the learning of the number
of clusters simultaneously. In our case, we consider a latent
Gaussian mixture model, in the sense that the clustering is
done on the feature manifold. We will denote by z, the
random variable representing the cluster of the n" customer.
The generative process defining our model is the following:

z,|mt ~ Cat(-|x) i.e Pz, = k]
flze =k, o A~ NCGlprg, A @)

where, we suppose that the features are Gaussian distributed
with mean p; and precision matrix Ay for cluster k. The
mean and precision matrices are considered hidden (to be
inferred) random variables with Gaussian and Wishart priors
respectively. The cluster hidden random variable z follows a
categorical distribution, with a prior probability m; defined
by the Dirichlet Process as shown in equation (6).

C. CLUSTER INFERENCE
In the inference process, the goal is to infer the hidden
random variable distributions, that is the distributions of
{z1.n, m, A, B} knowing the feature values f}.y. This can be
performed by computing or estimating the posterior distri-
bution p(z1.y, i, A, B|f1.n). By marginalization we can then
obtain the cluster assignments using maximum a posteriori
estimation:
2, = argmax p(z,|fi.n) (®)
zy
A major challenge in the inference process, is the compu-
tation of p(z,|f1.x). In simple parametric models, i.e. models
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where the number of clusters is known, inference can be done
using the Expectation Maximization (EM) and the Maximum
A Posteriori (MAP) algorithms [29]. For more complicated
non-parametric (or infinite) models, this quantity can be
estimated using Markov Chain Monte Carlo sampling meth-
ods [30]. Such approaches are well suited for small scale
applications like uni-variate data, where the Markov chain
explores a low dimensional space. However, in large scale
applications these approaches do not scale well [31].

In our case, we adopt a recent inference paradigm called
variational inference [32]. The idea behind variational infer-
ence is to transform the inference task into an optimisation
task, thus leveraging the scalability and efficiency of treat-
ing such tasks. In the variational approximation paradigm,
we introduce a variational distribution g to approximate the
true posterior. One family of distributions leading to tractable
solutions that can be efficiently implemented are factorized
distributions of the form:

T N
a(m, A, 21y, B) = [ | el Aa(A0aBo | | atza) 9)

k=1 n=1

The beta variational posterior is truncated using an upper
bound on the number of clusters 7' by supposing g(fr = 1) =
1 [27]. The variational optimization problem is the following
one:

g" = argminDgy [g]|p(-|fi:n)] (10)
q

By solving equation (10), we attempt to identify, in the cho-
sen family, the variational posterior ¢* which is the closest,
in terms of Kullback-Leibler divergence, to the true posterior
p(-|f1.n). After the computation of ¢*, we can simply perform
maximum a posteriori estimation based on the approximate
distribution to obtain the cluster assignments, as follows:

z, = argmaxq*(z, = k) Vn (11)
k

The details of the computation of ¢* are given in
appendix B. A complete overview of the learning process is
given in Algorithm 1.

V. EXPERIMENTAL EVALUATIONS
A. DATASET DESCRIPTION
We evaluate our approach on real network data. The dataset
is built from the technical data for 86241 fiber customers.
In one part of the dataset, thanks to a legacy diagnosis system
(in our case an expert system based on deterministic rules),
the customers have been classified into 8 known types of
faults (including a normal behavior) as described in Table 1.
This labelled sub-dataset corresponds to 64279 customers.
Another part of the dataset (21962 customers) cannot be clas-
sified by the legacy diagnosis system, and the corresponding
customers thus fall into the “unknown faults’’s category.
For each customer, we collected 1824 features coming
from different parts of the network that describe the state
of the customer’s line. These variables mainly characterize
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FIGURE 4. 2-D representation of the feature manifold across epochs of training (step 1 of Algorithm 1), each color represents a known fault of table 1.

TABLE 1. Description of the different classes in the dataset.

Fault type  # instances (V)

FTTH access OK 19604

Fiber cut 18282
Degraded fiber 6906
ONT-home gateway problem 6782
Gateway update problem 6050
Bad gateway configuration 3732
Account suspended 1527
TV problem 1396

Unknown Faults 21962

TOTAL 86241

TABLE 2. Overview of the network variables in the dataset.

Network scope  # variables

Wide Area Network 652
Home LAN 446

Description

GPON (OLT, ONT...)
Gateway, home devices

Internet Session 256 DHCP
Services 204 VoIP, TV
Offer 41 Customer offer profile
Miscellaneous 225 -
TOTAL 1824
8297 (after One-Hot Encoding)

the properties of the FTTH GPON optical system, the Home
Gateway (HG), some services used by the customer (e.g. TV,
VoIP) and the Internet session (see Table 2). For instance,
we have a set of variables describing the GPON properties
such as the optical powers received (Rx) or transmitted (Tx)
by the Optical Line Termination (OLT) at the central office,
and by the Optical Network Termination (ONT) at the cus-
tomer side, in addition to the properties of the ONT and OLT
(temperature, voltage, version etc.), the alarms encountered
by the OLT, and so on.

The dataset is thus composed of a mix of categorical
variables and numerical variables. The numerical features
are normalized in [0, 1] using min-max scaling. The cate-
gorical variables are encoded using the one-hot encoding,
as explained in section II, in order to obtain a numerical
dataset. Thus the final dataset is composed of N = 86241
instances and D = 8297 variables.

In order to evaluate the classification task on the known
classes, the labeled dataset is split into a training set and a
test set, where each represent 80% and 20% respectively. The
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metrics for evaluations are reported over 5 cross validation
runs, we report the mean and the standard deviation for
each metric. The clustering evaluation is done on the entire
unknown fault dataset in a single run.

B. EVALUATION OF THE FEATURE EXTRACTOR

The first evaluation is that of the neural network represent-
ing the feature extractor. Extracting relevant features for
the known classes is crucial for a good classification score,
and for efficiently filtering noisy features for the subsequent
clustering task. The key desirable feature of the hidden data
manifold represented by the last hidden layer of the feature
extractor is to be linearly separable for each known class.
In order to represent this data manifold, we compute the
hidden features on the test set after each epoch (full pass
of stochastic gradient descent on the training set), we then
transform the features into a 2D representation using kernel
principal component analysis. This procedure shows plots of
the hidden feature points in a 2D representation based on a
Gaussian proximity measure.

As shown in Figure 4, the hidden representation is dis-
organised at the first epochs of training the neural network,
the classes are not well separated based on the similarity
measure. However, as we converge to the optimum param-
eters, the hidden feature manifold becomes more separable
with respect to each class (epoch 8). This suggests that the
features extracted are representative of each class modeled.
In addition, the structure is in the form of “lumps’ which is
coherent with Gaussian model assumptions.

In order to demonstrate the effectiveness of the feature
extractor further, we compare the raw two dimensional repre-
sentation on the unknown faults dataset, and the two dimen-
sional representation of the features extracted using the same
dataset. As shown in Figure 6, the 2D representation on the
extracted features is much more organized than the 2D repre-
sentation on the raw data. Furthermore, the 2D representation
of the features shows clear patterns of clusters unlike the raw
data representations. This suggests that the feature extractor
is capable of identifying features that permit us to separate
and identify different clusters in the unknown fault dataset.

C. EVALUATION OF THE SOFTMAX UNIT
The softmax unit classifies the known faults. As a standard
evaluation process we report the loss function (5) on the test
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FIGURE 5. Loss function on the testset across iterations of gradient descent.

FIGURE 6. (Left) 2-D representation on the feature manifold of the
unknown classes data (step 2 of Algorithm 1). (Right) 2-D representation
of the raw unknown classes data.

TABLE 3. The confusion matrix on the known classes.

Predicted classes

1 2 3 4 5 6 7 8

1 1288 9 10 39 63 13 14 4
g 2 47 3619 0 0 0 45 14 7
Z 3 0 0 6024 3 12 5 2 4
s 40 1 5 18590 0 304 621 83
2 5 1 1 8 1 18258 7 6 0
E o6 1 5 9 226 0 6580 74 11

72 0 0 56 1 10 6710 3

8 1 0 3 22 0 2 4 1364

set across training iterations. We report the mean and standard
deviation over 5 different runs. As shown in Figure 5 (left) the
loss function converges to the set of parameters representing
of the minimum of (5).

In addition, we report the classification accuracy on the test
set defined as:

N
1
Accuracy = N Z 10n = yul (12)
n=1

where, y,, represents the predicted label and y, represents the
ground-truth label in the n'™ instance of the test set. As shown
in Figure 5 (right) the classification accuracy increases across
training iterations and reaches a high value, showing that the
classifier is well trained and robust to errors. This is demon-
strated also by the confusion matrix between the known
classes, reported in table 3. The standard deviation across
the different validation runs is very small, suggesting that the
classifier generalizes very well on unseen test set samples.

D. EVALUATION OF THE CLUSTERING MODEL
In order to evaluate the clustering model, we begin by evalu-
ating the fitting of the model to the unknown fault data. The
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Accuracy on the testset across epochs (step 1 of Algorithm 1).

latent infinite Gaussian mixture model is a probabilistic gen-
erative model, a standard approach of evaluating such models
is to compute the log likelihood or the log probability of the
data under the model across iterations. As shown in Figure 8,
the log probability increases across iterations of updates of
variational inference, and converges smoothly to a plateau,
which suggests the convergence of the model.

The objective of the infinite latent Gaussian mixture model
is to cluster patterns in the latent representation of unknown
faults. In order to evaluate this clustering process, we report
the clusters identified by the model in the 2D representation,
across iterations of variational inference updates. As shown
in Figure 7, the model starts with random clusters that do not
fit the patterns in the unknown faults dataset. Across training
iterations the ellipsoids representing the clusters fit with more
accuracy the patterns seen in the 2D representation.

Furthermore, using the Dirichlet Process which learns the
number of clusters, we see that across iterations of training of
the clustering model, the number of clusters changes, in order
to evaluate which number of clusters better fits the data. Thus,
the model automatically identifies the number of clusters
needed to converge to the optimal fit.

E. CLUSTER INTERPRETATION

In order to exploit the clusters and validate them, interpreting
the faults discovered in each cluster is crucial. Interpretability
of machine learning models is a hard task that is still an
active research area. In this section, we provide an inter-
pretation method relevant to data extracted from networks.
The proposed method consists in identifying the decision rule
over the features in order to reach the class assignment. One
approach to accomplish this task, is to train a decision tree
classifier [33] on the unknown fault data with the cluster
labels as the true labels of the classifier. Thus, the resulting
decision tree classifier gives us a path of logical statements on
the features leading to each cluster discovered. This provides
a readable interpretable rule that can be exploited by experts
of the network domain to identify the fault.

In Figure 9, we give an example of such a decision path
for the forth cluster discovered in the unknown fault dataset.
As it can be seen the decision rule mainly involves transmis-
sion and reception powers of the optical network termina-
tion of the GPON-FTTH network. This suggests a problem
with Optical Network Termination (ONT). Another example
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FIGURE 7. The clustering process of the infinite Gaussian mixture model on the latent feature manifold across iterations of variational inference
(step 3 of Algorithm 1, i.e. Algorithm 2). The process is done on the unknown fault dataset, ellipsoids represent identified clusters of new faults.
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FIGURE 8. Log probability of the latent Dirichlet process Gaussian
mixture model across iterations of variational inference (step 3 of
Algorithm 1, i.e. Algorithm 2).

—- delc.res.ftth.client.ols.mesure.ontrx <= .76
|-—- olt.24.res.ont.data.vendor_1397572179 <= 0.50
|- livebox.14.res.LANHosts <= 0.04
|-— olt.45.res.olt.temp <= 0.51
|-— delc.res.ftth.client.ols.mesure.onttx <= @.77
| |—- delc.res.ftth.histoalarms.sample.duration <= @.70
| | |-— olt.24.res.ont.ols.tx <= 8.52
| | | |—- class: 4

FIGURE 9. An example of a decision rule leading to cluster 4.

|--——delc.res.ftth.client.ont.lb.link_ NOK > .50
| 7|——— clgss: 3

FIGURE 10. Clear decision leading to cluster 3.

where the decision is quite clear is given in Figure 10, where
the issue is the link between the livebox (Ib) or home router
of the client and the Optical Network Termination (ONT).

VI. CONCLUSION

In this paper, we proposed a new machine learning approach
to identify unknown patterns of faults from network data.
Our approach is based on infinite mixture models and neu-
ral networks. Using a neural network we learn interesting
features for the unknown fault dataset where new classes of
faults may exist. Then an infinite Gaussian mixture model
is applied on the features extracted in order to identify new
faults and to cluster the new data without knowing a priori
the number of clusters. Experiments on FTTH-GPON real
operational data show that our approach effectively identifies
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new patterns of faults. A simple decision tree analysis then
allows to derive the root causes of each new fault discovered.
Our approach is not restricted to the diagnosis task, it can
be applied to various other network management applications
such as Intrusion Detection Systems (IDS). Furthermore, one
can generalize the overall model to an end-to-end deep prob-
abilistic graphical model, thus merging the neural network
training and cluster inference in a single model.

APPENDIX A

IMPLEMENTATION DETAILS

In this appendix, we give further details regarding the imple-
mentation of the different blocks of the algorithm. The neural
network is a 4 hidden layer fully connected neural network,
with Rectified Linear activation Units (ReLUs). In order to
learn the neural network parameters, we use the ADAM
optimizer [34], with a standard learning rate of « = 0.001,
decreasing exponentially as the iterations run longer. The loss
function is the softmax cross-entropy loss defined by (5),
we add an L2 regularization term with a regularization param-
eter & = 0.0005. The regularization is added in order to limit
the overfitting of the neural network.

The overall training is done using the Pytorch library
[35], on a NVIDIA GPU GeForce RTX 2080 Ti, paral-
lelizing the computations of the neural network and mak-
ing the training process faster. The clustering process is
done following Algorithm 2, the implementation is opti-
mized for matrix operations making the iterations of equa-
tions (19, 20, 21, 22, 23) run efficiently.

APPENDIX B

VARIATIONAL INFERENCE FOR THE CLUSTERING MODEL
In this appendix, we provide a review of variational inference
specifically the problem of solving equation (10):

g" = argminDgy [g]|p(-|fi:n)] 13)
q

The posterior distribution by Bayes rule is equal to the joint

distribution divided by the likelihood: p(-|f;.y) = lﬁ

The likelihood does not contribute to the minimization cri-
terion, Thus the minimization criterion of equation (13) is
equivalent to:

g* = argminDgy [¢]|p(-, fi.n)] (14)
q
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The full generative model in mathematical form is given
by:
Yk  Br ~ Beta(l, n)
k—1

=g [Ja-s)
=1

sl Ax ~ N(lmg, (koAr)™")
k ~ W(; Lo, vo)
zlr ~ Cat(-|m)i.e Pz = k] = 1y
fulzn = koo A ~ NClpg, A

where, {z1:n, &, A, B} represent the hidden random variables
to infer, and f;.y represent the feature vector of the observable
random variables. We denote by VV the Wishart distribution,
and A the Gaussian distribution. For simplicity of notation,
we denote by ¢ = ¢1.my = {z1.v, ., A, B} and ¢ _,, the vector
of all random variables except the m"” index:

J(q) = Dxr [9(DNIP(E, f1:n)]

q(%)
= § 1
q(¢)log —————— & )

— 2 Y ana@ ) o ELALEN)
Gm &m p&. fin)

eq (9) Factorisation

=Y q@wl—Y_a&_,)logp(&, fin)
§m c—m

+ log g(&m)] = Y q(&m) Hig( )]
;}71

=1

= Z 4@m) [~Eg_,,~q [logp(¢, f1v)]
Cﬂ‘l

+ logq(&m)] — Hlg( _,)]
= Dk [qmIf (&m)] — Hig(g _,] (15)
where:
f(Gm) ocexp (Eg_,~q [logp(&. f1:n)]) (16)

Given the decomposition of J(g) to a term depending on
q(¢) and a term depending on g(¢ _,,,), we can minimize with
respect to each q(¢&,), Vim:

q*(&m) = argminJ(q(&m)g* (£ _,)
a(&m)

= argmin [Dxz. [ |f*(Gm)]
q(&m)

argmin Dgz, [q(5n)I[f*(Sm)]
q(&m)

wheref (¢m) o< exp (Eg_, ~g [logp(¢. f1.0)])

— Hig" (¢ _1]
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Algorithm 2 Variational Inference

Input: fi.5, T, n, ko, mg, vo, 1, Lo

Initialize ¢

while J changes more than 107° do
Compute: y1,y2  (19)
Compute: k, v (20)
Compute: m  (21)
Compute: L  (22)
Compute: ¢, x  Vn,Vk (23)
Compute: J  (15)

end while

Zp = argmax @y Vn

k
return 7.y, ¢

Therefore, the solution to equation (10) is in the form
of fixed point equations often referred to as the mean field

update equations:
log ¢*(¢m) = const + B¢ _, ~¢+ [logp(¢. fix)]  VYm  (17)

These equations give us the form of each variational distri-
bution and the fixed point update equations of its parameters.
The variational distributions are the following:

q(Br) = Beta(B; yi.k, v2.1)
q(i| M) = N (g my, (ke Ap) ™)
q(Ax) = W(Ag; L, vi)
q(zn) = Cat(zn; ¢n) (18)

where the variational parameters are updated iteratively using
the following equations:

N N T
L+ ¢ vek=n+) Y du (19

n=1 n=1I=k+1

Y1,k

N N
ke =Ko+ Y e ve=vo+ Y ¢m+1  (20)
n=1 n=1
N
Komg + anl Oty

m; = = (21)
Kk

L,:l = Lgl + ko(my — mg)(my — mg)”

N
+ > Guify — mp)(E, —mp)” (22)

n=1

1[d
log e = —3 [Q + ve(f, — my) Ly (f, — mk)]

LIy, (1= Jog det(L
A () b

+¥(ie) — vk + ver)
k—1
+> [ = v+ van)] (23)

=1
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where i represents the digamma function, and the variables
{0, mg, vo, , Lo} are fixed hyperparameters. Algorithm 2
summarizes the learning procedure of the infinite mixture
model using variational inference.
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