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Optimizing Multi-Taper Features for Deep Speaker
Verification

Xuechen Liu, Md Sahidullah, Member, IEEE, and Tomi Kinnunen, Member, IEEE

Abstract—Multi-taper estimators provide low-variance power
spectrum estimates that can be used in place of the windowed
discrete Fourier transform (DFT) to extract speech features
such as mel-frequency cepstral coefficients (MFCCs). Even if
past work has reported promising automatic speaker verification
(ASV) results with Gaussian mixture model-based classifiers,
the performance of multi-taper MFCCs with deep ASV systems
remains an open question. Instead of a static-taper design, we
propose to optimize the multi-taper estimator jointly with a deep
neural network trained for ASV tasks. With a maximum im-
provement on the SITW corpus of 25.8% in terms of equal error
rate over the static-taper, our method helps preserve a balanced
level of leakage and variance, providing more robustness.

Index Terms—Multi-taper spectrum, speaker verification

I. INTRODUCTION

FEATURE extractor is a critical component of speech pro-
cessing systems. It converts a raw waveform into features

that feed task-specific models. In many tasks, including auto-
matic speaker verification (ASV) [1], the most widely-used
features are the mel-frequency cepstral coefficients (MFCCs)
computed from a short-term spectral representation—usually,
the windowed discrete Fourier transform (DFT) [2].

While MFCCs perform well under matched conditions,
they lack robustness to data variations. Various methods are
available to improve their robustness, such as feature normal-
ization [3], [4] applied after MFCC extraction. In addition,
the MFCC extractor itself can be improved. In [5], a spectral
estimator based on multiple windows was used in place of
the single-window DFT. Such multi-taper spectrum estimator
[6] addresses a specific shortcoming — high variance. Here, a
single frame of speech is viewed as a realization of a stationary
stochastic process, and ‘variance’ refers to the variation in
power-spectral estimates. Given the ubiquitous role of the
power spectrum in different speech front-ends, multi-tapers
can also be used to enhance other features, such as perceptual
linear predictive (PLP) features [7], [8].

A multi-taper power spectrum estimator is simply a
weighted average of many windowed DFT power spectrum es-
timates (sub-spectra) obtained with carefully designed window
functions (tapers) and their associated weights. While there
are different approaches to design optimal multi-tapers [6], [9],
they typically rely upon assumptions of the stochastic process,
rather than the downstream application. In ASV, for instance,
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we do not extract identity cues from a single speech frame —
the domain of the short-term power spectrum — but multiple
frames, i.e. an utterance. Thus, while application-independent
multi-taper design is the standard one, it is plausible that the
assumed stochastic process properties are not compatible with
the given downstream task or classifier.

Experiments with Gaussian mixture model (GMM) based
classifiers in [7], [8], [10] indicate that the multi-taper spec-
trum estimator is a simple yet effective method to improve
ASV accuracy. Nonetheless, the community has recently
shifted its focus to deep neural networks (DNNs; for a
comprehensive survey, refer to [11]). This raises a question
whether the earlier positive findings can be generalized to
modern ASV models, which motivated the present work.

One crucial difference between GMMs and DNNs lies in
their ability to model larger temporal contexts. GMMs cannot
handle high-dimensional data, as it would require additional
dimensionality reduction, diagonal covariances, or limiting the
number of frames that can be used for feature extraction.
Many DNN architectures (e.g. models with recurrent, dilated
convolutional or time-delay layers), however, can cope with an
extended temporal context without issues. A successful exam-
ple is the time-delay neural network (TDNN) architecture [12]
used in x-vector model [13], whose variations and extensions
[14], [15] currently form the standard ASV baselines.

The spectrum variance reduction provided by traditional
multi-tapers on individual frames might not perfectly combine
with a TDNN. We hypothesize that better spectral features
could be obtained by optimizing the multi-taper estimator
for an ASV task directly. While in GMM-based approaches
‘features’ and ‘classifiers’ are often treated separately, DNNs
enable their joint optimization. Although this is the overall
sentiment in end-to-end learning [16]–[19], our starting points
are DFT-based spectral representation and MFCCs rather than
the raw waveform. Therefore, our feature extractor design
retains the familiar processing elements and enables one-to-
one comparisons with conventional MFCCs obtained either
from a single-window DFT, or hand-crafted static multi-taper
spectrum estimators. Besides quantitative ASV evaluation on
three different datasets, we investigate the spectral and statis-
tical properties of the learned multi-taper estimator.

II. OPTIMIZED MULTI-TAPER SPECTRAL ESTIMATOR

A. Multi-taper
Let x = [x(0), . . . , x(N−1)] to denote a short speech frame

of N samples. The windowed DFT [2] is defined by

Ŝ(f) =

∣∣∣∣∣
N−1∑
t=0

w(t)x(t)e−i2πtf/N

∣∣∣∣∣
2

, (1)
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where Ŝ(f) denotes the estimated power spectrum and f =
0, . . . , N − 1 is the DFT frequency bin. Additionally, w(t) is
the window function (taper) — in this work, the Hamming
window with w(t) = 0.54− 0.46 cos(2πt/N) for 0 ≤ t < N
(and w(t) = 0 for other t). The primary purpose of the window
is to reduce spectral leakage compared to the rectangular
window, also known as ‘no windowing’. Nonetheless, the
variance of the spectrum estimates provided by (1) remains
high. The multi-taper spectral estimator [6] aims at reducing
the variance through multiple, weighted DFT power spectrum
estimates:

Ŝ(f) =

K∑
j=1

λ(j)

∣∣∣∣∣
N−1∑
t=0

wj(t)x(t)e
−i2πtf/N

∣∣∣∣∣
2

, (2)

where K is the number of tapers, j = 1, . . . ,K denotes the
taper index and wj = [wj(0), . . . , wj(N − 1)] represents jth

taper, with its associated weight λ(j) > 0. Windowed DFT in
(1) is obtained as a special case with K = 1, λ = 1 and w1

set as the Hamming window.
Averaging reduces variance by making the resulting spec-

trum less susceptible to small within-frame data variation. Af-
ter a suitable set of tapers has been selected, their number (K)
can be selected to trade-off between two conflicting criteria of
variance reduction (high K) and bias reduction (low K). A
high value of K implies a ‘rigid’ spectrum that smears detail
but provides a (statistically) stable representation; a low K,
in turn, retains more detail but is susceptible to perturbations.
The choice of K typically requires some experimentation in
a given downstream task.

In previous work, the tapers and their weights were set in a
hand-crafted manner. A detailed study in GMM-based speaker
recognition was conducted in [5], where three different types
of taper designs were considered. Based on preliminary ASV
experiments, in this work, we focus on sine-weighted cepstral
estimator (SWCE) [9], where both the tapers and their weights
are provided by closed-form equations:

wj(t) =
√
2/(N + 1) sin

[
2πjt/(N + 1)

]
λ(j) = sin

[
2πj/(N + 1)

]
/

K∑
k=0

sin
[
2πk/(N + 1))

]
.

(3)

Readers may refer to [6] for further details on multi-
tapers, which are out of our scope. In general, the tapers and
their weights are designed to uncorrelate the estimation errors
between the sub-spectra. As noted above, however, the tapers
are designed for short-term stationary signals (frames). Hence,
such design ignores both the temporal context and interaction
with the downstream model, which is DNN-based ASV here.

B. Data-driven multi-taper

As explained above, we attempted to learn the multi-taper
spectrum estimator jointly with a downstream system —
specifically, a DNN-based speaker embedding extractor. To
this end, we treated the taper weights λ = λ(j), j = 1, ...,K
as part of the neural network parameters. They were updated

jointly with the TDNN parameters, denoted by W . As an ex-
ample, using first-order gradient descent, the model parameters
are updated by,

W nk ←W nk − ηn ∗
∂Jloss

∂W nk

λnk ← λnk − ηn ∗
∂Jloss

∂λnk
,

(4)

where Jloss is the objective function of the neural network
(here, additive angular softmax [20] between the output of
the network and speaker labels), and η denotes the learning
rate; n and k are epoch and iteration indices, respectively.
The gradient with respect to network and taper weights is
computed based on chain rule. In this study, we used Adam
optimizer [21].

We optimized only for the taper weights, while the tapers
wj remained static, which allowed the weights to be treated
as ‘leaf’ scalar nodes in the computational graph during op-
timization, making optimization efficient without introducing
additional training parameters and neural layers. Moreover, it
avoided introducing an excessive number of additional taper
parameters (K ·N , where N is the number of spectral bins),
which could have made the joint learning challenging in
terms of finding an optimal solution. Our preliminary ASV
experiments with learnable taper functions (represented by
the vectors wj) indicated less promising result; hence, this
direction was not pursued further.

In addition to the choice of the number of tapers K,
other important design considerations include weight initial-
ization and their non-negativity constraints. Following [22],
we considered two initialization approaches. The first used
random weights from a standard normal distribution, and the
latter initialized the weights using (3). Note that since (2)
is a power spectrum estimator, we require λ(j) > 0 as a
constraint. Inspired by previous works on different types of
tapers [8], we additionally constrained the sum of weights
to unity (

∑K
j=1 λ(j) = 1). To this end, the updated weights

are processed with rectified linear unit (ReLU) [23] activation
function to enforce positivity, followed by length normaliza-
tion λ← λ/‖λ‖1 to enforce the latter constraint. The choice
of `1 norm is inspired in part by sparsity considerations. We
refer to such constraint by simply noting the ReLU function
in the following sections.

III. EXPERIMENTAL SETUP

Data. We reported ASV performance on three different
datasets. The first one was Voxceleb1-test, a 40-speaker test
partition from Voxceleb1 following [24]. We also included
eval partition of speakers in the wild (SITW) corpus [25],
under core-core condition (SITW-EVAL) and logical access
(LA) scenario of ASVspoof 2019 [26] with only bonafide
imposters from its ASV protocol (ASVSpoof2019-LA). The
three datasets have diverse qualities; ASVSpoof2019-LA has the
lowest acoustic mismatch between the enrollment and the test
data due to its relatively clean and highly-controlled recording
conditions. The other two datasets are more similar to one
another, as both contain audio extracted from videos.



TABLE I: Speaker verification results on different evaluation sets.

Voxceleb1-test SITW-EVAL ASVSpoof2019-LA
Type Taper Num. tapers Weight init. Weight constraint EER(%) MinDCF EER(%) MinDCF EER(%) MinDCF

Static DFT - - - 2.01 0.2344 2.93 0.2901 1.52 0.149
SWCE 8 - - 2.12 0.2663 3.72 0.3214 1.32 0.1546

Data-
driven SWCE

8 Gaussian None 2.23 0.2364 3.19 0.3321 1.60 0.1405
8 Gaussian ReLU 1.96 0.2473 3.11 0.2939 1.38 0.1500
20 Gaussian ReLU 2.01 0.2503 2.95 0.2864 1.34 0.2403
8 SWCE None 1.96 0.2209 2.78 0.2862 1.20 0.1570
8 SWCE ReLU 2.12 0.2596 2.87 0.2932 1.50 0.1485
20 SWCE ReLU 2.33 0.3213 3.74 0.3583 1.45 0.1561
2 Gaussian None 1.98 0.2497 3.21 0.3003 1.34 0.1325
2 SWCE None 1.95 0.2559 3.06 0.2969 1.42 0.1377

TABLE II: Spectral analysis statistics on input synthetic signal
for different multi-taper estimators. The number of tapers for
systems covered in this table is 8.

Type Taper Weight init./constraint Distance. Width(Hz)

Static DFT - 0.21 39.26
SWCE - 1.04 314.15

Data-
driven SWCE

Gaussian/None 0.31 196.35
Gaussian/ReLU 0.29 196.35

SWCE/None 0.36 196.35
SWCE/ReLU 0.34 235.62

The speaker embedding extractors were trained on the
VoxCeleb. We used the dev partitions [24], [27] consisting of
7205 speakers after removing speakers overlapped with SITW.

Feature extractors. MFCCs obtained with conventional
Hamming window-based DFT and with SWCE-based multi-
taper spectrum estimator [9] formed our baselines. For the
proposed data-driven multi-taper MFCCs, we contrasted the
two initialization methods explained above. We also addressed
the impact of the proposed ReLU update rule and noted the
results for the selected number of tapers. In all cases, the
acoustic features that feed the neural network were 40 MFCCs
computed with the same number of the mel filters.

Speaker embedding extractor. Extended x-vector based
on time-delayed neural network (E-TDNN) [14] served as
the speaker embedding extractor, which showed promising
performance over the basic x-vector model [13]. In addition,
we replaced the conventional statistics pooling in the original
network with attentive statistics pooling [28] and trained the
network using the additive angular margin softmax loss func-
tion [20]. We extracted a 512-dimensional speaker embedding
from the first fully-connected layer after statistics pooling for
each input utterance.

Classifier back-end. For each corpus, we trained a prob-
abilistic linear discriminant (PLDA) back-end classifier using
speaker embeddings from the trained speaker embedding ex-
tractor. The extracted embeddings were length-normalized and
centered using a 200-dimensional linear discriminant analyzer
(LDA) prior to the PLDA estimation. The subspace size of
PLDA was the same as that of LDA.

Metrics. We evaluated the speaker verification performance
with equal error rate (EER) and minimum detection cost
function (minDCF). Target speaker prior for minDCF was
ptar = 0.01. Detection error trade-off (DET) curves on SITW-
EVAL were also provided. We used Kaldi [29] to compute
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Fig. 1: DET curves on SITW-EVAL. Proposed spectral es-
timators are marked with (num. tapers, weight init., weight
constraint) from Table I.

EERs and minDCFs and BOSARIS [30] to draw DET plots.

IV. EXPERIMENTAL RESULTS

A. Speaker Verification Results

Table I shows the results for the baseline MFCCs, static
multi-taper MFCCs, and the proposed data-driven variants.
Similar to our previous findings in [31] using a smaller-scale
training set, static SWCE with eight tapers did not outperform
baseline MFCCs on the Voxceleb1-test. However, it yielded
slightly lower EER on ASVSpoof2019-LA than the baseline,
which indicated its potentiality in test conditions with a lower
mismatch between enrollment and test.

For condition, namely Voxceleb1-test, data-driven multi-
taper systems did not show a substantial advantage over
the Hamming window but demonstrated consistent improve-
ment over static multi-taper in most cases. SWCE weight
initialization yielded the lowest EERs and minDCFs. For
ASVSpoof2019-LA, best system outperformed static SWCE by
relatively 9.1% on EER and 5.7% on minDCF. The data-
driven taper exhibited a noticeable performance gain on SITW-
EVAL with a 25.8% relative EER improvement compared to
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taper estimators. Proposed spectral estimators are marked with
(num. tapers, weight init., weight constraint) from Table I.

static SWCE, which indicate that data-driven approaches can
improve robustness.

Adding ReLU generally improved the ASV performance of
systems with Gaussian weight initialization, which was not
the case for SWCE kernel initialization, where such addition
degraded performance in all categories except for minDCF
for ASVSpoof2019-LA. Our proposed updating approach might
over-fit the weights since kernel initialization already sets
a proper starting point for learning. This can be observed
for both K = 8 and K = 20. Moreover, we found from
pilot experiments that using larger number of tapers (e.g. 32)
degraded the performance1, which may due to over-smoothed
spectrum. With increased computational time, we limited our
experiments to maximum of K = 20 tapers.

The above findings are in line with the DET curve (Fig. 1)
in most operating points. The advantage of learned 8-taper sys-
tems compared to static ones is apparent in regions with less
constraint on false alarms, especially with kernel initialization.

B. Analysis

Two analytic studies appeared to be of interest: 1) a study
on learned taper weight values, compared to hand-crafted
settings; 2) a study on spectral leakage. The former can give
an alternative design choice for multi-taper estimators, while
the latter can bridge the statistical importance of the estimators
and deep ASV performance.

Learned taper weights. Figure 2 shows the weight values
of different learned spectral estimators, including the baseline
static SWCE. Among all 8-taper learned multi-taper estima-
tors, weight values are heavily concentrated on the first two
tapers, with the remaining weights being close to zero. In light
of the DNN-based ASV results, a lower number of tapers may
be better for robustness. To further validate this hypothesis,
we conducted two additional experiments with two tapers
only with Gaussian and SWCE initialization, respectively. The
results of those two experiments are shown at the end of Table
I. They show that using such a low number of tapers does not
exacerbate ASV performance. In fact, the one with SWCE
weight initialization reached the lowest EER on Voxceleb1-
test, outperforming static SWCE by 8.0%.

Spectral leakage. To measure relative leakage exper-
imentally, we generated synthetic signal, by sn(t) =
sin(2πnfst/NFFT), where fs is sampling rate (16 kHz here),

1EER and minDCF are 3.56%/0.4091 for Gaussian/ReLU and 2.82%/0.3443
for SWCE/ReLU on VoxCeleb1-test for K = 32.
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Fig. 3: Spectral representation from sinusoids. Proposed spec-
tral estimators are marked with (num. tapers, weight init.,
weight constraint) from Table I.

n is the frequency bin index that made to unit amplitude of
spectral energy, sin denotes sinusoidal function and NFFT

is the number of FFT bins (512 here). The final signal is
the sum of sn(t) of different frequencies. We measured the
performance of different estimators by two metrics. The first
one was the spectral difference from ground truth measured
through the Itakura-Saito distance [32]. Second, we defined
and measured the attenuation width where the spectral energies
were sufficiently low. This is expressed as w = (nright −
nleft)∗fs/NFFT in Hz, where nright and nleft are edge points
where the spectral power is 80 dB below unity gain. We
chose 500 Hz and 1 kHz as center frequencies, referring to
the average values of the first two formant frequencies [33].
Spectra returned by all estimators including two baselines are
visualized in Fig. 3 and Table II shows the leakage statistics
of the static and the 8-taper systems with respect to ground
truth. The leakage indicated in the figure shows that the better-
performed data-driven systems return a certain level of leakage
that lies between their static counterparts and ground truth.
Numbers returned by best-performing systems lies in between
static SWCE and ground truth representation, indicating that
while lower spectral leakage is expected, a trade-off between
certain levels of leakage and perturbation must occur in order
to reach better ASV performance.

V. CONCLUSION

We re-evaluated static multi-taper spectral estimator for
speaker verification with DNN-based speaker embedding ex-
tractor and proposed optimization schemes, enabling joint
learning of taper weight values with the DNN. We then
investigated the effect of kernel initialization using the static
counterparts. The proposed optimized multi-taper features
show promising speaker verification performance and a high
level of robustness on varieties of speech corpora. Further
analysis shows that the learned multi-taper implicitly maintains
a decent trade-off between spectral leakage and variance,
corresponding to an improved ASV performance.
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