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We reexamine the recently introduced basis-set correction theory based on density-functional theory consisting in
correcting the basis-set incompleteness error of wave-function methods using a density functional. We use a one-
dimensional model Hamiltonian with delta-potential interactions which has the advantage of making easier to perform
a more systematic analysis than for three-dimensional Coulombic systems while keeping the essence of the slow basis
convergence problem of wave-function methods. We provide some mathematical details about the theory and propose
a new variant of basis-set correction which has the advantage of being suited to the development of an adapted local-
density approximation. We show indeed how to develop a local-density approximation for the basis-set correction func-
tional which is automatically adapted to the basis set employed, without resorting to range-separated density-functional
theory as in previous works, but using instead a finite uniform electron gas whose electron-electron interaction is pro-
jected on the basis set. The work puts the basis-set correction theory on firmer grounds and provides an interesting
strategy for the improvement of this approach.

I. INTRODUCTION

In electronic-structure theory of atoms, molecules or solids,
one of the main limitations of standard correlated wave-
function computational methods for solving the Schrödinger
equation is the slow convergence of the energy and other
properties with respect to the size of the one-electron basis
set employed (see, e.g., Refs. 1–4). This slow basis conver-
gence originates from the singular behavior of the repulsive
Coulomb electron-electron interaction at small interelectronic
distances, which creates a depletion in the wave function with
a characteristic derivative discontinuity at electron-electron
coalescence — the infamous electron-electron cusp5,6.

The two main approaches for dealing with this problem
are (i) extrapolation to the complete-basis-set limit by using
increasingly large basis sets1,2, and (ii) explicitly correlated
methods which incorporate in the wave function a correla-
tion factor reproducing the electron-electron cusp (see, e.g.,
Ref. 7). Recently, some of the present authors introduced
an alternative basis-set correction scheme based on density-
functional theory (DFT)8. This latter scheme consists in cor-
recting the energy calculated by a wave-function method with
a finite basis set by a density functional incorporating the
short-range electron correlation effects missing in the basis
set. This basis-set correction scheme was further developed
and tested in Refs. 9–15, demonstrating that it successfully
accelerates the basis convergence of wave-function methods
for various properties and systems.

The advantages of the basis-set correction scheme is its
conceptual simplicity and computational efficiency. In prac-
tice, however, the limpidity of this approach is somewhat di-
minished by the fact that in all previously cited works the
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basis-set correction functional was approximated by short-
range correlation functionals borrowed from range-separated
DFT16–20), relying on an approximate mapping between the
basis-set correction theory and range-separated DFT.

In the present work, we reexamine more closely the basis-
set correction theory. For this, we use a one-dimensional
(1D) model Hamiltonian with delta-potential interactions21–24

which has the advantage of making easier to perform a more
systematic analysis than for three-dimensional (3D) Coulom-
bic systems, while keeping the essence of the slow basis con-
vergence problem of wave-function methods. After introduc-
ing the 1D model and discussing its relevance in Section II, we
present the basis-set correction theory in some mathematical
details in Section III. In particular, we introduce a new vari-
ant of basis-set correction which has the advantage of being
suited for development of an adapted local-density approxi-
mation (LDA). In Section IV, we show indeed how to develop
a LDA for the basis-set correction functional which is auto-
matically adapted to the basis set employed without resort-
ing to range-separated DFT but using instead a finite uniform
electron gas (UEG) whose electron-electron interaction is pro-
jected on the basis set. Section IV C contains our conclusion
and outlook. Hartree atomic units (a.u.) are used throughout
this work.

II. ONE-DIMENSIONAL MODEL SYSTEM

A. Description of the model

We consider N = 2 electrons in a 1D He-like atom with
delta-potential interactions described by the Hamiltonian21–24

H = T + Wee + Vne, (1)

where

T = −
1
2

N∑
i=1

∂2

∂x2
i

, Wee = δ(x1 − x2), Vne = −Z
N∑

i=1

δ(xi) (2)
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are the kinetic-energy operator, the Dirac-delta electron-
electron interaction, and the Dirac-delta nucleus-electron po-
tential with nuclear charge Z = 2, respectively. Since we
will be only interested in the spin-singlet ground state, we
can ignore spin and antisymmetry, and thus work on the one-
electron Hilbert space h = L2(R,C) and the two-electron
(non-antisymmetrized) tensor-product Hilbert spaceH = h ⊗
h . The ground-state energy can be expressed as

E0 = min
Ψ∈W
〈Ψ,HΨ〉, (3)

whereW is the set of all admissible wave functions

W =
{
Ψ ∈ H | Ψ ∈ H1(R2,C), 〈Ψ,Ψ〉 = 1

}
, (4)

where H1(R2,C) = { f ∈ L2(R2,C) | ∂i f ∈ L2(R2,C), i = 1, 2}
is the first-order Sobolev space and 〈 , 〉 designates the L2 inner
product.

The ground state of this 1D He-like atom with delta-
potential interactions can be considered as a model for the
ground state of the real 3D He atom. Indeed, it can be shown
that the ground state of a generalization to arbitrary dimen-
sion D of the electronic Hamiltonian of the He atom with
Coulomb-potential interactions exactly reduces for D = 1, af-
ter appropriate scaling of the energies and distances, to the
ground state of the Hamiltonian in Eq. (1)23,25–28. Our main
interest in this model is that it gives an electron-electron cusp
(or derivative discontinuity) condition identical to the familiar
3D one5,6, i.e. for small interelectronic distances x12 = x1− x2
the exact ground-state wave function behaves as

Ψ0(x1, x2) = Ψ0(x1, x1)
(
1 +

1
2
|x12| + O(x2

12)
)
. (5)

When using a finite one-electron basis set, we thus expect
a slow convergence with the basis size very similar to the
slow convergence observed in 3D quantum systems with the
Coulomb electron-electron interaction. This is why we prefer
this model to other 1D quantum systems (see, e.g., Refs. 29
and 30).

Another neat fact about the present model is that it can be
solved analytically at the Hartree-Fock (HF) level31. The total
HF ground-state energy is

EHF = −Z2 +
Z
2
−

1
12

= −3.083333... a.u., (6)

and the HF (doubly) occupied spatial orbital is

∀x ∈ R, φ1(x) = 2β
√
γ

e−β|x|

1 − γ e−2β|x| , (7)

with β = Z − 1/2 = 3/2 and γ = 1/(4Z − 1) = 1/7.
The exact ground-state energy cannot be calculated analyti-
cally but has been accurately estimated numerically21,24 to be
E0 = −3.155390 a.u..

B. Full-configuration interaction in a basis set

We now consider full-configuration-interaction (FCI) cal-
culations in a finite one-electron basis set B ⊂ H1(R,C). To

have a systematically improvable basis set, we use Hermite
(or Hermite-Gaussian) basis functions

∀x ∈ R, f αn (x) = Nα
n Hn(

√
2αx) e−αx2

, (8)

where n is a natural number, Hn are the Hermite polyno-
mials, Nα

n = (2nn!)−1/2(2α/π)1/4 is the normalization factor,
and α > 0 is a real constant. It is well known that the set
{ f αn }n=0,...,nmax converges to a complete orthonormal basis of
L2(R,C) in the limit nmax → ∞ for any fixed exponent α.
We deliberately use the same exponent in all basis functions,
namely α = 11.5, instead of multiple exponents in order to
avoid optimizing them. Except for that, this basis set is quite
similar to the Gaussian-type-orbital basis sets widely used in
quantum chemistry. Since we are not interested in the conver-
gence of the HF energy with this basis set (which is slow, see
Appendix A 1) but only in the convergence of the FCI corre-
lation energy, we add the exact occupied HF orbital φ1 given
in Eq. (7) to the basis set. Our final basis set is thus

B =
{
φ1

}
∪

{
f αn

}
n=0,...,nmax

≡
{
χµ

}
µ=1,...,M

, (9)

and contains M = nmax + 2 basis functions: χ1 = φ1, χ2 = f α0 ,
..., χM = f αnmax

.
We introduce now hB = span(B) as the M-dimensional

one-electron Hilbert space spanned by this basis set B, and
HB = hB ⊗ hB the corresponding two-electron Hilbert space
of dimension M2. The FCI ground-state energy for this basis
set B is

EBFCI = min
Ψ∈WB

〈Ψ,HΨ〉, (10)

whereWB is the set of normalized wave functions restricted
toHB

WB =
{
Ψ ∈ HB | 〈Ψ,Ψ〉 = 1

}
. (11)

In practice, we proceed as follows. For each basis size nmax,
we first perform a HF calculation3,32. The nucleus-electron in-
tegrals are just 〈χµ, vneχν〉 = −Zχµ(0)χν(0), and the kinetic in-
tegrals 〈χµ, tχν〉 = (1/2)

∫
R
χ′µ(x)χ′ν(x)dx and the two-electron

integrals 〈χµχν,Weeχλχσ〉 =
∫
R
χµ(x)χν(x)χλ(x)χσ(x)dx are

calculated by Romberg numerical integration33. We then use
the obtained HF orbitals {φi}i=1,...,M to expand the FCI ground-
state wave function as

ΨBFCI(x1, x2) =

M∑
i=1

M∑
i=1

ci, jφi(x1)φ j(x2). (12)

The FCI coefficients ci, j and the associated FCI ground-state
energy EBFCI are found by diagonalization of the Hamiltonian.
Parity inversion symmetry is exploited in all our calculations.

In Fig. 1, we report the FCI ground-state energy EBFCI as
a function of the basis size nmax. We observe a quite slow
convergence of EBFCI with nmax toward the exact ground-state
energy E0. A numerical fit from nmax = 50 and 70 gives the
following power-law convergence

EBFCI ∼
nmax→∞

E0 +
A

nb
max

, (13)
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FIG. 1. FCI ground-state energy EBFCI [Eq. (10)] of the 1D He-like
atom as a function of the basis size nmax. The exact energy is taken
from Ref. 24.
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FIG. 2. FCI correlation pair density ρB2,c(x1, x2) of the 1D He-like
atom at x1 = 0 as a function of x2 for different basis size nmax.

gives A ≈ 0.077 a.u. and b ≈ 0.68. Equivalently, in terms
of the number of basis functions M, this convergence law can
be stated as 1/Mb. Note that since our basis set includes the
exact HF occupied orbital this slow convergence is entirely
due to the correlation energy. According to the analysis given
in Appendix A 2, we theoretically expect b = 0.5. The differ-
ence most likely means that larger values of nmax are needed to
reach the asymptotic regime. Note that for the 3D Coulomb
case it is well known that the correlation energy exhibits a
cubic-law convergence with respect to either the maximal an-
gular momentum or the maximal principal quantum number
of the basis set, or equivalently a 1/M convergence law in
terms of the number of basis functions3,34. In the present
work, the use of a basis of Hermite functions with a single
exponent thus leads to an even slower convergence rate.

To illustrate further the slow basis convergence, we also cal-
culate the FCI correlation pair density

ρB2,c(x1, x2) = 2
(
|ΨBFCI(x1, x2)|2 − |ΦHF(x1, x2)|2

)
, (14)

where ΦHF(x1, x2) = φ1(x1)φ1(x2) is the HF wave function.
In Fig. 2, this quantity is plotted with respect to the second
electron coordinate x2 for a fixed value of the first electron co-
ordinate x1 = 0. The convergence of ρB2,c(x1, x2) with nmax is
again slow and reminiscent of the well-known slow basis con-
vergence of the correlation pair density for the 3D Coulomb
electron-electron interaction (see, e.g., Refs. 3, 35, and 36).
Note that the small derivative discontinuity seen on all the
curves of Fig. 2 at x2 = 0 is due to the fact that we include in
our basis set the exact HF orbital in Eq. (7) which has itself an
electron-nucleus cusp, namely φ1(x) = φ1(0)(1−Z|x|+O(x2)).
The electron-electron cusp condition in Eq. (5) is only recov-
ered for large nmax.

In conclusion, the present 1D model adequately captures
the main characteristics of the slow basis convergence prob-
lem of standard quantum-chemistry wave-function methods,
and it is thus appropriate for applying our basis-set correction
approach.

III. BASIS-SET CORRECTION THEORY

We now develop the basis-set correction theory based on
DFT for the present 1D model which aims at removing the
basis-set incompleteness error in the FCI ground-state energy.
This requires to develop an extension of standard DFT from
the usual complete-basis-set setting to the case of the incom-
plete finite one-electron basis set B. In such a finite basis set,
it is known that the original Hohenberg-Kohn theorem37 does
not hold anymore38–40, in the sense that there is an infinite
number of local potentials which give, after projection in a fi-
nite basis set, the same ground-state density41. However, we
will show that we can still define density functionals associ-
ated with a finite basis set.

A. Density-functional theory for the one-dimensional model

We start by reviewing some useful definitions of standard
DFT specialized to the 1D model. For mathematically ori-
ented reviews of DFT, see for instance Refs. 42–49, and in
particular Ref. 50 which encompasses the 1D case.

Working on the same Hilbert space H as before, we now
consider the following 1D Hamiltonian for N = 2 electrons
with a general external potential v

H[v] = T + Wee + V, (15)

where again T = −(1/2)
∑N

i=1 ∂
2/∂x2

i and Wee = δ(x1−x2), and
V =

∑N
i=1 v(xi) is now a general external potential operator.

We will still take admissible wave functions to be in the space
W given in Eq. (4). The convex set of densities representable
by a wave function Ψ ∈ W, the so-called N-representable
densities, is then42,50

R = {ρ | ∃ Ψ ∈ W, ρΨ = ρ}

=

{
ρ ∈ L1(R) | ρ ≥ 0,

∫
R

ρ(x)dx = N,
√
ρ ∈ H1(R)

}
,

(16)
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where ρΨ(x1) = N
∫
R
|Ψ(x1, x2)|2dx2 is the density of the wave

function Ψ. We have R ⊂ X where X is the Banach space
X = C0(R) ∩ L1(R) with C0(R) the space of continuous func-
tions vanishing at infinity. Therefore, the space of external
potentials v that we can consider is the continuous dual space
ofX, i.e. V = X′ = M(R)+L∞(R) where M(R) is the space of
bounded Radon measures. Note that the setV includes the ex-
ternal potential considered in Section II, i.e. vne(x) = −Zδ(x).
For v ∈ V, we then define the ground-state energy as

E0[v] = inf
Ψ∈W
〈Ψ,H[v]Ψ〉. (17)

The Levy-Lieb density functional42,51 is defined as a
constrained-search over wave functions yielding the density
ρ

∀ρ ∈ R, F[ρ] = min
Ψ∈Wρ

〈Ψ, (T + Wee)Ψ〉, (18)

whereWρ = {Ψ ∈ W | ρΨ = ρ}. It gives the ground-state en-
ergy as

E0[v] = inf
ρ∈R

(F[ρ] + (v, ρ)) , (19)

where we have introduced the notation (v, ρ) =
∫
R

v(x)ρ(x)dx.
If a minimizing density ρ0 exists in Eq. (19) then it is an exact
ground-state density for the potential v.

One can also define the Lieb density functional42, which is
the Legendre–Fenchel convex-conjugate of E0[v]

∀ρ ∈ R, FL[ρ] = sup
v∈V

(E0[v] − (v, ρ)) . (20)

Just like the Levy-Lieb functional F, the Lieb func-
tional FL gives the exact ground-state energy as E0[v] =

infρ∈R (FL[ρ] + (v, ρ)). In general, the functionals F and FL
are different, the Lieb functional being in fact the lower semi-
continuous convex envelope (lscv) of the Levy-Lieb func-
tional, i.e.

FL = lscv(F) ≤ F. (21)

It turns out that the Lieb functional can also be expressed
as a generalization of the Levy-Lieb functional in which the
constrained search is extended from pure-state wave func-
tions to ensemble density matrices42,52. This implies that
F[ρ] = FL[ρ] for densities ρ which are densities of a non-
degenerate ground state of the Hamiltonian H[v] for some po-
tential v. In the present case of two spin-singlet electrons, the
ground state is always non-degenerate and thus the Levy-Lieb
and Lieb functionals are identical, i.e. F = FL.

B. First variant of basis-set correction

The first variant of basis-set correction corresponds to the
one introduced for the 3D Coulombic case in Ref. 8 and fur-
ther developed in Refs. 9–12, and 14. We consider the Hamil-
tonian H[v] in Eq. (15) on the two-electron Hilbert spaceHB

associated with the basis set B. For v ∈ V, the FCI ground-
state energy is

EBFCI[v] = min
Ψ∈WB

〈Ψ,H[v]Ψ〉, (22)

where WB, given in Eq. (11), is the set of normalized wave
functions restricted to HB. We define the corresponding
Levy-Lieb density functional for the basis set B as

∀ρ ∈ RB, FB[ρ] = min
Ψ∈WB

ρ

〈Ψ, (T + Wee)Ψ〉, (23)

whereWB
ρ =

{
Ψ ∈ WB | ρΨ = ρ

}
and RB is the set of densi-

ties representable by a wave function Ψ ∈ WB

RB =
{
ρ | ∃ Ψ ∈ WB, ρΨ = ρ

}
. (24)

A priori, this set is not convex and not easily characterized.
The FCI ground-state energy can be expressed as

EBFCI[v] = min
ρ∈RB

(
FB[ρ] + (v, ρ)

)
. (25)

We now decompose the exact Levy-Lieb density functional
F[ρ] in Eq. (18) as

∀ρ ∈ RB, F[ρ] = FB[ρ] + ĒB[ρ], (26)

where ĒB[ρ] is the complementary basis-set correction den-
sity functional

ĒB[ρ] = 〈Ψ[ρ], (T + Wee)Ψ[ρ]〉 − 〈ΨB[ρ], (T + Wee)ΨB[ρ]〉,
(27)

and Ψ[ρ] and ΨB[ρ] are minimizing wave functions in
Eqs. (18) and (23), respectively. Clearly, since WB

ρ ⊂ Wρ,
we have ∀ρ ∈ RB, FB[ρ] ≥ F[ρ], and thus ĒB[ρ] ≤ 0. Since
the decomposition in Eq. (26) is defined only for ρ ∈ RB, we
cannot recover the exact ground-state energy E0[v]. Instead,
we can obtain the following approximate energy obtained by
restricting the minimization in Eq. (19) to densities ρ in RB

EB0 [v] = min
ρ∈RB

(F[ρ] + (v, ρ))

= min
ρ∈RB

 min
Ψ∈WB

ρ

〈Ψ, (T + Wee)Ψ〉 + ĒB[ρ] + (v, ρ)


= min
Ψ∈WB

(
〈Ψ, (T + Wee + V)Ψ〉 + ĒB[ρΨ]

)
, (28)

or, designating by ΨB0 ∈ W
B a minimizing wave function in

Eq. (28),

EB0 [v] = 〈ΨB0 , (T + Wee + V)ΨB0 〉 + ĒB[ρΨB0
]. (29)

It is easy to see that E0[v] ≤ EB0 [v] ≤ EBFCI[v]. For a given
basis set B, the functional ĒB[ρ] provides a (self-consistent)
basis-set correction to the FCI energy so that EB0 [v] is a better
approximation to E0[v] than EBFCI[v] is. Moreover, as the basis
set is increased toward completeness, EB0 [v] should converge
much faster to E0[v] than EBFCI[v] does, since, roughly speak-
ing, densities ρ typically converges faster than wave functions
Ψ with respect to the basis set.

For simplicity, instead of performing the minimization in
Eq. (28), one may use a non-self-consistent approximation
consisting in using the FCI ground-state wave function ΨBFCI
in place of ΨB0 , giving what we will call a “FCI+DFT” energy

EBFCI+DFT[v] = 〈ΨBFCI, (T + Wee + V)ΨBFCI〉 + ĒB[ρΨBFCI
], (30)
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which is an upper bound of EB0 [v], i.e. EBFCI+DFT[v] ≥ EB0 [v].
Again, as the basis set is increased toward completeness,
EBFCI+DFT[v] should converge much faster to E0[v] than EBFCI[v]
does.

One inconvenient of this basis-set correction scheme is that,
for a given finite basis set B, it does not give the exact ground-
state energy, even in principle if we knew the exact comple-
mentary basis-set correction functional ĒB[ρ]. This is due to
the fact that FB[ρ] is defined only on the restricted set of den-
sities RB. Another related inconvenient is that since ĒB[ρ] is
defined only on this restricted set of densities, it is not clear
how to define the LDA for it. Defining the LDA would indeed
require to consider uniform densities, but uniform densities
are not in RB. Even though uniform densities are not in R
either, they can be approached with densities from R53,54, so
it would be preferable to have a complementary basis-set cor-
rection functional defined on the entire set R. This would also
permit to connect in principle the basis-set correction scheme
to the exact ground-state energy. This is what is achieved by

the second variant of basis-set correction.

C. Second variant of basis-set correction

For the second variant of basis-set correction, we work on
the full Hilbert spaceH (not restricted to the basis set B), and
define the following Hamiltonian

HwB[v] = T + WBee + V, (31)

where the kinetic-energy operator T and the external potential
operator V are still defined as before, but the electron-electron
interaction operator is now projected in the basis set B

WBee = PBWeePB, (32)

where PB is the orthogonal projector onto the basis-set-
restricted Hilbert space HB. The notation “wB” is to remind
us that only Wee is projected. Of course, WBee is a complicated
non-local two-electron operator. Using an orthonormal orbital
basis {φi}i=1,...,M spanning the same space asB, its integral ker-
nel can be written as

WB
ee(x1, x2; x′1, x

′
2) =

M∑
i=1

M∑
j=1

M∑
k=1

M∑
l=1

φi(x1)φ j(x2) 〈φiφ j,Weeφkφl〉 φ
∗
k(x′1)φ∗l (x′2), (33)

where 〈φiφ j,Weeφkφl〉 =
∫
R
φ∗i (x)φ∗j(x)φk(x)φl(x)dx are the

two-electron integrals in the orbital basis {φi}. For v ∈ V,
the associated ground-state energy is

EwB
0 [v] = inf

Ψ∈W
〈Ψ,HwB[v]Ψ〉. (34)

Clearly, if we were to restrict the minimization in Eq. (34)
to the set WB, EwB

0 [v] would reduce to EBFCI[v] [Eq. (22)].
Therefore, we have EwB

0 [v] ≤ EBFCI[v]. Moreover, because Wee
is a positive operator, one would expect that projecting it in a
finite basis should typically decrease the ground-state energy,
i.e. EwB

0 [v] ≤ E0[v], but this may not be generally true.
We then define the corresponding Levy-Lieb functional for

all densities ρ ∈ R as

∀ρ ∈ R, FwB[ρ] = min
Ψ∈Wρ

〈Ψ, (T + WBee)Ψ〉. (35)

For the same reasons as before, comparison with Eq. (23)
shows that, for ρ ∈ RB, FwB[ρ] ≤ FB[ρ]. The ground-state
energy EwB

0 [v] can be written as

EwB
0 [v] = inf

ρ∈R

(
FwB[ρ] + (v, ρ)

)
. (36)

We now decompose the exact Levy-Lieb density functional
F[ρ] as

∀ρ ∈ R, F[ρ] = FwB[ρ] + ĒwB
Hxc[ρ], (37)

which defines the complementary Hartree-exchange-
correlation (Hxc) basis-set correction functional ĒwB

Hxc[ρ].

Analogously to what is done in multideterminant range-
separated DFT18,20,55–58, the functional ĒwB

Hxc[ρ] can be
decomposed as

ĒwB
Hxc[ρ] = ĒwB

Hx,md[ρ] + ĒwB
c,md[ρ], (38)

where ĒwB
Hx,md[ρ] is the Hartree-exchange (Hx) contribution de-

fined as the expectation value of the complementary interac-
tion W̄Bee = Wee − WBee over the minimizing multideterminant
(md) wave function ΨwB[ρ] (that we will assume to be unique
up to a global phase factor) in Eq. (35)

ĒwB
Hx,md[ρ] = 〈ΨwB[ρ], W̄BeeΨ

wB[ρ]〉, (39)

and ĒwB
c,md[ρ] is the remaining correlation (c) contribution

ĒwB
c,md[ρ] = 〈Ψ[ρ], (T + Wee)Ψ[ρ]〉

−〈ΨwB[ρ], (T + Wee)ΨwB[ρ]〉. (40)

Clearly, since Ψ[ρ] minimizes 〈Ψ, (T + Wee)Ψ〉, we have
ĒwB

c,md[ρ] ≤ 0. Since the decomposition in Eq. (37) is defined
for all densities ρ ∈ R, we can obtain the exact ground-state
energy as

E0[v] = inf
ρ∈R

(
FwB[ρ] + ĒwB

Hxc[ρ] + (v, ρ)
)

= inf
ρ∈R

(
min

Ψ∈Wρ

〈Ψ, (T + WBee)Ψ〉 + ĒwB
Hxc[ρ] + (v, ρ)

)
= inf

Ψ∈W

(
〈Ψ, (T + WBee + V)Ψ〉 + ĒwB

Hxc[ρΨ]
)
. (41)
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For potentials v for which there exists a minimizing wave
function ΨwB

0 ∈ W in Eq. (41), this wave function yields a
exact ground-state density ρ0, i.e. ρΨwB

0
= ρ0. It is in fact

the minimizing wave function in Eq. (35) giving the density
ρ0, i.e. ΨwB

0 = ΨwB[ρ0]. Using this fact and combining
Eqs. (41), (38), and (39), we can express the exact ground-
state energy as

E0[v] = 〈ΨwB
0 , (T + Wee + V)ΨwB

0 〉 + ĒwB
c,md[ρΨwB

0
]. (42)

Thus, this second variant of basis-set correction leads to an
energy expression similar to Eq. (29) obtained for the first
variant of basis-set correction, with the functional ĒwB

c,md[ρ] re-
placing the functional ĒB[ρ] and the wave function ΨwB

0 re-
placing the wave function ΨB0 . One advantage of this second
variant of basis-set correction is that it gives the exact ground-
state energy E0[v]. The price to pay is that the minimization
in Eq. (41) is more complicated than in Eq. (28) since it is
over general wave functions Ψ ∈ W and not simply wave
functions restricted to WB. Moreover, the minimization in-
volves not only the functional ĒwB

c,md[ρ] but also the functional
ĒwB

Hx,md[ρ] in Eq. (39) which did not appear in the first variant
of basis-set correction.

Similarly to the first variant of basis-set correction, we can
define a non-self-consistent approximation consisting in using
the FCI ground-state wave function ΨBFCI in place of ΨwB

0 in
Eq. (42), giving an alternative “FCI+DFT” energy

EwB
FCI+DFT[v] = 〈ΨBFCI, (T + Wee + V)ΨBFCI〉 + ĒwB

c,md[ρΨBFCI
], (43)

which is quite similar but not equivalent to Eq. (30) since
the complementary basis-set correction functional is different.
Like for the first variant of basis-set correction, when the ba-
sis set is increased toward completeness, EwB

FCI+DFT[v] should
converge much faster to E0[v] than EBFCI[v] does.

Finally, we define the Lieb density functional for this sec-
ond variant of basis-set correction

∀ρ ∈ R, FwB
L [ρ] = sup

v∈V

(
EwB

0 [v] − (v, ρ)
)
. (44)

Like in standard DFT, by the theory of Legendre–Fenchel
transformations, this Lieb functional FwB

L must be the lower
semi-continuous convex envelope of the Levy-Lieb functional
FwB, i.e.

FwB
L = lscv(FwB) ≤ FwB. (45)

One could also write down this Lieb functional as a
constrained-search over ensemble density matrices, and again
we should have FwB[ρ] = FwB

L [ρ] for densities ρ which are
densities of a non-degenerate ground state of the Hamiltonian
HwB[v] for some potential v. As already mentioned, in the
present case of two spin-singlet electrons, the ground state
is always non-degenerate and thus the Levy-Lieb and Lieb
functionals are identical, i.e. FwB = FwB

L . As we will see
in Section IV B, the definition in Eq. (44) is useful to cal-
culate the functional in practice since it involves a uncon-
strained maximization over potentials v whereas the defini-
tion in Eq. (35) involves a potentially more complicated con-
strained minimization over wave functions yielding a fixed
density ρ.

In summary, the advantage of the second variant of basis-set
correction over the first variant is that it is connected with the
exact ground-state energy [via Eq. (41) or (42)] and that it in-
volves a complementary basis-set correction functional which
is defined for all densities in R. In the next section, we exploit
this in order to construct a LDA for the functional ĒwB

c,md[ρ].

IV. LOCAL-DENSITY APPROXIMATION FROM FINITE
UNIFORM-ELECTRON GAS

In standard DFT, the LDA is based on the infinite UEG.
Essentially, for the 1D case, calculating the energy per parti-
cle of the infinite UEG amounts to plugging an uniform den-
sity ρunif : x 7→ ρ0 ∈ (0,+∞) in the density functional F[ρ]
and taking the thermodynamic limit, i.e. limN→∞ F[ρunif]/N.
One difficulty is that a non-zero uniform density function
ρunif defined on the entire real line R is obviously not N-
representable. For the 3D case, the infinite UEG was rigor-
ously mathematically defined in Refs. 53 and 54 by first con-
voluting the uniform density with a function of compact sup-
port (so that the convoluted density is N-representable) and
then taking the thermodynamic limit N → ∞ (after removing
the Hartree energy which is divergent for the Coulombic 3D
case). Here, in the spirit of Ref. 59, we will instead consider a
finite UEG, i.e., for a finite electron number N.

A. Finite uniform-electron gas for the complete-basis-set
case

To define a 1D finite UEG, we generalize the standard DFT
of Section III A from the real line R to a finite interval Ωa =

(−a/2, a/2) of length a. Hence, the one-electron Hilbert space
is ha = L2(Ωa,C) and the two-electron Hilbert space is Ha =

ha ⊗ ha. For external local potentials v ∈ Va (where the space
Va will be specified below) and N = 2 electrons, we define
the ground-state energy of the Hamiltonian H[v] = T +Wee+V
[Eq. (15)] restricted to the Hilbert spaceHa as

E0,a[v] = inf
Ψ∈Wa

〈Ψ,H[v]Ψ〉a, (46)

with the set of admissible wave functions

Wa =
{
Ψ ∈ Ha | Ψ ∈ H1

per(Ω
2
a,C), 〈Ψ,Ψ〉a = 1

}
, (47)

where 〈Ψ1,Ψ2〉a =
∫

Ω2
a
Ψ∗1(x1, x2)Ψ2(x1, x2)dx1dx2 is the in-

ner product on Ha and H1
per designates the set of func-

tions in H1 with periodic boundary conditions on the domain
(see, e.g., Ref. 60), which can be defined as H1

per(Ω
2
a,C) ={

Ψ|Ω2
a
| Ψ ∈ H1

loc(R2,C), Ψ is aZ2-periodic
}

where Ψ|Ω2
a

desig-
nates the restriction of Ψ to Ω2

a and H1
loc(R2,C) is the local

first-order Sobolev space.
The corresponding Levy-Lieb density functional is

∀ρ ∈ Ra, Fa[ρ] = min
Ψ∈Wa,ρ

〈Ψ, (T + Wee)Ψ〉a, (48)
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where Wa,ρ = {Ψ ∈ Wa, ρΨ = ρ} and Ra is the set of N-
representable densities on Ωa

Ra = {ρ | ∃ Ψ ∈ Wa, ρΨ = ρ}

=

{
ρ ∈ L1(Ωa) | ρ ≥ 0,

∫
Ωa

ρ(x)dx = N,
√
ρ ∈ H1

per(Ωa)
}
,

(49)

and H1
per(Ωa) = { f ∈ H1(Ωa) | limx→−a/2 f (x) =

limx→a/2 f (x)}. We have Ra ⊂ Xa where Xa is the Banach
space Xa = Cper(Ωa) ∩ L1(Ωa) with Cper(Ωa) the space of
continuous functions on Ωa with periodic boundary condi-
tions. Therefore, the space of external potentials to con-
sider is the continuous dual space of Xa, i.e. Va = X′a =

Mper(Ωa) + L∞(Ωa) where Mper(Ωa) is the space of bounded
Radon measures on Ωa with periodic boundary conditions. In
the limit of an infinite interval (a → ∞), we recover the stan-
dard theory on the real line R, i.e. lima→∞ Fa[ρ] = F[ρ] where
F[ρ] is the standard Levy-Lieb functional defined in Eq. (18).
Similarly, we could generalize the Lieb density functionals in
Eq. (20) to the finite interval Ωa.

We now define a finite UEG (fUEG) by considering the uni-
form density ρunif : x 7→ ρ0 = N/a on the interval Ωa for the
fixed electron number N = 2. Note that ρunif is in fact the
unique uniform density belonging to Ra. The energy per par-
ticle of this finite UEG is

εfUEG(ρ0) =
Fa[ρunif]

N
, (50)

and is a function of the only variable ρ0 since N is fixed and
a = N/ρ0. The value of Fa[ρunif] corresponds to the ground-
state energy of the two-electron Hamiltonian with zero exter-
nal potential

HfUEG = H[0] = T + Wee, (51)

with periodic boundary conditions on Ωa, provided that the
ground-state density is the uniform density ρunif (i.e., no trans-
lational symmetry breaking). We note that in Refs. 61–64
1D finite UEGs mapped to a ring were introduced using the
Coulomb electron-electron interaction. Here, instead we use
the Dirac-delta electron-electron interaction and we do not
work on a ring.

For a given density ρ0 in the range [0, 10] a.u. and for
the fixed electron number N = 2 and interval length a =

N/ρ0, we calculate the ground-state energy by performing
a FCI calculation using a one-electron plane-wave (pw) or-
thonormal basis {pn}n∈Z, |n|≤npw

max
where pn(x) = (1/

√
a)eikn x

and kn = 2πn/a. The one-electron kinetic integrals
〈pn1 , tpn2〉a = (2π2n2

1/a
2)δn1,n2 and the two-electron integrals

〈pn1 pn2 ,Wee pn3 pn4〉a = (1/a)δn1+n2,n3+n4 are trivial. We use a
plane-wave cutoff npw

max = 60 which leads to FCI energies con-
verged to at least 1 mhartree (and in fact generally better than
that). As usual, the finite UEG energy per particle can be de-
composed as

εfUEG(ρ) = ts,fUEG(ρ) + εH,fUEG(ρ) + εx,fUEG(ρ) + εc,fUEG(ρ),
(52)

with the non-interacting kinetic energy per particle
ts,fUEG(ρ) = 0 (since N = 2 the only occupied orbital is the
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FIG. 3. FCI correlation energy per particle εc,fUEG(ρ) [Eqs. (50)
and (52)] of the 1D finite UEG as a function of the density ρ for
N = 2 electrons and a plane-wave cutoff npw

max = 60. The exact PT2
correlation energy per particle, which is independent of N and ρ, is
indicated as a horizontal line. The correlation energy per particle of
the infinite UEG (N → ∞) as parametrized by Magyar and Burke24

from essentially numerically exact Bethe-ansatz results is also plot-
ted for comparison.

constant plane wave p0(x) = 1/
√

a which has a zero kinetic
energy), the Hartree energy per particle εH,fUEG(ρ) = ρ/2,
the exchange energy per particle εx,fUEG(ρ) = −ρ/4, and the
correlation energy per particle εc,fUEG(ρ).

The correlation energy per particle εc,fUEG(ρ) is plotted in
Fig. 3. In the high-density limit, εc,fUEG(ρ) tends to the corre-
lation energy per particle in second-order perturbation theory
(PT2) with respect to the electron-electron interaction Wee

lim
ρ→∞

εc,fUEG(ρ) = εPT2
c,fUEG = −

1
24
, (53)

which is a constant independent of ρ. It turns out that this con-
stant is the same for N = 2 and N → ∞24. In the low-density
limit, εc,fUEG(ρ) goes to zero linearly with ρ (see Ref. 65)

εc,fUEG(ρ) ∼
ρ→0
−
ρ

4
, (54)

so as to exactly cancel out the Hartree and exchange energies
per particle. This is due to the fact that, in this limit, the prob-
ability density of finding the electrons at the same point of
space is zero and thus the Dirac-delta electron-electron inter-
action has not effect. This is the 1D version of the strong-
interaction limit of DFT66–69. Equation (54) is also true for
N → ∞24,70, and is in fact true independently of N65. In
Fig. 3, we also show the correlation energy per particle of
the infinite UEG (N → ∞) as parametrized by Magyar and
Burke24 from essentially numerically exact Bethe-ansatz re-
sults. Not only the correlation energies per particle for N = 2
and N → ∞ agree well for small and large densities, as they
should since they have the same N-independent asymptotic
behaviors [Eqs. (53) and (54)], but they also agree very well
for intermediate densities (the maximal deviation between the



8

two curves being about 0.4 mhartree), showing that the ther-
modynamic limit N → ∞ is essentially already reached at
N = 2 for this 1D UEG. Hence, there is no need considering
1D UEGs with N > 2 electrons. This must be due to the very
short-range nature of the Dirac-delta electron-electron inter-
action. For the 1D UEG with the Coulomb interaction, the
correlation energy per particle depends much more strongly
on the electron number62.

B. Finite uniform-electron gas for the incomplete-basis-set
case

We now generalize the second variant of basis-set correc-
tion of Section III C from the real line R to a finite interval
Ωa = (−a/2, a/2) of length a. For v ∈ Va and N = 2 elec-
trons, we define the ground-state energy of the restriction to
the Hilbert spaceHa of the Hamiltonian HwB[v] = T +WBee +V
[Eq. (31)], featuring the electron-electron interaction pro-
jected in the basis set B used for the 1D He-like atom, as

EwB
0,a [v] = inf

Ψ∈Wa

〈Ψ,HwB[v]Ψ〉a. (55)

The corresponding Levy-Lieb density functional is

∀ρ ∈ Ra, FwB
a [ρ] = min

Ψ∈Wa,ρ

〈Ψ, (T + WBee)Ψ〉a, (56)

and the corresponding Lieb density functional is

∀ρ ∈ Ra, FwB
L,a [ρ] = sup

v∈Va

(
EwB

0,a [v] − (v, ρ)a

)
, (57)

where (v, ρ)a =
∫

Ωa
v(x)ρ(x)dx. Again, in the limit of an infi-

nite interval (a→ ∞), we recover the theory of Section III C.
For a given basis set B, we now define an associated finite

UEG by considering the uniform density ρunif : x 7→ ρ0 =

N/a on the interval Ωa for the fixed electron number N = 2.

The kinetic + electron-electron energy per particle of this B-
dependent finite UEG is

f wB
fUEG(ρ0) =

FwB
a [ρunif]

N
, (58)

where

FwB
a [ρunif] = 〈ΨwB[ρunif], (T + WBee)ΨwB[ρunif]〉a, (59)

and ΨwB[ρunif] is the ground-state wave function (assumed to
be unique up to a global phase factor) of the two-electron
Hamiltonian

HwB
fUEG = T + WBee + VwB, (60)

with periodic boundary conditions on Ωa and with VwB =∑N
i=1 vwB(xi) where vwB(x) is the local potential (that we as-

sume to exist and which is defined up to an additive constant)
which enforces the constraint that the ground-state wave func-
tion ΨwB[ρunif] yields indeed the uniform density ρunif. Since
the projected electron-electron interaction WBee breaks trans-
lation invariance, the addition of the potential vwB is neces-
sary to restore a uniform density. This is in contrast with
the UEG for the complete-basis-set case for which no ex-
ternal potential was necessary to obtain a uniform density
[Eq. (51)]. To conveniently obtain the potential vwB, we use
the fact that, since the two-electron finite UEG has a non-
degenerate ground state, the Levy-Lieb functional FwB

a and
the Lieb functional FwB

L,a are identical. The potential vwB then
just corresponds to the maximizing potential in Eq. (57) for
ρ = ρunif (see Refs. 71–73)

vwB = argmax
v∈Va

(
EwB

0,a [v] − (v, ρunif)a

)
. (61)

For a given basis set B, for a given density ρ0 in the range
[0, 10] a.u., and for the fixed electron number N = 2 and in-
terval length a = N/ρ0, we calculate the energy EwB

0,a [v] by
performing a FCI calculation using a plane-wave orthonor-
mal basis {pn}n∈Z, |n|≤npw

max
. The one-electron kinetic integrals

are still 〈pn1 , tpn2〉a = (2π2n2
1/a

2)δn1,n2 . The integrals of the
electron-electron interaction projected in the basis set B [see
Eq. (33)] can be calculated as

〈pn1 pn2 ,W
B
ee pn3 pn4〉a =

M∑
i=1

M∑
j=1

M∑
k=1

M∑
l=1

S ∗i,n1
S ∗j,n2

〈φiφ j,Weeφkφl〉 S k,n3 S l,n4 , (62)

where 〈φiφ j,Weeφkφl〉 are the two-electron integrals in terms
of the HF orbitals {φi}i=1,...,M of the 1D He-like atom expanded
in the basis set B (see Section II B) and S i,n = 〈φi, pn〉a =∫

Ωa
φ∗i (x)pn(x)dx are the overlap integrals between the HF or-

bitals and the plane-wave basis functions. The potential v to
optimize in Eq. (61) is also expanded on the same plane-wave

basis set

v(x) =
∑

n∈Z,|n|≤npw
max

cn pn(x), (63)

with coefficients cn ∈ R and we impose c−n = cn in order to
have a real-valued and parity-even potential. The one-electron
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potential integrals, needed to calculate EwB
0,a [v], are

〈pn1 , vpn2〉a =

∫
Ωa

p∗n1
(x)v(x)pn2 (x)dx =

cn1−n2
√

a
, (64)

and the second term in Eq. (61) is simply (v, ρunif)a =
√

ac0ρ0.
Finally, for the optimization of the potential, it is useful to
have the derivative of F[v] = EwB

0,a [v] − (v, ρunif)a with respect
to the coefficient cn. Using the Hellmann-Feynman theorem,
we find

∂F[v]
∂cn

= (pn, ρΨv )a − (pn, ρunif)a

=
1
√

a

∑
n1∈Z,|n1 |≤npw

max

γn1,n1+n −
√

aρ0δn,0, (65)

where we have used ρΨv (x) =∑
n1∈Z,|n1 |≤npw

max

∑
n2∈Z,|n2 |≤npw

max
γn1,n2 pn1 (x)p∗n2

(x) with the one-
particle reduced density matrix γ of the ground-state wave
function Ψv of HwB[v]. In practice, we use a plane-wave
cutoff of npw

max = 30. We can use a smaller cutoff than the
cutoff used for the complete-basis-set UEG in Section IV A
since the FCI energy EwB

0,a [v] has a fast convergence with
npw

max due to the presence of the projected electron-electron
interaction WBee. To optimize the coefficients {cn} of the
potential, we use the conjugate gradient method33. Since the
term n = 0 in Eq. (63) is just an arbitrary constant, we keep
the coefficient c0 fixed to 0. With a zero potential v, the FCI
density ρΨv=0 (x) can deviate from the target density ρ0 by
about as much as 0.2 a.u. for the basis set B of smallest size
(i.e., M = 1). With our optimized potentials vwB, the density
ρΨvwB (x) deviates from the target density ρ0 to at most about
10−4 a.u..

As an aside, it might be worthwhile to stress here that in
the Hamiltonian in Eq. (60), the kinetic-energy operator T
is not projected in the basis set B. We observed that if T is
also projected in the basis set B, then the high-lying states
of T collapse to the lower part of the spectrum, which in-
evitably pollutes the nature of the ground state of the finite
UEG Hamiltonian and renders numerically impossible to find
a potential restoring a uniform density. This is why in the
second-variant of basis-set correction in Section III C we have
decided to project only the electron-electron interaction Wee
in the basis set B.

The optimized potentials vwB(x) obtained from Eq. (61) are
plotted in Fig. 4 for the example of the target density ρ0 = 2
a.u. and for different sizes nmax of the basis setB of the 1D He-
like atom introduced in Section II B. To compensate for the
breaking of translation invariance of the projected electron-
electron interaction, all potentials show oscillations with max-
imum amplitude on the edges of the interval. As expected,
when nmax increases, the amplitude of the potential decreases,
as it must eventually go to zero in the complete-basis-set limit
nmax → ∞.

Once the FCI ground-state wave function ΨwB[ρunif] =

ΨvwB for the optimal potential vwB has been obtained, we cal-
culate the following energy per particle using this wave func-
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FIG. 4. External optimized potential vwB(x) [Eq. (61)] keeping a
uniform density ρ0 = 2 a.u. for the 1D finite UEG for N = 2 electrons
and for different sizes nmax of the basis set B of the 1D He-like atom.

tion

εwB
fUEG(ρ0) =

〈ΨwB[ρunif], (T + Wee)ΨwB[ρunif]〉a
N

, (66)

which we can decompose in the same way as in Eq. (52)

εwB
fUEG(ρ) = ts,fUEG(ρ) + εH,fUEG(ρ) + εx,fUEG(ρ) + εwB

c,fUEG(ρ),
(67)

with the same kinetic, Hartree, and exchange contributions
as in Eq. (52), and a new correlation energy per particle
εwB

c,fUEG(ρ). This latter quantity is plotted in Fig. 5 for dif-
ferent sizes nmax of the basis set B of the 1D He-like atom.
As expected, when nmax increases, εwB

c,fUEG(ρ) becomes more
negative and gets closer to the correlation energy per particle
εc,fUEG(ρ) of the complete-basis-set limit nmax → ∞. For fi-
nite nmax, it can be observed that, in the high-density limit, the
correlation energy per particle εwB

c,fUEG(ρ) goes to zero, unlike
in Eq. (53). This is due to the fact that, as the density in-
creases, the relevant electron-electron distances contributing
to the correlation energy become smaller and the basis set B
is unable to resolve the Dirac-delta electron-electron interac-
tion at a fine enough distance scale.

Finally, we calculate the complementary multideterminant
correlation energy per particle of the finite UEG for the basis
set B [see Eq. (40)]

ε̄wB
c,md,fUEG(ρ) = εfUEG(ρ) − εwB

fUEG(ρ), (68)

which is plotted in Fig. 6 for different basis sizes nmax. As
nmax increases, the magnitude of ε̄wB

c,md,fUEG(ρ) decreases and
must eventually go to zero in the complete-basis-set limit
nmax → ∞. The magnitude is largest for high densities since
ε̄wB

c,md,fUEG(ρ) must compensate for the inability of the basis
set B to represent the Dirac-delta electron-electron interac-
tion at a small distance scale. Perhaps surprisingly, there is
also a local maximum of the magnitude of ε̄wB

c,md,fUEG(ρ) at
small densities. This is due to the fact that, at small densi-
ties, ε̄wB

c,md,fUEG(ρ) does not exactly cancel out the Hartree and
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FIG. 5. FCI correlation energy per particle εwB
c,fUEG(ρ) [Eqs. (66)

and (67)] of the 1D finite UEG as a function of the density ρ for
N = 2 electrons and for different sizes nmax of the basis set B of the
1D He-like atom. The curve labelled by “HF” corresponds to the
limiting case where the basis set B contains only the exact HF occu-
pied orbital.

exchange energies per particle, in contrast to the complete-
basis-set case [Eq. (54)]. Again, this must come from the in-
ability of the basis set B to represent the Dirac-delta electron-
electron interaction sufficiently precisely to give a zero prob-
ability density of finding the electrons as the same point of
space in the low-density limit. Interestingly, in between the
small and the large-density regimes, for nmax ≥ 5, the magni-
tude of ε̄wB

c,md,fUEG(ρ) passes through a minimum. In particular,
for nmax = 70, ε̄wB

c,md,fUEG(ρ) is almost zero at around ρ ≈ 0.5
a.u., which means that the basis set B accurately captures the
effect of the Dirac-delta electron-electron interaction at this
density.

C. Finite local-density approximation

We can now define the finite LDA (fLDA) for the com-
plementary multideterminant correlation density functional
ĒwB

c,md[ρ] [Eq. (40)] involved in the second-variant of basis-
set correction using the previously determined complemen-
tary correlation energy per particle ε̄wB

c,md,fUEG(ρ) of the 1D fi-
nite UEG

ĒwB
c,md,fLDA[ρ] =

∫
R

ρ(x)ε̄wB
c,md,fUEG(ρ(x))dx. (69)

We recall that in standard LDA the functional of an inhomoge-
neous system for a finite electron number N is approximated
using the UEG for infinite electron number N → ∞. Here, in-
stead, in the present finite LDA the functional of the inhomo-
geneous system is approximated using the UEG of the same
electron number N. The use of this finite LDA in lieu of the
standard LDA should not be seen as a crucial point for the
basis-set correction theory but more like a convenient alterna-
tive. For a sufficiently short-range complementary interaction
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FIG. 6. FCI complementary correlation energy per particle
ε̄wB

c,md,fUEG(ρ) [Eq. (68)] of the 1D finite UEG as a function of the den-
sity ρ for N = 2 electrons and for different sizes nmax of the basis set
B of the 1D He-like atom. The curve labelled by “HF” corresponds
to the limiting case where the basis set B contains only the exact HF
occupied orbital.
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FIG. 7. FCI ground-state energy EBFCI [Eq. (10)] and FCI+fLDA
ground-state energy EwB

FCI+fLDA [Eq. (70)] of the 1D He-like atom as a
function of the basis size nmax. The first point labelled by “HF” cor-
responds to the limiting case where the basis set B contains only the
exact HF occupied orbital (in this case, FCI simply reduces to HF).
The exact energy is taken from Ref. 24.

W̄Bee = Wee − WBee, the LDA should not depend much on the
electron number used in the definition of the underlying UEG.

We then correct the FCI energy of the 1D He-like atom us-
ing this fLDA functional in the non-self-consistent approxi-
mation introduced in Eq. (43), obtaining what we will call the
“FCI+fLDA” energy

EwB
FCI+fLDA = 〈ΨBFCI, (T + Wee + Vne)ΨBFCI〉 + ĒwB

c,md,fLDA[ρΨBFCI
].

(70)

In practice, we calculate ĒwB
c,md,fLDA[ρΨBFCI

] by numerical inte-
gration using cubic interpolation between calculated values of
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ε̄wB
c,md,fUEG(ρ). The FCI densities of the 1D He-like atom take

values from 0 to about 3.5 a.u..
In Fig. 7, the FCI+fLDA energy is plotted as a function

of the basis size nmax. It is clear that the basis-set correction
provides a spectacular improvement of the FCI energy. For
example, for nmax = 0, the FCI energy is about 55 mhartree
above the exact energy while the FCI+fLDA energy is only
1.5 mhartree below the exact energy. For nmax ≥ 20, the
FCI+fLDA energy is within 1 mhartree of the exact energy.
We note that the residual error must come from the fact that
in Eq. (42) the functional ĒwB

c,md[ρ] is approximated with the
fLDA functional and also that the wave function ΨwB

0 is ap-
proximated by the FCI wave function ΨBFCI.

CONCLUSION

In this work, we have reexamined the recently introduced
DFT-based basis-set correction theory on a 1D model with
delta-potential interactions, which is a convenient setting
to carefully study the slow basis convergence problem of
quantum-chemistry wave-function methods. We provided
mathematical details about the formulation of the theory, as
well as a new variant of basis-set correction which has the
advantage that the basis-set correction functional is defined
for all N-representable densities. This allowed us to define
a LDA for the basis-set correction functional, not based on
range-separated DFT as in all previous works, but directly
on a 1D finite UEG adapted to the basis set employed. We
showed that this approach is very effective to correct for the
basis-set incompleteness error in the FCI ground-state energy.
We believe that the present work puts the basis-set correction
theory on firmer grounds.

Future efforts will focus on the extension of the present
work to 3D Coulombic systems. The extension of the the-
ory is straightforward. What remains to be seen is whether
the present work adapts well to the standard Gaussian-type-
orbital basis sets used in quantum chemistry and whether we
can still construct an accurate LDA for the basis-set correction
functional based on a 3D UEG with the Coulomb electron-
electron interaction projected in the basis set.
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Appendix A: Convergence rate of the expectation value of a
Dirac-delta potential in a basis of Hermite functions

1. One-electron Dirac-delta potential

Let us consider the 1D hydrogen-like Hamiltonian

h = −
1
2

d2

dx2 − Zδ(x), (A1)

with nuclear charge Z ∈ (0,+∞). The ground-state wave func-
tion is (see, e.g., Refs. 74 and 75)

∀x ∈ R, ϕ(x) =
√

Ze−Z|x|, (A2)

which exhibits a cusp identical to the 3D Coulombic case.
We expand ϕ in the orthonormal basis of Hermite functions
{ f αn }n∈N [Eq. (8)]

∀x ∈ R, ϕ(x) =

∞∑
n=0

cn f αn (x), (A3)

with coefficients cn =
∫
R

f αn (x)ϕ(x)dx, which are non-zero
only for even integers n. Using the following asymptotic
equivalent of the unnormalized Hermite functions, for fixed
x,76

Hn(
√

2αx)e−αx2
∼

n→∞

2n

√
π

Γ

(
n + 1

2

)
cos

(
x
√

4αn −
nπ
2

)
,(A4)

and the well-known asymptotic equivalent of the gamma func-
tion

Γ(z) ∼
z→∞

√
2π zz−1/2e−z, (A5)

we obtain the following asymptotic equivalent of the normal-
ized Hermite functions

f αn (x) ∼
n→∞

√
2
π

α1/4

n1/4 cos
(
x
√

4αn −
nπ
2

)
. (A6)

Writing n = 2p with p ∈ N, we then find the leading term of
the asymptotic expansion of the coefficients c2p by integrating
over x

c2p ∼
p→∞

Z3/2

√
2π α3/4

(−1)p

(2p)5/4 . (A7)

This is perfectly consistent with the analysis of Refs. 77
and 78 which shows that an exponentially decaying func-
tion ϕ having a square-integrable first weak derivative (i.e.,
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ϕ ∈ H1(R)) but a non-square-integrable second weak deriva-
tive (i.e., ϕ < H2(R)) must have Hermite expansion coeffi-
cients cn going to zero as n−k with k ∈ (1, 3/2]. The leading
term of the asymptotic expansion of c2p f α2p(x) is thus

c2p f α2p(x) ∼
p→∞

Z3/2

π
√
α

1
(2p)3/2 cos

(
x
√

8αp
)
, (A8)

and, in particular at x = 0,

c2p f α2p(0) ∼
p→∞

Z3/2

π
√
α

1
(2p)3/2 . (A9)

Calling ϕ̃ the best approximation (in the sense of the L2 norm)
to ϕ obtained with a maximal quantum number nmax, i.e.

∀x ∈ R, ϕ̃(x) =

nmax∑
n=0

cn f αn (x), (A10)

we find that ϕ̃(0) converges slowly to the exact value ϕ(0) =
√

Z as

ϕ̃(0) ∼
nmax→∞

ϕ(0) −
Z3/2

π
√
α

1

n1/2
max

, (A11)

and the expectation value of the Dirac-delta potential vne(x) =

−Zδ(x) has a similar convergence behavior in 1/n1/2
max

〈ϕ̃, vneϕ̃〉 = −Zϕ̃(0)2

∼
nmax→∞

−Zϕ(0)2 +
2Z5/2ϕ(0)
π
√
α

1

n1/2
max

. (A12)

We also expect the total energy to converge as 1/n1/2
max in a

basis of Hermite functions.

2. Two-electron Dirac-delta interaction

Let us consider the Hamiltonian of the 1D two-electron
Hooke’s atom24

H = −
1
2
∂2

∂x2
1

−
1
2
∂2

∂x2
2

+
1
2
ω2x2

1 +
1
2
ω2x2

2 + δ(x1 − x2), (A13)

where ω is the angular frequency parameter of the exter-
nal harmonic potential. In contrast to the 1D He-like atom
[Eq. (1)], the 1D two-electron Hooke’s atom has the advan-
tage to be solvable in terms of special functions. Indeed,
changing the variables to the center-of-mass (cm) coordinate
X = (x1 + x2)/2 and the relative (rel) coordinate x12 = (x1−x2)
makes the Hamiltonian separable

H = hcm + hrel, (A14)

where

hcm = −
1
4
∂2

∂X2 + ω2X2, (A15)

and

hrel = −
∂2

∂x2
12

+
1
4
ω2x2

12 + δ(x12). (A16)

The total ground-state energy is then

E0 = E0 + ε0, (A17)

where E0 = ω/2 is the ground-state energy of hcm and ε0 is
the ground-state energy of hrel which is found from the equa-
tion24,79

2
√

2ω
Γ
(
−
ν0
2 + 1

2

)
Γ
(
−
ν0
2

) = −1, (A18)

where ν0 = ε0/ω − 1/2. For example, for ω = 1 a.u., we have
ε0 = 0.806746 a.u.24. The ground-state wave function is

∀(X, x12) ∈ R2, Ψ(X, x12) = Φ(X)ψ(x12), (A19)

where the center-of-mass wave function is just given by the
first Hermite function Φ(X) = f 2ω

0 (X) and the relative wave
function is given by79

∀x12 ∈ R, ψ(x12) = cDν0 (
√
ω|x12|), (A20)

where c is a real-valued normalization constant and x 7→
Dν(x) with ν ∈ R is the parabolic cylinder function76. The
relative wave function has the same cusp as in Eq. (5), i.e.
ψ(x12) = ψ(0)[1 + (1/2)|x12| + O(x2

12)].
Let us consider now the expansion of the wave function Ψ

in the tensor-product orthonormal basis of Hermite functions
{(x1, x2) 7→ f αn1

(x1) f αn2
(x2)}(n1,n2)∈N2 . Due to invariance of the

harmonic-oscillator Hamiltonian to a rotation of coordinates,
the same space is spanned by the rotated orthonormal basis
{(X, x12) 7→ f 2α

n1
(X) f α/2n2 (x12)}(n1,n2)∈N2 (see Refs. 77 and 78).

This means that the relative wave function ψ is independently
expanded as

∀x12 ∈ R, ψ(x12) =

∞∑
n=0

dn f α/2n (x12), (A21)

with coefficients dn =
∫
R

f α/2n (x12)ψ(x12)dx12, which are non-
zero only for even integers n. Using Eq. (A6) and with the help
of Mathematica80, we find the leading term of the asymptotic
expansion of the coefficients d2p

d2p ∼
p→∞
−

(−1)p c
α3/42µ0+1/4Γ (µ0)

1
(2p)5/4 . (A22)

where µ0 = −ν0/2 + 1/2. Introducing the best approximation
to ψ obtained with a maximal quantum number nmax

∀x12 ∈ R, ψ̃(x12) =

nmax∑
n=0

dn f α/2n (x12), (A23)

we find that ψ̃(0) converges slowly to the exact value ψ(0) =

c
√

2π/[2µ0Γ(µ0)] as

ψ̃(0) ∼
nmax→∞

ψ(0) +
c

√
πα 2µ0Γ(µ0)

1

n1/2
max

, (A24)

and the expectation value of the Dirac-delta interaction Wee =

δ(x12) has a similar convergence behavior in 1/n1/2
max

〈ψ̃,Weeψ̃〉 = ψ̃(0)2

∼
nmax→∞

ψ(0)2 +
2cψ(0)

√
πα 2µ0Γ(µ0)

1

n1/2
max

. (A25)
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We thus see that the two-electron energy converges as 1/n1/2
max

in a basis of Hermite functions.
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20A. Ferté, E. Giner and J. Toulouse, J. Chem. Phys. 150, 084103 (2019).
21C. M. Rosenthal, J. Chem. Phys. 55, 2474 (1971).
22I. R. Lapidus, Am. J. Phys. 43, 790 (1975).
23D. R. Herrick and F. H. Stillinger, Phys. Rev. A 11, 42 (1975).
24R. J. Magyar and K. Burke, Phys. Rev. A 70, 032508 (2004).
25D. R. Herschbach, J. Chem. Phys. 84, 838 (1986).
26D. J. Doren and D. R. Herschbach, Phys. Rev. A 34, 2654 (1986).
27D. J. Doren and D. R. Herschbach, J. Chem. Phys. 87, 433 (1987).
28D. R. Herschbach, J. Avery and O. Goscinski, eds., Dimensional Scaling in

Chemical Physics (Springer Science+Business Media, Dordrecht, 1993).
29P.-F. Loos, C. J. Ball and P. M. W. Gill, Phys. Chem. Chem. Phys. 17, 3196

(2015).
30C. J. Ball, P.-F. Loos and P. M. W. Gill, Phys. Chem. Chem. Phys. 19, 3987

(2017).
31Y. Nogami, M. Vallières, and W. van Dijk, Am. J. Phys. 44, 886 (1976).
32A. Szabo and N. S. Ostlund, Modern Quantum Chemistry: Introduction to

Advanced Electronic Structure Theory (Dover, New York, 1996).
33W. Press, S. Teukolsky, W. Vetterling and B. Flannery, Numerical Recipes

(Cambridge University Press, Cambridge, 1992).
34W. Klopper, K. L. Bak, P. Jørgensen, J. Olsen and T. Helgaker, J. Phys. B

32, R103 (1999).
35D. P. Tew, W. Klopper and T. Helgaker, J. Comput. Chem. 28, 1307 (2007).
36O. Franck, B. Mussard, E. Luppi and J. Toulouse, J. Chem. Phys. 142,

074107 (2015).
37P. Hohenberg and W. Kohn, Phys. Rev. 136, B 864 (1964).
38J. E. Harriman, Phys. Rev. A 27, 632 (1983).
39A. Görling and M. Ernzerhof, Phys. Rev. A 51, 4501 (1995).

40R. Pino, O. Bokanowski, E. V. Ludeña and R. L. Boada, Theor. Chem. Acc.
123, 189 (2009).

41V. N. Staroverov, G. E. Scuseria and E. R. Davidson, J. Chem. Phys. 124,
141103 (2006).

42E. H. Lieb, Int. J. Quantum Chem. 24, 243 (1983).
43R. M. Dreizler and E. K. U. Gross, Density Functional Theory (Springer-

Verlag, Berlin, 1990).
44H. Eschrig, The Fundamentals of Density Functional Theory: 2nd Edition

(revised and extended) (Edition am Gutenbergplatz, Leipzig, 2003).
45A. Anantharaman and E. Cancès, Ann. I. H. Poincaré 26, 2425 (2009).
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Theory, Université Pierre et Marie Curie, Paris, 2017, https://
trygvehelgaker.no/Presentations/Paris_2017.pdf.

49E. Cancès, A mathematical introduction to Density Functional Theory and
Kohn-Sham models, Presentation at Banff International Research Station
for Mathematical Innovation and Discovery, Canada, 2019, www.birs.ca/
workshops/2019/19w5035/files/Cances.pdf.

50M. Lewin, E. H. Lieb and R. Seiringer, arxiv.org/abs/1912.10424 .
51M. Levy, Proc. Natl. Acad. Sci. U.S.A. 76, 6062 (1979).
52S. M. Valone, J. Chem. Phys. 73, 4653 (1980).
53M. Lewin, E. H. Lieb and R. Seiringer, Journal de l’École polytechnique —
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