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Abstract

We study LCD (linear complementary dual) and ACD (additive

complementary dual) codes over a noncommutative non-unital ring

E with four elements. This is the �rst attempt to construct LCD

codes over a noncommutative non-unital ring. We show that free LCD

codes over E are directly related to binary LCD codes. We introduce

ACD codes over E. They include free LCD codes over E as a special

case. These facts imply that LCD and ACD codes over E are worth

studying. In particular, we characterize a free LCD E-code C in terms

of a binary generator matrix G. We also de�ne an ACD code over E,

called a left-ACD code. We give several conditions for the existence of

left-ACD codes.
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1 Introduction

Algebraic coding theory has been developed extensively since the inception of
error-correcting codes by Hamming and Shannon in the late 1940s. The most
well-known constructions are linear codes including Reed-Solomon codes,
Reed-Muller codes, BCH codes, quadratic residue codes, Algebraic Geom-
etry codes, and self-dual codes. Recently, LCD (linear complementary dual)
codes have been very popular due to their connection to side channel attacks.

We recall that a linear [n, k] code over a �nite �eld GF (q) or Fq is a k-
dimensional subspace of Fn

q . The dual of C is denoted by C⊥ which is the
set of vectors orthogonal to C under the usual inner product. A linear code
C is called self-orthogonal if C ⊂ C⊥. A linear code C is called an LCD code
(linear complementary dual code) if C ∩C⊥ = {0}. Hence being LCD is the
opposite concept of self-orthogonality.

An LCD code was �rst introduced by [8] as a reversible code in 1964 in
order to provide an optimum linear coding solution for the two-user binary
adder channel. Massey [9] showed that there exist asymptotically good LCD
codes. Sendrier [12] showed that LCD codes meet the asymptotic Gilbert-
Varshamov bound using the hull dimension spectra of linear codes. In 2014,
Carlet and Guilley [2] introduced several constructions of LCD codes and in-
vestigated an application of LCD codes against Side-Channel Attacks (SCA)
and Fault Injection Attacks (FIA). SCA consist in passively recording some
leakage, that is the source of information to retrieve the key. FIA consist in
actively perturbing the computation so as to obtain exploitable di�erences
at the output.

In the Carlet-Guilley's Boolean masking approach, the direct sum C ⊕
C⊥ = Fn

q is essential, the minimum distance of C (resp. C⊥) acting as a
performance criterion for SCA (resp. FIA). Since this model does not use
the linearity of C but only its additivity, it makes sense to study Additive
Complementary Dual (ACD) codes over �nite �elds or �nite rings. Moreover,
since additive codes include linear codes, ACD codes include LCD codes.

On the other hand, Alahmadi, et al. [1] considered the �nite noncommu-
tative non-unital ring E with four elements in the notation of Fine [4] and
studied Type IV codes over this ring. Later, Kim and Ohk showed that the
ring E has the complement map and GC-content map so that it can be used
to construct DNA codes [6].

These two aspects motivate the current paper. Here, we consider LCD
and additive complementary dual (ACD) codes over E. The ring E is not
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a Frobenius ring. Thus this is the �rst nontrivial attempt to study LCD
codes over such a ring. We show that free LCD codes over E contain binary
LCD codes while ACD codes over E include free LCD codes over E as a
special case. These facts imply that LCD codes over E are worth studying.
In particular, we characterize a free LCD E-code C in terms of a binary
generator matrix G. We also de�ne an ACD code over E, called a left-ACD
code. We give several conditions for the existence of left-ACD codes over E.

We remark that little is known about ACD over F4,. We reserve the study
of ACD codes over F4, which is algebraically easier but computationally more
demanding, for a companion paper [11]. Hence one may compare ACD codes
over E with Hermitian LCD codes over F4 [7]. Based on Examples in Section
3 and the fact that ACD codes over E are additive groups, the minimum
distances of ACD codes over E seem as good as those of Hermitian LCD
codes over F4.

The material is arranged as follows. The next section is dedicated to LCD
codes over E. Section 3 studies ACD codes over E. Section 4 concludes the
paper.

2 Codes over a �nite ring with four elements

Recall that the ring E is de�ned as a ring on two generators a and b with
the following relations.

E = 〈a, b | 2a = 2b = 0, a2 = a, b2 = b, ab = a, ba = b〉.

The addition table is immediate to derive, writing 0 for the neutral ele-
ment of the addition law, and c for the sum a+ b. Its multiplication table is
given as follows. Note that E does not have a unity or a unit. Nevertheless,
we have xa = x for all x ∈ E.

× 0 a b c
0 0 0 0 0
a 0 a a 0
b 0 b b 0
c 0 c c 0

Table 1: Multiplication table of the ring E
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The ring E is local with maximal ideal J = {0, c}, and residue �eld
E/J = F2 = {0, 1}, the �nite �eld of order 2.

Denote by α : E → E/J = F2, the map of reduction modulo J . Thus
α(0) = α(c) = 0, and α(a) = α(b) = 1. This map is extended in the natural
way in a map (still denoted by α) from En to Fn

2 .
If e ∈ E and b ∈ F2 then eb = e if b = 1 and zero otherwise. This

convention is extended naturally to vectors b ∈ Fn
2 . Alahmadi et al. [1]

introduced linear codes over E. A linear E-code C of length n is a left
E-submodule of En. An additive code of length n over E is any additive
subgroup of En. The parameters of such a code with minimum distance d
are written compactly as (n, |C|, d). Two codes A and B over E are called
permutation-equivalent if and only if there is a coordinate permutation that
maps on the other. Let C be a linear E-code of length n. With that code
we associate two binary codes of length n :

(1) the residue code de�ned by Res(C) = {α(y) | y ∈ C},

(2) the torsion code de�ned by Tor(C) = {u ∈ Fn
2 | cu ∈ C}.

Following a well-established tradition [1, 10], we denote by k1 (resp. k1+k2
) the dimension of Res(C) (resp. Tor(C)).

The left dual C⊥L of C is the left module de�ned by

C⊥L = {y ∈ En | ∀ x ∈ C, (y,x) = 0},

where (y,x) =
∑n

i=1 yixi for y = (y1, . . . , yn) and x = (x1, . . . , xn).
Similarly, the right dual C⊥R of C is the right module de�ned by

C⊥R = {y ∈ En | ∀ x ∈ C, (x,y) = 0}.

De�nition 1. A linear E-code C is called left-nice if

|C||C⊥L| = 4n.

De�nition 2. A linear E-code C is self-orthogonal if C ⊂ C⊥L .

De�nition 3. A linear E-code C is left-LCD if it is left-nice and C ∩C⊥L =
{0}.

Therefore, C is left-LCD if and only if C ⊕ C⊥L = En.
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Remark 1. We remark that there is no right-LCD linear E-code. If C 6= {0}
is a linear E-code, then there is a codeword y = cv in C, where v is a
binary vector. Now y is also in C⊥R since (x,y) = 0 for any x ∈ C. Thus
C ∩C⊥R 6= {0}. Hence there is no need to consider right-LCD E-code. From
now on, we will call left-LCD as LCD.

From now on we only consider a left-dual of a linear E-code C.

De�nition 4. Let C be a linear E-code. Let S = {s1, . . . , sm} be a subset
of C. The (left) E-span of S is de�ned by 〈S〉E := {α1s1+ · · ·+αmsm | αi ∈
E for any i}. The additive span of S is de�ned by 〈S〉F2

:= {γ1s1 + · · · +
γmsm | γi = 0 or 1 for any i}. Since there is no unitary in E, 〈S〉E does not
necessarily contain 〈S〉F2

.
A subset S = {s1, . . . , sm} of C is called a generating set for C if 〈S〉E ∪

〈S〉F2
is equal to C. If S = {s1, . . . , sm} of C is a generating set for C, then

a generator matrix GE for C is an m × n matrix whose rows are s1, . . . , sm
so that 〈G〉E means 〈S〉E ∪ 〈S〉F2

. A linear E-code C is free if C is a �nite
direct sum of E (E as a left E-module), that is, C = E ⊕ · · · ⊕ E, where
E = 〈si〉E for some si ∈ E.

Lemma 1. If C is a free linear E-code with generator matrix GE, then

(1) C = 〈aG〉E for some binary matrix G.

(2) C⊥L = 〈aH〉E for some binary parity check matrix H.

Proof. We �rst show (1). Since C is free, there exists a generating set S =
{s1, . . . , sm} ⊂ C such that C = 〈s1〉E⊕· · ·⊕〈sm〉E, where 〈si〉E = E for each
i. Note that 〈si〉E = 〈asi〉E for any i = 1, . . . ,m. Let GE consist of the rows
asi = as′i, where s

′
i is a binary vector. Therefore, by applying elementary row

operations on GE and by permuting columns of GE, we may assume that its
generator matrix GE = [aI|aA], where aI is a diagonal matrix with a's on
the diagonal and A is a binary matrix. Thus C = 〈aG〉E for some binary
matrix G.

Next we show (2), that is,

C⊥L = 〈aH〉E , (1)

for some binary parity check matrixH related toG. Noting that (aH)(aG)T =
aHGT = 0, we have 〈aH〉E ⊂ C⊥L . It remains to show that C⊥L ⊂ 〈aH〉E.
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Suppose y = (y1, y2, . . . , yn) ∈ C⊥L . We may assume that G is of the stan-
dard form G = [I|A]. Let

aG = a[I|A] =


ar1
ar2
...
ark

 ,
where ri's are the binary rows of G. Then (y, ari) = 0 for 1 ≤ i ≤ k. That is,
for each 1 ≤ i ≤ k, yi1a+· · ·+yija = (yi1+· · ·+yij)a = 0 for some 1 ≤ j ≤ k.
Then yi1 + · · ·+ yij = 0 by the multiplication table. More precisely, since G
is of the standard form, we have the following k equations.

y1 + 0 + 0 + · · ·+ 0 + yk+i1 + · · ·+ yis1 = 0
0 + y2 + 0 + · · ·+ 0 + yk+i2 + · · ·+ yis2 = 0

...
0 + 0 + · · ·+ 0 + yk + yk+ik + · · ·+ ysk = 0

where for each j = 1, . . . , k, the indices k + ij, . . . , isj of y correspond to
the nonzero positions of arj. Since there are at most n − k free variables
in the above k equations, there are at most 4n−k solutions for y, that is,
|C⊥L| ≤ 4n−k. Since there are already | 〈aH〉E | = 4n−k elements in C⊥L , we
can conclude that C⊥L = 〈aH〉E .

Corollary 1. Any linear E-code C is permutation-equivalent to an additive
E-code with an additive generator matrix of the formaIk1 aX aY

bIk1 bX bY
0 cIk2 cZ

 , (2)

where Ij denotes the identity matrix of order j, the matrices X, Y, Z are
binary matrices. Therefore, C = 〈aG〉E for some binary matrix G.

Proof. Let C ′ = 〈C〉E. Then C ′ is free. By Lemma 1, C ′ = 〈aG1〉 for some
binary matrix G1. We may assume that G1 is of the form [Ik1|A]. For any
x ∈ C\C ′, we may assume x = (0, · · · , 0︸ ︷︷ ︸

k1

,x′). Since x + ax = cx2 for some

binary vector x2, where ax ∈ C ′, cx2 /∈ C ′, we have x = ax+ cx2. Therefore,
we can �nd a set S2 = {cx1

2, . . . , cx
k2
2 | x

j
2 is a binary vector for any j} such
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that they are F2-linearly independent and C = C ′ ⊕ 〈S2〉F2 . This completes
the proof.

We de�ne a map φ : E → E, φ(0) = 0, φ(a) = c, φ(b) = b, φ(c) = a. For
x = (x1, x2, . . . , xn) ∈ En, de�ne φ(x) = (φ(x1), φ(x2), . . . , φ(xn)). It is easy
to check that φ(z)x = φ(zx) and φ(x + y) = φ(x) + φ(y), for x, y, z ∈ E.
Hence for z ∈ E,x,y ∈ En, we have

φ(z)x = φ(zx), φ(x+ y) = φ(x) + φ(y).

Lemma 2. If C is a linear E-code, then C is free if and only if for any
cu ∈ C with u is a binary vector, we have au ∈ C.

Proof. Since C is free, there exists a generating set S = {s1, . . . , sm} ⊂ C
such that C = 〈s1〉E ⊕ · · · ⊕ 〈sm〉E. If cu = α1s1 + · · ·+ αmsm, we have

au = a(au) = φ(c)au = φ(cau) = φ(cu) = φ(α1s1 + · · ·+ αmsm)

= φ(α1)s1 + · · ·+ φ(αm)sm.

Hence au ∈ C. Conversely, it is easy to check k2 = 0. Hence C is free.

Lemma 3. If C is a linear E-code, then C = (C⊥L)⊥L if and only if C is
free.

Proof. By Corollary 1, we can assume C has an additive generator matrix

G =

aIk1 aX aY
bIk1 bX bY
0 cIk2 cZ

 .
Let G1 =

[
aIk1 aX aY
bIk1 bX bY

]
and B be a linear E-code with generator matrix

G1. Obvious, B is free and B ⊆ C. Clearly, C⊥L ⊆ B⊥L . To prove the
opposite direction, suppose v is in B⊥L . By de�nition, v is orthogonal to
any row of G1. Since c is an annihilator if multiplied on the right, v is also
orthogonal to any row of the matrix

[
0 cIk2 cZ

]
. Hence v is orthogonal

to any row of G1, so B
⊥L ⊆ C⊥L , which implies that B⊥L = C⊥L . Hence

(B⊥L)⊥L = (C⊥L)⊥L .
Since B⊥L , (B⊥L)⊥L are free by Lemma 1, we know that B,B⊥L are left-

nice. Since |B| = 4k1 and |B⊥L| = 4n−k1 , we have |(B⊥L)⊥L| = 4n−(n−k1) =

7



4k1 , which implies that |B| = |(B⊥L)⊥L|. Since B and B⊥L are free, for any
x ∈ B,y ∈ B⊥L we may assume that x = au,y = av, where u,v are binary
vectors. Since

(x,y) = (au, av) = a(u,v) = a(v,u) = (av, au) = (y,x) = 0,

x ∈ (B⊥L)⊥L . Hence B ⊆ (B⊥L)⊥L , which implies that B = (B⊥L)⊥L . Hence
(C⊥L)⊥L = (B⊥L)⊥L = B ⊆ C. Therefore, C = (C⊥L)⊥L if and only if
B = C, that is to say, C is free.

Proposition 1. If C is a non-free linear E-code, then it is not left-nice.

Proof. Let us assume that C is a non-free linear E-code with generator matrix

GE. We may assume that GE is of the form GE =

aIk1 aX aY
bIk1 bX bY
0 cIk2 cZ

, where
k2 6= 0. By the proof process of Lemma 3, we have

|C||C⊥L| = 4k12k24n−k1 = 4n2k2 > 4n,

which implies that C is not left-nice.

Corollary 2. There is no non-free LCD E-code.

Proof. By Proposition 1, any non-free linear E-code is not left-nice. Hence
it is not an LCD E-code.

We �rst describe a method to construct LCD codes over E from binary
LCD codes.

Proposition 2. Suppose that B is a binary LCD code with generator matrix
G of size k × n. Then the E-span of aG, 〈aG〉E is LCD.

Proof. Let C = 〈aG〉E = {x(aG) | x ∈ Ek}. Let H be a binary parity check
matrix for B.

By Lemma 1 (2), we know

C⊥L = 〈aH〉E . (3)

This shows that |C||C⊥L| = |C|| 〈aH〉E | = 4k4n−k = 4n, which implies that
C is left-nice.
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Now it remains to show that

C ∩ C⊥L = {0}.

Suppose that x ∈ C ∩ C⊥L and x 6= 0.
Assume that x is not a multiple of a binary vector by c. Then for some

nonzero αi's and βj's in E, we have

x =
∑
αiari, ari is a row of aG for some distinct i

=
∑
βtart, art is a row of aH for some distinct t.

Here since c = a + b, we may assume that αi's are a or b and that βt's
are a or b.

Furthermore, since aa = a, ab = a, and ax 6= 0, we have

ax =
∑
arij , rij is a row of G for some distinct ij

=
∑
arts , rts is a row of H for some distinct ts.

Therefore 0 =
∑
arij−

∑
arts = (

∑
rij−

∑
rts)a. Hence

∑
rij−

∑
rts =

0, that is,
∑

rij =
∑

rts . Then
∑

rij = 0 since B ∩B⊥ = {0}. This implies
that the rows rij of G are zero vectors. This is a contradiction since x 6= 0
is a nontrivial linear combination of ri's.

We need to prove the case when x is a multiple of a binary vector by c.
Suppose that x is a multiple of a binary vector u by c. Let x = cu. By
looking at the generator matrix aG with G in standard form, we see that u
is a linear combination of some rows of G, hence u is a codeword of B. In the
same manner, we see that u is a codeword of B⊥L . Since u ∈ B∩B⊥L = {0},
u = 0. Hence x = cu = 0. This is a contradiction since x 6= 0.

In both case, we have x = 0 as desired. Therefore, we conclude that C is
LCD.

Then the converse of Proposition 2 is partially true as follows.

Proposition 3. If C is a free LCD E-code with generator matrix GE, then
C is spanned by the rows of aG2, where G2 is a binary matrix of a binary
LCD code B.

Proof. By Lemma 1, C is spanned by the rows of aG2 for some generator
matrix G2 of a binary code B. By Lemma 1, C⊥L = 〈aH2〉E for some parity
check matrix H2 of B. Since C ∩ C⊥L = {0}, it follows that B ∩ B⊥ = {0}
because if u is a nonzero vector in B ∩ B⊥ then au 6= 0 will be in C ∩ C⊥L ,
which is a contradiction. Therefore, B is a binary LCD code.
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Corollary 3. If C is an LCD E-code of length n, then Res(C) and Tor(C)
are binary LCD codes.

Proof. Since C is an LCD E-code, C is free by Corollary 2. By Proposition
3, then C is spanned by the rows of aG2, where G2 is a binary matrix of
a binary LCD code. Obviously, Res(C) = Tor(C) are binary codes with
generator matrix G2. Hence Res(C) and Tor(C) are binary LCD codes.

Next, we characterize a necessary and su�cient condition for a linear E-
code to be LCD. An LCD code over a �nite �eld has a useful characterization
as follows.

Lemma 4. ([9]) Let G be a generator matrix for a code over GF (q). Then
det(GGT ) 6= 0 if and only if G generates an LCD code.

Proposition 4. Let C be a linear E-code with an additive generator matrix
which is of the form (2), and let G =

[
Ik1 X Y

]
. Then C is an LCD

E-code if and only if k2 = 0 and det(GGT ) 6= 0.

Proof. If det(GGT ) 6= 0. By Lemma 4, G generates a binary LCD code.
By Proposition 2, C is an LCD E-code. Conversely, suppose that C is an
LCD E-code. Then we know that C is free by Corollary 2, hence k2 = 0. If
det(GGT ) = 0, let B be a binary linear code with generator matrix G. By
Lemma 4, B is not a binary LCD code, it follows that B ∩ B⊥ 6= {0}, say
u ∈ B ∩ B⊥. Hence au ∈ C ∩ C⊥L 6= {0}. Thus C is not a linear LCD
E-code, which is a contradiction. Therefore, det(GGT ) 6= 0.

3 ACD E-codes

An additive E-code of length n is an additive subgroup of En. It is a free
F2-module with 2k elements, where 0 ≤ k ≤ 2n. An additive E-code C is
called left-nice (resp. right-nice ) if |C||C⊥L| = 4n (resp. |C||C⊥R | = 4n).

De�nition 5. An additive E-code C is left-ACD (resp. right-ACD) if it is
left-nice (resp. right-nice) and C ∩ C⊥L = {0} (resp. C ∩ C⊥R = {0}).

Lemma 5. If C is an additive E-code of length n, then C⊥L is a free linear
E-code and C⊥R is a non-free linear E-code.
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Proof. Obviously, C⊥L is a left E-submodule of En. For any x ∈ C and
y ∈ C⊥R , we have ay, by ∈ C⊥R since (x, ay) = (x, by) = (x,y) = 0. Hence
C⊥R is also a left E-submodule of En. Hence they are linear E-codes. So let
us prove that C⊥L is free and that C⊥R is not free.

(1) Assume C⊥L has an additive generator matrix

HL =

aIk1 aX aY
bIk1 bX bY
0 cIk2 cZ

 .
If k2 6= 0, then there is a codeword x = cu ∈ C⊥L , where u = (0, . . . , 0︸ ︷︷ ︸

k1

,u′)

is a binary vector. Then for any z ∈ C, (x, z) = mc = 0. So m is even.
Let y = au /∈ C⊥L . Then (y, z) = ma = 0. Hence y ∈ C⊥L , which is a
contradiction. Therefore, C⊥L is free.

(2) Assume C⊥R is free. Then it has an additive generator matrix

HR =

[
aIk1 aX aY
bIk1 bX bY

]
.

Since c is a right zero divisor, 〈cIn〉F2
⊆ C⊥R . Since C⊥R is free, we have

〈aIn〉F2
⊆ C⊥R and 〈bIn〉F2

⊆ C⊥R . Hence |C⊥R | ≥ 2n × 2n = 4n. Since

C⊥R ⊆ En, we know |C⊥R | ≤ 4n. Hence C⊥R = En. From this we can get

HR =

[
aIn
bIn

]
. Hence C = {0}, which is a contradiction. Therefore, C⊥R is

not free.

Proposition 5. Let C be an additive E-code of length n with 2k elements.
If C is a left-ACD additive E-code, then k is even.

Proof. By Lemma 5, C⊥L is a free linear E-code. Hence |C⊥L| = 4k1 = 22k1 .
If C is a left-ACD additive E-code, |C||C⊥L| = 4n = 22n. Hence |C| = 2k =
22n−2k1 , we have k = 2n− 2k1. Therefore, k is even.

Remark 2. Let C be an additive E-code of length n with additive generator
matrix G = [aIn]. Then C

⊥R has an additive generator matrix HR = [cIn].
Obviously, both C and C⊥R have parameters (n, 2n, 1). Since |C||C⊥R | =
2n × 2n = 4n and C ∩ C⊥R = {0}, C is a right-ACD additive E-code.
Therefore, for any integer k, we can �nd a right-ACD additive E-code with
2k elements.
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Next we construct left-ACD E-codes.

Lemma 6. Let C be an additive E-code. If |C||C⊥L| < 4n, C ∩C⊥L = {0},
and cC ∩ C⊥L = {0}, then for any nonzero element z = x + cy ∈ C + cC,
if z ∈ C⊥L, then x 6= 0, cy 6= 0, x is a multiple of a binary vector by c, and
x ∈ C\cC.

Proof. For any z ∈ C+ cC and z 6= 0, we can assume that z = x+ cy, where
x,y ∈ C.

(i) When x = 0 and cy 6= 0, then z = cy ∈ cC. Since cC ∩ C⊥L = {0},
we have z = cy /∈ C⊥L .

(ii) When x 6= 0 and cy = 0, then z = x ∈ C. Since C ∩ C⊥L = {0}, we
have z = x /∈ C⊥L .

(iii) When x 6= 0 and cy 6= 0, then z = x + cy. Suppose that x is not a
multiple of a binary vector by c. By Lemma 5, C⊥L is a free linear E-code.
If z ∈ C⊥L , we have cz = c(x+ cy) = cx ∈ C⊥L , which is a contradiction. If
x ∈ C ∩ cC, z ∈ cC, which is a contradiction.

By (i), (ii), and (iii), we know that if z = x + cy ∈ C⊥L , z 6= 0, then
x 6= 0, cy 6= 0, x is a multiple of a binary vector by c, and x ∈ C\cC.

Proposition 6. Let C be an additive E-code. If |C||C⊥L| < 4n, C ∩ C⊥L =
{0}, and cC ∩ C⊥L = {0}, then we can add some codewords of cC to C to
make C be a left-ACD code.

Proof. (a) We �rst show cC * C. Let

C1 = 〈C〉E = aC + cC = {ax+ cy | x,y ∈ C\cC},

where since c is a right zero divisor, we may assume that x,y are not multiples
of binary vectors by c. Obviously, C1 is a free linear E-code and C

⊥L = C⊥L
1 .

By Lemma 1 and Proposition 2, we have |C1||C⊥L
1 | = 4n. If cC ⊂ C, we

de�ne a map τ1 : C → C1 by

τ1(x) = ax, τ1(cx) = cx, τ1(0) = 0, for any x ∈ C\cC.

Let τ1(x1 +x2) = τ1(x1) + τ1(x2), for x1,x2 ∈ C. Obviously, τ1 is a F2-linear
mapping and it is a surjection. Hence |C| ≥ |C1|, which implies that

|C||C⊥L| ≥ |C1||C⊥L
1 | = 4n,

12



which is a contradiction. Therefore, we can add some codewords of cC to C
to make C be left-nice.

(b) We show that there exists cy ∈ cC\C such that for all x ∈ C, x+cy /∈
C⊥L . Suppose not. Then for all cy ∈ cC\C, there exists x ∈ C such that
x + cy ∈ C⊥L . By Lemma 6, x is a multiple of a binary vector by c and
x ∈ C\cC. For cy1, cy2 ∈ cC\C and cy1 6= cy2, there exists x1,x2 ∈ C such
that x1 + cy1,x2 + cy2 ∈ C⊥L . We have x1 6= x2, otherwise, x1 = x2, hence
(x1 + cy1) + (x2 + cy2) = c(y1 + y2) ∈ C⊥L , which is a contradiction. We
de�ne a map τ2 : C1 → C. For any y ∈ C\cC, if cy ∈ cC\C,

τ2(ay) = y, τ2(cy) = x, τ2(0) = 0,

where x is the vector mentioned above such that x+ cy ∈ C⊥L . If cy ∈ C,

τ2(ay) = y, τ2(cy) = cy, τ2(0) = 0.

Let τ2(z1 + z2) = τ2(z1) + τ2(z2), for z1, z2 ∈ C1. If z1 = z2, let τ2(z1) =
τ2(z2). Obviously, τ2 is a F2-linear mapping and it is an injection. Hence
|C||C⊥L| ≥ |C1||C⊥L

1 | = 4n, which is a contradiction. Therefore, there exists
cy ∈ cC\C such that for all x ∈ C, x+ cy /∈ C⊥L .

At this time, we get C ′ by adding cy to C, obviously, C ′ ∩ C ′⊥L = {0}.
If C ′ is left-nice, then C ′ is an ACD code. Otherwise, repeat steps (a) and
(b) for C ′.

The de�nition of the residue code and the torsion code of a linear E-code
in Section 2 can be naturally extended to an additive E-code C. Obviously,
Res(C) and Tor(C) are binary linear codes. We let m1 = dim(Res(C)) and
m2 = dim(Tor(C)).

If C is a linear E-code, consider the generator matrix G for C in Equation
(2) in Section 2. Then Res(C) = k1 = m1 and Tor(C) = m2 = m1 + k2,
where k2 is the F2-dimension of the set of codewords of C which is a scalar
multiple of c ∈ E and which cannot be obtained from the top two blocks of
the generator matrix G.

Write an arbitrary codeword in c-adic decomposition form as au + cv,
with u,v are binary vectors, so that α(au+ cv) = u.

Lemma 7. Let C be an additive E-code of length n. Then we have C⊥L =〈
Res(C)⊥

〉
E
, and |C⊥L| = 4n−dim(Res(C)) = 4n−m1.
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Proof. For any y ∈ C, there exists v ∈ Res(C) such that ay = av. For any
u ∈ Res(C)⊥,

(au,y) = (au, ay) = (au, av) = a(u,v) = 0,

(bu,y) = (bu, ay) = (bu, av) = b(u,v) = 0,

which imply au, bu ∈ C⊥L . Hence
〈
Res(C)⊥

〉
E
⊆ C⊥L . Conversely, it is

easy to see that
〈
Res(C)⊥

〉
E

= 〈Res(C)〉⊥L

E . For any u ∈ Res(C), there

exists au + cv ∈ C such that α(au + cv) = u. For any z ∈ C⊥L , since c is
an annihilator, we have

(z, au) = (z, au+ cv) = 0, (z, bu) = (z, au) = 0,

which implies z ∈ 〈Res(C)〉⊥L

E . Hence C⊥L ⊆ 〈Res(C)〉⊥L

E , that is, C⊥L ⊆〈
Res(C)⊥

〉
E
. Therefore, C⊥L =

〈
Res(C)⊥

〉
E
. And |C⊥L| = |

〈
Res(C)⊥

〉
E
| =

4n−dim(Res(C)) = 4n−m1 .

We describe a su�cient condition for an additive E-code to be left-ACD
in what follows.

Proposition 7. Let C be an additive E-code of length n. If Res(C) is binary
LCD, cTor(C) ∩ C⊥L = {0}, and 2m1 · 2m2 · 4n−m1 = 4n (that is, m1 = m2),
then C is left-ACD.

Proof. Since |C| = |Res(C)||Tor(C)| = 2m1 · 2m2 and |C⊥L| = 4n−m1 , C is
left-nice. Suppose that x = (x1, x2, · · · , xn) ∈ C ∩ C⊥L and x 6= 0, since
cTor(C) ∩ C⊥L = {0}, x is not a multiple of a binary nonzero vector by c.
Implying that α(x) is a binary nonzero vector. Since x ∈ C ∩ C⊥L , for any
y = (y1, y2, · · · , yn) ∈ C, we have (x,y) = 0, since α is a ring morphism,

α(x) · α(y) =
n∑

i=1

α(xi)α(yi) =
n∑

i=1

α(xiyi) = α(
n∑

i=1

xiyi) = α((x,y)) = 0.

Hence, α(x) ∈ Res(C) ∩ Res(C)⊥, which is a contradiction. Implying that
x = 0. Therefore, C is left-ACD.

In what follows, we prove that the converse of Corollary 3 is true.

Corollary 4. Suppose that C is a free linear E-code of length n. If Res(C)
is a binary LCD, then C is a LCD E-code.
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Proof. Since Res(C) is a binary LCD, it su�ces to check the two conditions of
Proposition 7. Since C is a free linear E-code, Res(C) = Tor(C). Hence k1 =
k2. Furthermore by Lemma 7, cTor(C) ∩ C⊥L = cTor(C) ∩

〈
Res(C)⊥

〉
E
=

cRes(C)∩
〈
Res(C)⊥

〉
E
= cRes(C)∩cRes(C)⊥ = c(Res(C)∩Res(C)⊥) = 0,

where the last equality follows since Res(C) is a binary LCD code. Hence C
is left-ACD, that is, C is an LCD E-code.

Lemma 8. If C be an additive E-code of length n, then Res(C⊥L) = Res(C)⊥.

Proof. For any ax + cy ∈ C⊥L , α(ax + cy) = x is an arbitrary vector in
Res(C⊥L). For any ax′+ cy′ ∈ C, α(ax′+ cy′) = x′ is an arbitrary vector in
Res(C). Since (ax+ cy, ax′ + cy′) = 0 and α is a ring morphism,

α((ax+ cy, ax′ + cy′)) = α(ax+ cy) · α(ax′ + cy′) = x · x′ = 0,

which implies x ∈ Res(C)⊥. Hence Res(C⊥L) ⊆ Res(C)⊥. By de�nition
of the residue code and Lemma 5, we know |C⊥L| = 4n−m1 and C⊥L is a
free linear E-code, which implies |Res(C⊥L)| = 2n−m1 . Since |Res(C)⊥| =
2n/|Res(C)| = 2n−m1 , |Res(C⊥L)| = |Res(C)⊥|. Therefore, Res(C⊥L) =
Res(C)⊥.

Corollary 5. If C is a linear E-code of length n, then Tor(C)⊥ ⊆ Tor(C⊥L).

Proof. By [1, Lemma 1], we know Res(C) ⊆ Tor(C) and Res(C⊥L) ⊆
Tor(C⊥L), hence Tor(C)⊥ ⊆ Res(C)⊥. By Lemma 8, Res(C⊥L) = Res(C)⊥,
hence Tor(C)⊥ ⊆ Res(C⊥L) ⊆ Tor(C⊥L). This completes the proof.

A partial converse of Proposition 7 can be true by the following proposi-
tion.

Proposition 8. Let C be an additive E-code of length n. If C is left-ACD
and cC ∩C⊥L = {0}, then Res(C) is a binary LCD, cTor(C) ∩C⊥L = {0},
and 2m1 · 2m2 · 4n−m1 = 4n (that is, m1 = m2).

Proof. Since |C| = |Res(C)||Tor(C)| = 2m1 · 2m2 , |C⊥L| = 4n−m1 and C is
left-ACD, we have 2m1 · 2m2 · 4n−m1 = 4n, that is, m1 = m2. Also, cTor(C)∩
C⊥L = {0} is obvious.

For any u ∈ Res(C) ∩ Res(C)⊥, u ∈ Res(C⊥L), by Lemma 8, so there
are au+ cv ∈ C and au+ cv′ ∈ C⊥L such that α(au+ cv) = α(au+ cv′) =
u. Since C⊥L is linear E-codes, c(au + cv′) = cu ∈ C⊥L . In addition,
c(au + cv) = cu ∈ cC, so cu ∈ cC ∩ C⊥L = {0}. Hence cu = 0, implying
that u = 0. Therefore, Res(C) is a binary LCD.
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In what follows, we describe Propositions 6 and 7 using examples.

Example 1. Let C be an additive E-code with an additive generator matrix

G =

[
a b 0
0 a b

]
.

Then C⊥L has an additive generator matrix

GL =

[
a a a
b b b

]
.

Hence |C||C⊥L | = 2222 = 42 < 43, C ∩C⊥L = {0}, and cC ∩C⊥L = {0}. We
add c(a, b, 0) = (c, c, 0) and c(0, a, b) = (0, c, c) to G, so that we get

G′ =


a b 0
0 a b
c c 0
0 c c

 .
Let C ′ be an additive E-code with an additive generator matrix G′. Then
by Proposition 6, C ′ is a left-ACD code with parameters (3, 24, 2).

On the other hand, this example satis�es the condition of Proposition 7
so that C ′ is really left-ACD as follows. Note that Res(C ′) and Tor(C ′) have
generator matrices, respectively

Res(G′) =

[
1 1 0
0 1 1

]
, T or(G′) =

[
1 1 0
0 1 1

]
.

Clearlym1 = 2 = m2. We also have that Res(C ′) is a binary LCD codes since
Res(C ′)⊥ = {(0, 0, 0), (1, 1, 1)}. By Lemma 7, C⊥L = 〈1〉E, whose additive
generator matrix is the same as GL above. Finally, cTor(C) ∩ C⊥L = {0}.

Example 2. Let C be an additive E-code with an additive generator matrix

G =


a 0 a b 0
0 a 0 a b
b 0 b c a
0 c c c c

 .
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Then C⊥L has an additive generator matrix

GL =


a 0 0 a a
b 0 0 b b
0 0 a a a
0 0 b b b

 .
Hence |C||C⊥L| = 2424 = 44 < 45, C ∩C⊥L = {0}, and cC ∩C⊥L = {0}. We
add c(a, 0, a, b, 0) = (c, 0, c, c, 0) and c(b, 0, b, c, a) = (c, 0, c, 0, c) to G, so that
we get

G′ =


a 0 a b 0
0 a 0 a b
b 0 b c a
0 c c c c
c 0 c c 0
c 0 c 0 c

 .

Let C ′ be an additive E-code with an additive generator matrix G′. There-
fore, by Proposition 6, C ′ is a left-ACD code with parameters (5, 26, 2).

On the other hand, this example satis�es the condition of Proposition 7
so that C ′ is really left-ACD as follows. Note that Res(C ′) and Tor(C ′) have
generator matrices, respectively

Res(G′) =

1 0 1 1 0
0 1 0 1 1
1 0 1 0 1

 , T or(G′) =

0 1 1 1 1
1 0 1 1 0
1 0 1 0 1

 .
Clearly m1 = 3 = m2. We also have that Res(C ′) is a binary LCD codes
since

Res(G′)Res(G′)T =

1 1 0
1 1 1
0 1 1


is invertible. By looking at GL, we see that C⊥L has only two codewords
(c, 0, 0, c, c) and (0, 0, c, c, c) which are multiples of a binary vector by c.
Because cTor(C) does not contain any of these, we have �nally cTor(C) ∩
C⊥L = {0}.
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4 Conclusion and open problems

We have introduced LCD and ACD codes over a noncommutative non-unital
ring E with four elements. We have shown that free LCD codes over E
are directly related to binary LCD codes. We have also characterized (left-)
additive complementary dual codes over E in terms of their residue codes
and their torsion codes. They form a natural generalization of LCD codes
over E. As future work, it will be interesting to �nd a family of left-ACD
codes over E with large minimum distances.
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