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Abstract—The Internet of Things (IoT) has continued gaining
in popularity and importance in everyday life in recent years.
However, this development does not only present advantages.
Indeed, due to the number of sensitive and private data produced
by IoT systems, they have become the new privileged targets for
cyberattackers. At the same time, Machine Learning (ML) has
gained a phenomenal success in various fields like telecommuni-
cations, transport or cybersecurity. Nonetheless, the application
of ML can cause significant damage when put in the hands of
an attacker. Contrary to many previous works, we do not focus
on the potential contributions of ML in the IoT security systems.
Indeed, this survey aims to provide a comprehensive overview
of ML approaches to enable more effective and less detectable
attacks. Thereby, the purpose of this article is to identify and
discuss the advantages of the elaboration of ML attacks and
the possible solutions already evoked in the literature. Firstly,
we provide an identification of the main threats and potential
attacks on IoT networks. Then, we investigate on cyberattacks
integrating machine learning algorithms during the last few
years and we provide future research directions, especially for
jamming, side channel, false data injection and adversarial
machine learning attacks.

Index Terms—Cyberattacks, Machine learning, Cyber-security,
Internet-of-things (IoT) networks.

I. INTRODUCTION

The concept of machine learning emerged in the middle
of the 20th century, nevertheless, it was not until 1990s that
the application took off. This revolution has made it possible
to simplify and automate numerous tasks in a plethora of
fields such as industry, medicine, or marketing. Indeed, the
latter offers many benefits like the ability to process immense
amounts of complex data and handle tedious and repetitive
tasks in record time. The traditional approaches used in cyber-
security during threat detection are mainly based on manual
data analytics and statistical rules which require significant
time. That is why the use of machine learning algorithms has
become an essential element in this domain due to its many
advantages. This new ally has made threat detection more
immediate, reactive, and rapid while limiting false positives
and being uninterrupted. Machine learning has therefore found
several applications in the field of cybersecurity like spam
detection and malware analysis [1].

However, as with most of the landmark innovations, ma-
chine learning is a double-edged sword. Placed in the hands

of a malicious person, this latter can quickly turn into a
dangerous weapon as highlighted by reports of Europol and
the Royal United Services Institute for Defence and Security
Studies [2], [3]. The increasing use of machine learning in
the upcoming years will lead to a significant change in the
threat landscape in two notable manners. The first will be
the expansion of existing attacks. Indeed, by integrating ML
algorithms in current cyberattacks, these will become more
resistant, more reactive, and less recognizable by the existing
detection methods. This new generation of attacks will better
target the vulnerabilities of victims and adapt to changes
in their environment. The second will represent the creation
of new threats which, until then, were not achievable due
to their massive demand for data or their excessive manual
processing time. Besides, the utilization of machine learning
in the protection systems represents a new vector that could
be exploited to design advanced attacks.

These intelligent attacks, improbable a few years ago,
constitute today real threats. The cyber criminals now dispose
of all the necessary tools to be able to establish them in place.
Indeed, the emergence of free and open-source frameworks
like Tensorflow allow unfamiliar people with the field of ML
to implement algorithms quickly [4]. Furthermore, the storage
and processing of the data, on which these algorithms are
based, represent no longer a problem due to technological
advances in big data [5].

The Internet of Things (IoT) refers to a type of network
that allows any object to be connected to each other using
communication protocols. Connected objects can be of all
kinds (e.g. watches, scooters, smart fridges) and can have both
sensor and actuator functions. IoT devices are increasingly
present in our modern lives and have found applications in a
wide range of environments . According to Cisco, by 2030,
the number of connected devices is expected to exceed 500
billion [6]. Indeed, the progress of the IoT has made it possible
to respond to many problems and to develop several sectors.
For example, the integration of sensors such as cameras or
intelligent objects (e.g. smart trash, home automation plug) has
improved certain points like security or energy consumption
problems in a city. Thanks to IoT the transportation sector
has been revolutionized with the generation of Intelligent



Transportation Systems (ITS) allowing the optimization of
logistics and fleet management, providing new goods and
services, traffic management, driver assistance, etc. Moreover,
the analysis and the decision-making has been improved with
the help of IoT networks in the military field. Indeed, IoTs
can aid defense in six ways: provide situational awareness
on the battlefield proactively maintain equipment, monitor a
combatant’s health, to perform distance training, and provide
a fleet and inventory in real time. The main areas of IoT
application are detailed in table I. Consequently, these types
of equipment carrying private and sensitive data and used in
critical infrastructure have become ideal playgrounds for cyber
criminals.

Table I: Different areas of IoT applications.
Areas Improvement domains References

Smart Environment
• Ecology
• Security [7]

Smart Agriculture

• Animal farming/tracking
• Logistics
• Ecology

[8]

Smart Transport

• Fleet Management
• Traffic Management
• Driver Assistance
• Ecology

[9]

Industry 4.0
• Custom industry
• Productivity [10]

Health and Sport • Live health monitoring [11]

Defense 4.0

• Maintain Equipments
• Monitoring the Combatants
• Training
• Fleet Inventory
• Decision-making

[12]

Smart energy 4.0
• Ecology
• Resource Management [13]

Nevertheless, many of the attacks present a lot of defi-
ciencies. Indeed, most require an analysis phase to find the
optimal attack strategy, which can be tedious and demanding
in terms of human resources and time. Additionally, many
attacks could be easily automated to focus on more targets
while optimizing their strategies. This is why machine learning
algorithms within attack creation could bring many benefits.
The consequences of intelligence attacks in the IoT networks
range from the loss of information to the damage of the whole
network and go far beyond the digital world. Indeed, they have
severe repercussions in the real world like the intrusion in a
critical environment or distorting important decision-making.

Several attacks against IoT systems have been reported in
recent years. One of the most significant is the Mirai botnet
which has infected over half a million IoT devices in the
space of a few months and led to various Distributed Denial-
of-Service (DDOS) attacks against the Dyn company, whose
critical Domain name system-related services are used by
numerous Internet actors [14]. This resulted in a massive
blackout of internet services including Twitter, Netflix, and
Cable News Network (CNN). Another critical attack on IoT
networks in a Ukrainian Power Grid took place in December
2015 [15]. This malware-based attack allowed access to IoT
devices and deprived more than 230,000 users of electricity for
more than three hours. Other vulnerabilities in IoT networks

that could impact a person’s life have also been presented
in recent years. This is the case with the St. Jude hospital
cardiac devices which have been studied by the research firm
MedSec (Miami, Florida) [16], [17]. The team demonstrated
this type of device is subject to two major vulnerabilities that
can put a patient’s life at risk 1) a “crash” attack that can
lead to disabling of the device communication; 2) “Battery
drain” attack which can waste the energy of the device and
makes it out-of-service. The medical sector is not alone in
being subjected to the attack targeting IoT devices; it is also
the case for the transport domain. In fact, in 2015, 1.4 million
vehicles were recalled because it was possible to take remote
control of the digital system of a jeep. In another report, a
team of hackers managed to take control of a Tesla considering
a large distance between them and the car [18]. As a result,
attacks on IoT networks have real consequences on our world,
potentially putting a person’s life at risk.

In addition, recent attacks including machine learning are
developing.Social Media Automated Phishing and Reconnais-
sance (SnapR) which allows the attacker to automatically phish
users by generating personalized messages based on their hob-
bies on Twitter is an example [19]. DeepLocker, demonstrated
the intentional use of machine learning for harmful purposes
[20]. Indeed, created by IBM, this attack is a new type of
malware integrating machine learning which is designed to
identify its target and adapt its strategies automatically using
indicators such as voice recognition or geolocation.

Due to the increasing use of IoT devices in critical infras-
tructures and the threats that develop there, we can expect ML-
based attacks to become more and more robust and present in
the coming years. Thereby, intelligent attacks in IoT networks
constitute an imminent danger, so there is an urgent need to
investigate them in order to design new security systems and
communication protocols.

A. Scope of this survey and contributions

Many comprehensive surveys explaining the security and
privacy issues in the IoT networks exist in the literature.
A brief discussion on the relevant limitations of the IoT
devices which are perceived as potential vulnerabilities is
offered in [21], [22]. In parallel, the use of machine learning
methods has transformed security systems in IoT in recent
years. Several researchers have conducted surveys on security
methods integrating machine learning on IoT networks to
give a practical guide to existing solutions. A state-of-the-
art of various machine learning-powered technique security
systems is given in [23]. Moreover, reports demonstrating the
imminent dangers of ML-powered attacks are beginning to
emerge [24], [25]. They also describe the fact that there is
a lack of awareness of possible malicious uses of machine
learning on the part of the various players in IoT networks.

This is why, this survey presents a comprehensive review of
the machine learning-based attacks on IoT networks, in order
to provide a roadmap for future work. The main ambition
of this paper is to identify the new intelligent cyberattacks
integrating Machine Learning mechanisms in order to exploit



this knowledge by designing a new generation of robust
communication protocols. This paper also aims at contributing
to manufacturers and researchers’ awareness about the ease
of developing attacks using machine learning. Indeed, this
growing threat should be considered for the conception of IoT
devices and security systems.
The fundamental contributions of this work comprise the
following:

• We provide a detailed state of the art of the existing
surveys on IoT security, Machine Learning in IoT and
ML-based security solutions on IoT networks and we
highlight the main contributions of our work in respect
of the existing surveys.

• We provide a description of how smart attacks, namely
attacks based on the integration ML schemes are gen-
erated and the main features of such a type of attacks.
Moreover, we add a new classification of attacks based
on machine learning algorithms integration.

• This survey focused on the Machine learning based
attacks on IoT networks that we found in the literature
since 2014. State-of-the-art on the different machine
learning methods used to create each attack is provided.
The possibles challenges and the research perspectives to
improve each intelligent attack is presented.

• Thanks to our various researches, a definition of the com-
mon characteristics of an attack more likely to succeed
is elaborated.

B. Organization

Fig. 1 provides a visual representation of the article orga-
nization. Section II discusses related works to highlight the
major differences of this survey from the previous surveys
on IoT security and ML in IoT networks. An overview of
machine learning algorithms to design attacks is provided in
section III. The advantages of machine learning methods to
develop intelligent attacks are discussed in Section IV. We also
introduce in this part, a taxonomy of the different intelligent
attacks.The next four sections V, VI,VII,VIII show a study
of the articles published on different machine learning-based
attacks. In these sections we also discuss the knowledge gained
thanks to the analysis of the different ML schemes. Finally, a
discussion on the direction on the future research is presented
in section IX following by a conclusion in section X.

II. RELATED SURVEYS

Many surveys have been published that cover different
aspects of the IoT security. In this section we summarize the
existing surveys on IoT Networks threats, the machine learning
algorithms applied to them and more specifically ML-based
security solutions.

A. IoT Network Threat and Security Surveys

Several comprehensive surveys have been conducted on the
IoT characteristics and their potential vulnerabilities to provide
a practical guide to IoT security and a roadmap for future
works. A summary of all these surveys is given in III. The
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Figure 1: Structure of this article and relations.

phenomenal growth in employment of IoT devices in some
fields in recent years is shown in [26]–[28]. Numerous surveys
explain the considerable advances and challenges of using IoT
devices in certain domains that we have succinctly summarized
in Table I.

Moreover, several criteria that an IoT network must sat-
isfy such as inter/outer-connectivity, heterogeneity, dynamic
changes, scale and safety are presented in [29]. These needs
give rise to a complex architecture of an IoT system that



can be divided into several distinct layers. The IoT system
can be divided in three distinct layers: physical, network and
application as mentioned in surveys [30], [31], [32], [33]. The
first includes the IoT physical sensors and actuators that allow
the implementation of various functionalities like data collec-
tion. The second level establishes the connection between the
physical object and the end-user. It is mainly responsible for
the communication and connectivity of all the devices in the
IoT system with the help of various communication protocols.
We can also add the integration of Big Data or Cloud analytical
methods permitting the creation of cognitive IoT systems. The
last layer represents the interface with which the end-user
interacts with IoT devices, it can be a button or an application
on a smartphone for example.

Due to the specific characteristics of each layer of the
IoT system, IoT networks are subject to many critical vul-
nerabilities as mentioned in survey [34]. These vulnerabili-
ties are primarily related to poor physical security, resource
constraints, insufficient authentication and encryption, insecure
access controls, and inadequate update management. Indeed in
many cases, IoT devices are deployed in poorly secured areas.
This accessibility may subject the device to tampering such as
circuit modification and even replacement. Moreover, the at-
tacker can easily take control of them and extract cryptography
primitives to obtain unlimited access to the information stored
on the memory chip.

Another vulnerability may be the fact that IoT devices are
objects constrained in energy and storage. Most of this equip-
ment run on non renewable and easily exhaustible batteries.
An attacker can play on this flaw by forcing the node to waste
all its available energy in order to make it unusable.

Moreover, most of the time, IoT devices do not force the
user to use complex and secure authentication. However, if
an IoT system does not have reliable authentication, then it
becomes easy for an attacker to impersonate an IoT device or
to intercept its data, especially if the data is not a minimum
encrypted.

Several authors have proposed a classification of possible
attacks according to the vulnerability of each layer composing
the architecture of an IoT system in [35], [30] and [36].

This classification includes four distinct categories: physi-
cal, network, software, and encryption attacks. The first groups
all types of attacks that target the hardware components of
the IoT system and the communication medium. Most of
the attacks of this category are primarily intended to cause
a Denial-of-Service (DOS). Wood and Stankovic determine a
Denial-of-Service as “any event that diminishes or eliminates a
network’s capacity to perform its expected function” [37]. This
is generally done by targeting the resources essential to the
proper functioning of the equipment, such as its connectivity,
memory, or even its battery. We can find jamming attacks [38]
which aims to voluntarily interfere with the signal transmission
to disrupt or prevent it.

The second is focused on the network layer attacks. It
classifies all the attacks which are based on the vulnerabilities

related to the communication protocol. Traffic analysis attacks
[39], Black-hole attacks [40], Sinkhole attack [41] belong to
this category. The software category gathers all the attacks that
modify or exploit known vulnerabilities in IoT device software
code. This kind of attack is often conducted at the application
layer. Trojan horse programs, worms, viruses, spyware, and
malicious scripts are attacks that can be employed in this
category. To finish, the last class gathers attacks that attempt
to break the encryption scheme in order to gain access to
data. The side-channel attack is an encryption attack, based
on the analysis of many outside elements of an IoT device
like the power consumption during a specific task or the
timing, an attacker tries to recover the encryption scheme
[42]. Cryptanalysis attacks are one of the oldest and best-
known encryption attack. An attacker possesses a component
of the encryption mechanism such as ciphertext or plaintext
and attempts to find the encryption key. A brief overview of
this classification with different example of attack is given in
Table II. Some attacks will be more detailed in the following
sessions.

However, other classifications of attacks on IoT networks
exist. Butun et al. categorized the types of potential attacks
in IoT networks according to the attacker’s activity (ac-
tive/passive) and the targeted OSI (open Systems Intercon-
nections) layer [43]. Several surveys providing studies of a
specific kind of attack on IoT networks have also been con-
ducted, focusing on e.g, distributed denial-of-service attacks
or routing layer attacks [44], [45].

Possible solutions to security problems in IoT networks have
been proposed in [26], [21], [22], [46]. However, until now
no published paper has proposed standard solutions to all the
security issues in IoT networks. Indeed, each manufacturer
designs and uses different IoT devices and middleware for
reasons of cost, time but also need. Additionally, many com-
munications technologies like 6LoWPAN, Bluetooth, IEEE
802.15.4, WiFi, ultra-wide bandwidth, adio frequency identi-
fication (RFID) and near-field communication (NFC) are used
to connect IoT systems [47]. This is why creating a single
solution against attacks in IoT networks still remains an open
challenge and many surveys focus on the implementation of
a solution for a specific problem. Anne et al. focused on an
analysis of existing security solutions in relation to vulnera-
bilities related to middleware and network layer in [48]. The
pros and cons of various trust management techniques for IoT
are surveyed in [49]. Researchers discuss Software-Defined
Network (SDN) and Network Function Virtualization (NFV)
based security solutions in IoT environments, comparing them
to traditional security countermeasures in [50].

Finally, a new type of security solution has emerged in re-
cent years: the Light Weight solutions. These are solutions that
respect the characteristics of IoT networks such as memory
or battery constraints. Lightweight encryption algorithms to
improve security in the IoT is identified in [51]. Research is
pushed further by additionally studying works on the two most
important symmetric cryptographic ciphers: stream ciphers



Table II: The different classes of attacks on IoT networks.

Physical Attacks Network Attacks Software Attacks Encryption Attacks

Vulnerabilities exploited
Centered on the hardware
components of the IoT
system and the communi-
cation medium

Based of the vulnerabil-
ities of communications
protocols

Modify or exploit known
vulnerabilities of the soft-
ware code of the IoT de-
vice

Attempt to break the en-
cryption scheme

Examples of attacks

• Jamming Attacks
• Tampering Attacks
• Physical Damage

• Replay Attacks
• Routing Attacks
• Traffic Analysis

Damage
• Spoofing Attacks

• Virus and Worms
• Spyware Attacks
• Trojan Horse

• Side Channel At-
tacks

• Cryptanalysis
Attacks

and block ciphers in [52]. A summary of different kinds of
lightweight cryptographic algorithms that are easy to use for
hardware and software implementations applied in smart home
environment are given in [53].

B. Surveys on Machine Learning Algorithms Applied to IoT
Networks

With machine learning applications in IoT on the rise in
recent years, in-depth analyses have been performed on the
scientific literature to study current tendencies as well as elab-
orate helpful guidelines. Indeed, machine learning algorithms
have improved or solved many open and challenging problems
such as resource control, networking, mobility management
and location in IoT networks.

In [54], the authors principally focus on the existing ML
based solutions for the management resources problems like
power consumption. Mohammad Abu Alsheikh et al. compare
the advantages, disadvantages and complexity of each ML al-
gorithm which has been implemented in several sub-problems
like localization, improvement of quality of service (QoS) or
security, in [55].

In addition, due to the growth in the use of IoT devices
and therefore various problems that this implies like spectrum
management, it has become interesting to integrate cognitive
radios (CR) within them. The need for learning and provide
a review of the application of ML algorithms for CRs is
explained in several surveys [56]–[58]. Deep learning (DL)
algorithms can be used at the physical layer of wireless
communication systems to substitute elements of the con-
ventional communication system and create a new DL-based
architecture [59]. Several applications of using DL have also
emerged as alternative systems such as modulation recognition
and channel decoding are presented in [60]. Moreover, a
comprehensive analysis also centred on DL algorithms in IoT
networks for upper layers has been performed in [61]–[64].

A comprehensive study, covering all layers, on the dif-
ferent machine learning algorithms and not just those based
on deep learning methods is presented in [65]. Indeed, a
profound investigation of the applications of machine learning
is provided according to the problem types, training data
availability, the time cost and the motivation to adopt them.
In addition, each area is clearly divided into multiple sub-
domains like power control, spectrum control and the resource
management. Finally, Machine Learning algorithms can also
make it possible to respond to many challenges related to
the preparation and processing data essential for the proper
functioning of IoT networks. In another survey, the authors
explain the different smart methods that have been put in place
to meet these needs and gives an overview of the application
of machine learning algorithms to the IoT use cases [66].

Table IV provides a summary of the above surveys. These
studies are categorized according to their objectives. Indeed,
the category resource management groups the medium access
control, the power allocation, the signal classification and
the modulation classification problems. ‘Data ’refers to the
aggregation of data and the sorting of data. These papers are
also classified according to the ML paradigms mentioned. ‘DL
’is the equivalent of Deep learning and ‘Other ML ’refers
to all other machine learning algorithms such as supervised
/unsupervised algorithms.

C. Surveys on IoT Security Techniques Based on Machine
Learning on the IoT networks

As seen in the previous sub-section, the use of ML methods
has transformed security systems in IoT in recent years.
Several researchers have conducted surveys on security meth-
ods integrating machine learning on IoT networks to give
a practical guide to existing solutions. These researches are
recapitulated in table V. Four types of attack categories: Denial
of Service (DoS), User to Root (U2R), Remote to Local (R2L),
and Probe/Scan were defined when creating different data sets



Table III: Summary of existing surveys related to IoT Security sorted in chronological order
.

Date Ref Major Contribution(s) Vulnerabilities Attacks Solutions Challenges

2015 [35] Categorization of IoT attacks under four classes and brief
explanation of existing solutions for each category full full partial none

2017 [30] Classification of different attacks on IoT networks according to
4 classes: Physical, Network, Software and Encryption Attack full full none none

2017 [31] Classification of attack according to the layers of IoT architec-
ture full full none none

2018 [26]

Overview of the major existing and upcoming solutions for
IoT security: blockchain based solutions, fog computing based
solutions, machine learning based solutions and edge computing
based solutions

full full full full

2019 [32] Classification of attacks and solutions according to the layers
of IoT architecture full full full partial

2019 [36] Classification of attack according to damage-level and attack-
target for IoT full full partial none

2020 [34] An unique taxonomy of IoT vulnerabilities full full full full

2020 [43] Categorisation of IoT attacks according to the attacker activity
and the targeted OSI layers full full full full

2021 Our work Overview of existing ML-based attacks on the IoT network full full full full

Table IV: Summary of existing surveys related to Machine Learning applied to IoT networks.

Date Ref Major Contribution(s) ML Paradigms Objectives
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2012 [57] Classification of the use of ML algorithms for CR in two main
categories: decision-making and feature classification 7 3 3 7 7 7

2015 [56] A comprehensive survey considering all the learning techniques
that were used in cognitive networks 7 3 3 7 7 7

2016 [54] Classification of future ML applications in wireless networks
according to ML paradigms 7 3 3 7 7 7

2017 [59] Summary of Emerging DL-Based Physical Layer Studies 3 7 3 7 7 7

2017 [60] Investigations of the motivation and limitations of DL ap-
proaches for physical layer 3 7 3 7 7 7

2018 [55] Comparison of strengths and weaknesses of ML algorithms for
wireless networks applications 7 3 3 3 3 3

2018 [63] Taxomomy of DL application in wireless networks. 3 7 3 3 3 3

2018 [66] Overview of the application of machine learning algorithms for
an IoT use case: the smart-city 3 7 7 7 3 7

2019 [61] Review of DL approaches to address emerging issues for
communications and networking 3 7 3 3 3 3

2019 [65] State-of the art application of various application of ML ap-
proaches for IoT network for each layer 3 3 3 3 7 7

2019 [64] Up-to-date survey for DL applications and their pros and cons
in wireless networks 3 3 3 3 3 3

2021 Our work Overview of existing ML-based attacks on the IoT network 3 3 7 7 7 3

1 DL: Deep learning 2 : Groups the supervised and unsupervised algorithms 3 : Refers to medium access control, power allocation, signal classification and modulation classification problems
4 : Groups together all the problems that refer to routing as the choice of the best path 5 : Combines data aggregation and sorting issues

for the detection [67]. Therefore, this classification has been
used in many studies, which is why we have classified the
following studies in the same way. A DoS attack aims to limit
the resources of an IoT device or the network. A U2R attack
grants root access to the attacker while an R2L attack gives
network access to the attacker. The Probe/Scan attack collects
information about network or users. Moreover, the use of
machine learning for security solutions can be employed with
different approaches. We have also categorized the different
works according to them in Table V. The first is misuse-
based technique designed to detect known attacks by using
signatures of those attacks. The second is a technique based on
anomalies: the normal behavior of the system and the network
are known and when an unfamiliar element is traced, an attack
is detected. The last is a hybrid solution that combines misuse

and anomaly detection.
Defence solutions created with the help of machine learning

are investigated by the authors in [68]. One of the points
addressed is the study of the solutions against IoT offloading
(e.g. jamming, flooding, eavesdropping attacks) with machine
learning. They are also studying the different learning-based
IoT malware detection methods in IoT networks. Surveys take
the investigations even further by considering only the Ma-
chine Learning security solutions adapted to the characteristics
of an IoT networks such as the restrictions on computing
resources [69]. Different machine learning techniques and their
applications to address various IoT attacks are explained in
[23], [70]. Additionally, the recent advances in Deep Learning
Methods for IoT Security have been reviewed in-depth [70].

Machine Learning algorithms can also be very useful in



detecting malware at the application layer of IoT systems. The
idea is not new, the survey written by Shabtai et al. in 2009 is
the first of this topic [71]. However, many advancements in this
subject have taken place. Indeed, it is nowadays possible to
hijack the initial function of a security system thanks to attacks
generated using machine learning (evasion attack). Therefore,
[72] takes this vulnerability into account and only deals with
robust malware detection systems in the face of these attacks.

Another efficient way to secure IoT networks can be the
use of network intrusion detection (IDS). These surveillance
systems were initially based on rules/signatures or attack
behaviour specifications. However, generating multiple false
positives, many replacement systems incorporating Machine
Learning algorithms have emerged. As a result, there are
several IDS based on learning and therefore surveys techniques
on this topic. [73]–[75], give a comprehensive overview of
the different machine learning-based IDS, their advantages
and their limitations. Moreover, a comprehensive review of
the datasets that exist to feed these IDSs is provided in [76].
Other investigations are more specific and focus exclusively
on IDSs designed for IoT networks [77]–[79]. They provide
a comprehensive guide and overview of the pros and cons of
each ML-based IDS introduced in the literature. They focus on
the limits of these algorithms applied to the IoT network and
compare each solution according to extremely specific criteria
like its location in the network or its performance.

D. Motivation of this survey

The major contribution of Section II is an overview of exist-
ing surveys on IoT security and the application on ML in IoT
networks. However, there are some important points like the
urgent need to develop solutions against new potential, more
powerful threats based on the increasing integration of ML to
generate smart attacks, that need to be pointed out. Indeed,
due to the pervasive use of IoT in critical infrastructures (e.g.
hospitals, military infrastructures), many sensitive and private
data circulate on IoT networks. In addition, it is extremely
difficult to protect them and develop a unique and hundred
percent reliable security framework due to the high complexity
of such a type of structures and their heterogeneity.

In particular:
• An IoT system is complex and is based on three main

layers which can also be divided into sublayers. Each
contains many attack surfaces and is consequently vul-
nerable. It is difficult for a person to determine all the
attack vectors that exist and those that may be possible
when developing such a framework.

• Most of the time, each IoT network is unique in its
field of application, its functionalities and the sensors
used. Indeed, each manufacturer can develop their own
IoT device and integrate their personal firmware into
it. In addition, there are many communication protocols
available to ensure the connectivity of an IoT network.
This heterogeneity of networks does not facilitate the
establishment of a common solution.

In addition, many Machine Learning algorithms are imple-
mented and used nowadays in IoT networks in order to satisfy
certain challenges like security. However, these advances have
opened the door to new types of attacks. Indeed, machine
learning algorithms themselves have vulnerabilities that can
be exploited by a malicious user [80]. These kinds of attacks,
named adversary machine attacks, aim to target the ML
algorithms of a system in order to alter these initial functions.
We can assume that with the rise in the use of ML algorithms
in IoT, this type of attack in the coming years will continue
to expand. Therefore, it is important to highlight that it is
essential to take into account this threat when setting up
security solutions integrating ML systems.

Finally, if machine learning algorithms can be used to
improve security systems, it is quite possible to think the
latter can be employed for malicious purposes. Indeed many
of attacks still have a lot of deficiencies. Most require an
analysis phase to find the optimal attack strategy, which can be
tedious and demanding in terms of human resources and time.
In addition, this step is most often specific for each victim.
This is the case with traffic analysis attacks, for example
where for each victim the attacker must study the data of
the networks referring to the latter. Additionally, we believe
that many attacks such as jamming attacks, could be easily
automated to focus on more targets while optimizing their
strategies. This is why machine learning algorithms within
attack creation could bring many benefits. In contrast with
the other surveys mentioned above, we are not going to take
the point of view of the defense side but that of an attacker
by showing here the different advantages of creating an attack
with machine learning and the existing work on this subject.

III. MACHINE LEARNING ALGORITHMS AND THEIR
PERFORMANCE

Recently, some smart attacks, namely attacks exploiting and
integrating ML algorithms have started to raise the interest
of the research community. In this section, we will present
the common ML approaches that have been used for creating
intelligent attacks. These attacks are detailed in section V.

These machine learning algorithms can be classified into
three different types: Supervised, Unsupervised and Reinforce-
ment learning. Table VI summarizes the different machine
learning algorithms mentioned below.

A. Machine Learning Algorithms

1) Supervised learning: Supervised learning is one of the
most common machine learning approach, explained in detail
in [81]. Its purpose is to find a mapping function between an
input variable X and an output variable Y based on examples
(input and output pairs) so that:

Y = f(X).

It must create mapping functions to deduce the output
variable Y from a new unknown entry X . To be able to
develop these mapping functions, a supervised algorithm needs
to practice beforehand using labeled data. Supervised learning



Table V: Summary of existing surveys related to IoT security techniques based on Machine Learning.
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2015 [75]
Paper focuses on ML and DM techniques for cyber security,
with an emphasis on the ML/DM methods and their descriptions 3 3 3 3 3 3 3 3 3

2018 [68]
Overview of ML-based solutions against IoT offloading and
malware 3 3 7 7 7 3 3 7 7

2018 [73]
Summary of existing IDS approaches based on ML and their
performances. 3 3 3 3 3 3 3 3 3

2019 [79]
Comparison and evaluation of the various machine learning
contributions for IoT NIDSs 3 3 3 3 3 3 3 3 3

2019 [72] Taxonomy of ML technologies for malware detection. 3 7 3 7 7 3 7 3 7

2020 [69]
Disadvantage and advantages for each ML algorithms for de-
tection systems. 3 3 3 7 7 3 7 3 7

2020 [70]
In-Depth Review of the ML and DL Methods for IoT Security
and their applications for each layer. 3 3 3 3 3 3 3 3 3

2021 Our
work Overview of existing ML-based attacks on the IoT network 3 3 3 3 3 3 7 7 7

1 DL: Deep learning 2 Groups the supervised and unsupervised algorithms 3 DOS: Denial of Service attack 4 U2R: User to Root
5 R2L: Remote to Local

approaches can be grouped into regression and classification
problems.

• Regression: The output of the algorithm corresponds to
a real value such as a price for example.

• Classification: The output of the algorithm corresponds
to a category such as for example the gender of the
population: female or male.

Many supervised algorithms are used to make attacks more
optimal and allow an attacker to avoid solving statistical
analysis problems manually. The supervised algorithms used
to create smarter attacks are listed below.

K-nearest neighbors algorithm (KNN) [82]: Nicknamed
nearest neighbors, K-NN algorithm, is used most of the time
in classification problems, but it can also be applied for
regression problems. In order to classify a new input, the
system finds the K nearest neighbors among the training
data set and retains the most represented category among
these K neighbors. Several methods, detailed in [83], for
calculating the shortest path are used, such as Euclidean
distance, Manhattan distance, or Hamming distance.

Decision Tree Learning (DT) [84]: A decision tree allows
you to break down a set of data into smaller and smaller
subsets to create a decision tree that will include nodes (tests
to be performed), branches (possible values of the test), and
leaves (decisions made). It is built from a set of labeled data
that includes attributes and classes. Many algorithms make it
possible to build these trees. The two best known: IDS3 and
C4.5 invented by Ross Quinlan are correctly described in [85].

Random Forest (RF) [86]: The random forest, as the name
suggests, consists of a large number of individual decision

trees that function as a set. A tree is constructed from a sub-
sample drawn at random from the learning set. Each individual
tree in the random forest predicts a class, and the class with
the most votes becomes the prediction. This technique solves
the high variance estimator problem present in Decision Tree
Learning.

Extra-Tree (ET) [87]: very similar to random forest algo-
rithm, it differs only in the manner of constructing the decision
tree. Indeed, during the conception of the decision tree, the
split to divide the parent node into two random child nodes
is made by a random value in a Extra-Tree Classifier. In a
random forest, the best split is selected to divide the parent
into the two most homogeneous child nodes.

Support Vector Machine (SVM): Introduced for the first
time by Cortes and Vapnik in 1995, the support-vector machine
has recently gained prominence [88]. This concept can be
employed for both classification and regression problems,
although it is more often used for classification issues. The
idea of this algorithm is to find a hyperplane that best divides
the data into n classes. When the data is not linear, and the
hyperplane cannot be traced, a kernel function can be used. A
kernel function transforms non-linear spaces into linear spaces.
Several kernel functions exist, such as Polynomial kernel,
Gaussian kernel, the most common the Gaussian radial basis
function (RBF), and Sigmoid kernel, but it is also possible to
specify custom kernels.

Linear Regression (LR) [89]: This algorithm permits to
discover the relation between variables and forecasting. This
method predicts a dependant variable values (y) based on a
given independent variable (x). The goal is to find a linear



relationship between the input (x) and the output (y).

2) Unsupervised Learning: Unsupervised Learning is
based on non labeled training datasets. The algorithm must
deduce the different patterns or clusters in the training datasets.
Two problems can be distinguished in the unsupervised learn-
ing method.

• Clustering: the goal is to find common features to regroup
data in many categories (cluster). For example, for a
group of people, these criteria can be age or gender.

• Association: Association rules aim to uncover relation-
ships between variables in large databases. For example,
{Bread,Egg} => {Milk}. Here all the customers who
bought bread and eggs also took milk; it is an association
rule.

Above are explained the different unsupervised algorithms
that have been used to create a smarter attack in the section V.
Nevertheless, a more generalized overview of all unsupervised
algorithms can be found in the book [90].

K-means [91]: K-means not to be confused with the K-
nearest neighbors algorithm is based on a clustering problem.
This algorithm aims to regroup in K distinct clusters the
observations of the dataset. To compare the degree of similarity
between the different observations, k-means uses the concept
of dissimilarity distance. Thus, the smaller the distance is
between two data points, the closer they are in similarity, and
vice versa. Euclidean and Manhattan distances are the most
widespread methods in the k-means problem to calculate the
resemblance. The system to choose the right value for K is
explained in [92].

Generative Adversarial Network (GAN): Introduced by
Goodfellow et al. in 2014 , this unsupervised algorithm aims
to generate new synthetic instances of data that can pass
for real data [93]. GAN is composed of two deep networks:
the generator and the discriminator, as show in Figure 2.
Designed as a conventional neural network, the generator takes
a random noise as input and produces new instances from it.
Discriminator receives data from generator and database and
tries to sense if samples are real or if they were generated. A
backpropagation is used to improve network accuracy.

Indeed the generator receives a return on the data which
did not succeed in deceiving the discriminator and the latter a
report on the false sample, which was perceived as real.

3) Reinforcement learning: Unlike the two categories
above, reinforcement learning is not based on massive up-
stream data learning. It is an active learning method. In fact, an
agent immersed in an environment makes decisions on actions
to be carried out according to a current state. The environment
will provide him with a reward in return. The agent’s goal is to
maximize the total rewards over time. Reinforcement learning
is a technique widely used when creating smart attacks. This
method is often used to find the optimal attack strategy in an
unknown environment. This is why we will present here the
main reinforcing algorithms mentioned in this survey. More
information on each algorithm is given in the book [94].
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Figure 2: GAN principles.

Multi armed bandit (MAB): Generally a Multi armed
bandit problem is modeled in the form of a Markov Decision
Process which can be described thus in the form of 5-tuples
〈S,A, P,R, γ〉, where:

• S is a finite set of states s;
• A is a finite set of actions a;
• Pa(s

n, sn+1) is the probability that an action a in state
sn in time n+ 1;

• Ra(s
n, sn+1) is the expected immediate reward received

after transitioning state sn to state sn+1 due to action a;
• γ ∈ [0, 1] is a discount factor.

The main objective of a MDP is to find a policy π that
associates an action with each state π : S → A to maximize
the reward.

Several multi-armed bandit algorithms exist as indicated in
[95]. Here we mention those used to create smarter attacks.
The main problem of multi armed bandit algorithms is to find
a balance between the exploration and exploitation phase. The
ε -greedy algorithm tries to answer this problem by choosing
with a probability of 1 - ε the best-known action (Exploitation)
and by selecting with a probability of ε an unknown action
with a uniform law (Exploration).

Temporal-difference learning - Delayed RL [96]:
Temporal-difference learning is a combination of Monte Carlo
methods and dynamic programs. Like Monte Carlo methods,
Temporal-difference methods can learn directly from raw
experience without a model of the environment’s dynamics
and, like dynamic program, they can update their estimations
based in part on other learned estimates.

Q-learning [97]: This very famous technique in reinforce-
ment learning does not require any initial model of the
environment. The functioning of this algorithm is based on
a Q-table which allows to record for each chosen action its
maximum reward. This is a variant of the Temporal-difference
learning algorithm.

4) Deep-Learning Algorithms: Deep Learning is based on
a network of artificial neurons inspired by the human brain.
A neural network is generally composed of a succession
of layers, each of which takes its inputs from the outputs
of the previous one. Each layer is composed of k neurons



interconnected with that of layer n−1. Multiple deep-learning
architecture exist, we will describe here the two most used
architectures for the creation of intelligent attacks.

Multi-layer perceptron (MLP) [98]: Multi-layer percep-
tron consists of three different types of layers:

• Input layer: composed of several neurons, its goal is to
present the data to the first hidden layer, it is a passive
layer.

• Hidden layer: the multi-layer perceptron algorithm re-
quires at least one hidden layer. These latter are located
between the input and output layers where artificial
neurons take in a set of weighted inputs and produce
an output through an activation function.

• Output layer: corresponds to the last layer of the multi-
layer perceptron algorithm. It is composed by one neuron
which gives the final prediction.

They are often applied to supervised learning problems and
permit to resolve non linear problems.

Conventional neural networks (CNN): Conventional
neural networks are very similar to the multilayer perceptron
algorithm, but it also has a convolutional layer based on
convolutional filtering and a pooling layer. The first element
is the heart of the Conventional neural networks. Indeed, this
layer seeks to identify the presence of a pattern in order to
adjust the parameters as quickly and as efficiently as possible.
The pooling layer makes it possible to reduce the size of the
data in order to keep only the most essential elements and thus
limit the risk of over-learning.

B. Model Assessment and Selection

The performance of a machine learning model can be as-
sessed thanks to various tools implemented by the community
a few years ago. Many effective methods to estimate the
reliability of a machine learning algorithm and to select the
optimal parameters for its operation exist. In this part, we
will only discuss the metrics that were used in the articles
mentioned in section V, therefore this list is not exhaustive.
The standard and basic metric employed in the academic
literature is accuracy. It has the following definition:

accuracy =
Number of correct predictions

Total number of predictions

For binary classification, accuracy can also be calculated in
terms of positives and negatives as follows:

accuracy =
TP + TN

TP + TN + FP + FN

where:

• TP is a True Positive ; model correctly predicted the
positive class.

• FP is a False Positive; model incorrectly predicted the
negative class.

• FN is a False Negative; model incorrectly predicts the
negative class

• TN is a True Positive; model correctly predicts the
negative class

In some specific cases, the accuracy may be too low an
indicator to prove the performance of an algorithm. This can be
the example when we work on a dataset with over-represented
class. This is why the metric precision, formulated below, can
be used:

precision =
TP

TP + FP

Precision is the ratio of correctly predicted positive obser-
vations to the total predicted positive observations. Thereby,
compared to the accuracy metric, the precision metric is more
efficient when we have inbalanced dataset.

More advanced metrics have also been considered in recent
years as mentioned by Y. Reich and S.V Barai in [99]. k-fold
cross-validation, a cross-validation method, is one of the most
used in the articles listed below [100]. This basic and widely
used approach is one of the least biased and permits to provide
an estimator of the performance of the metric explained
below. Before executing a machine learning algorithm, the
common usage is to divide the data set into three subsets:
the training data set, the validation data set, and the test data
set. Nonetheless, this process can cause an overestimation or
an underestimation of the results obtained. The k-fold cross-
validation aims to answer this problem by dividing the original
dataset D into k mutually exclusive subsets D1, D2, ..., Dk of
approximately equal sizes. The cross-validated estimate of the
prediction error, CV (D), is given as:

CV (D) =
1

K

K∑
i=1

L
(
yi, f−k(xi)

)
where f−k is the model trained without the kth subset of the

learning set, and fk(xi) is the predicted value for the real class
label yi, of case xi, which is an element of the kth subset.
L
(
yi, f−k(xi)

)
represents the loss function that quantifies the

estimation error.

C. Discussion

In this section we present the most promising Machine
learning algorithms in IoT attacks with their benefits, disad-
vantages and applications. Other machine learning algorithms
as well as other models assessment exist. However, we here
focused on those employed in the academic literature to
develop cyberattacks on IoT networks.

We can notice that each type of machine learning approach
has a specific area of application. Indeed, supervised algo-
rithms are employed to analyze information and therefore to
infer data such as an encryption key, while reinforcement
learning methods make it possible to deduce an optimal attack
strategy. However, most of these algorithms still have many
weaknesses such as a demand for significant energy and
computing resources. Methods to resolve these issues are in



Table VI: Machine Learning algorithms exploited for generating smart attacks.

Algorithm Paradigms Advantages Disadvantages Application in Attack

K-NN

• Intuitive and Simple.
• Versatile: different distance criteria.
• Classification and Regression use.

• Curse of Dimensionality.
• Slow algorithm.
• Need homogeneous features.

DT
• Requires little data preprocessing.
• Work with numerical and categorical features.

• Instability.
• Complexity.

RF

• Solve the high variance estimator problem of Decision
tree.

• Classification and Regression use.

• High computational costs.
• Predictions are slower. Deduce IoT information like activities or sensitive data

ET Supervised

• Higher performance in presence of noisy features than
RT.

• Lower cost than RT.
• Predictions are slower.

SVM

• Effective in high dimensional spaces.
• Versatile: different Kernel functions.
• High Accuracy.
• Works well on smaller cleaner datasets

• Training time with SVMs can be high.
• Less effective on noisier datasets.
• Isn’t suited to larger datasets.

LR
• Easier to implement, interpret and very efficient to train.
• Small number of hyperparameters.

• Based on Assumption of linearity.
• Very sensitive to anomalies in the dataset. Generate false data injection

K-means Unsupervised
• Easy to understand and implement.
• Applicable to large data.

• Find the optimal parameter k.
• Dependent on initial values.
• Less effective on noisier datasets. Deduce the frame activities in the network

GAN
• Produces very realistic data.
• No Markov chain Monte Carlo needed.

• Unstable to train.
• Huge computation. Generate false data to deceive a IoT network or machine

learning algorithm.

MAB
• Online algorithm.
• No need prior information.

• Converging on the right solution can be slow.
• The learning process must start again when the envi-

ronmental changes.

Temporal-Difference
Learning Reinforcement

• Not require a model of the environment.
• Online algorithm.

• Less stable than Q-learning.
• May converge to the wrong solution. Carry out an attack without prior information on the victim

Q-Learning
• Not need to know the transition probability matrix. • Behave poorly in some stochastic environments.

MLP Deep Learning
• Learns nonlinear models.
• possesses back propagation. • Large amount of computation in the training phase.

Deduces IoT information like activities or sensitive data

CNN
• Reduces risk of over-learning.
• Very good feature extractors.

progress, we will identify them in more detail for each type
of attack in sections V-VIII.

IV. ADVANTAGES AND EXPLOITATIONS OF ML-BASED
ATTACKS

In this section, an overview of the advantages of ML-based
attacks is given. From this analysis, we categorize the existing
attacks according to the type of machine learning. Following
this classification, a pattern emerges and we can see that each
type of machine learning algorithm is used for very specific
motivations.

A. Advantages of ML-based attacks

With the advance of machine learning over the past few
years, many areas have known an evolution in terms of
innovation and automation. Thereby, many means of detection
and countermeasures have been developed in the field of
cybersecurity. Unfortunately, the growth of machine learning is
also a double-edged sword. Indeed the latter has become more
and more affordable in recent years thanks to the development
of tools like Tensorflow or OpenAI Gym, allowing easy
implementation of algorithms [4], [101]. In addition, machines
have become increasingly powerful and accessible on the
market, so it has become easy for a person to use machine
learning algorithms for malicious purposes.

There exist three types of possible changes in the threat
landscape with the use of machine learning according to [102]:

• The expansion of existing attacks. The goal is to
improve certain aspects of current attacks, such as the
speed of execution, reactivity, or automation of tasks that
require human intervention.

• The introduction of new threats. The exploitation of
particular vulnerabilities was not feasible before the ar-
rival of machine learning because it required many human
resources. Besides, the introduction of machine learning
into the new means of detection has made it possible
to create new vulnerabilities with adversarial machine
learning attacks. Indeed, machine learning algorithms
themselves present vulnerabilities, so by integrating them
into the security systems new attack vectors are created
in networks. These flaws can be exploited through adver-
sarial machine learning attack.

• Change of the typical character of threats Through
the use of machine learning, an attack that has been until
now specific for an IoT device on a particular type of
network can become more widespread. Indeed, nowadays
the attackers are often forced to make a compromise
between the number of targets and the effectiveness of
their attack due to a lack of time. Most of the time, they
abandon the fact of having an optimal strategy in order
to aim more targets and consequently increase their rate
of success. However, the arrival of machine learning in



certain attacks could automate them more easily, thus
making it possible to target more people with greater
frequency. We think that the typical character of threats
will change in a few distinct ways. Indeed, today, specific
attacks may be generalized in the near future.

The malicious use of machine learning can be classified
according to different aspects like the level of risk generated,
the type of algorithm used or the level of ML’s intelligence.

The primary purpose of using machine learning from an
attacker’s point of view is to best respond to the characteristics
of an attack on an IoT network. Based on a comparative
analysis of different attacks targeting existing communication
protocols, we have identified some specificities common to
these as follows:

• Undetectable and untraceable: The faster an attack, the
less it is recognizable by a detection means and thus
allows the attacker to replay it several times without being
countered from the first attempt, or both.

• Proactive: An effective attack must foresee the behaviour
of the victims to be able to determine the optimal strategy
to put in place beforehand.

• Frugal: A perfect attack must consume few resources
(e.g. memory, energy) so that it is the least expensive
possible to set up and achievable by everyone.

• Adaptive: The attack can be adapted according to the
attack environment, such as the type of protocol, the
network topology, or the kind of IoT device. An assault
must also be able to attack one or more targets at the
same time without requiring many changes.

• Autonomous: The objective is to avoid the maximum
interaction with the human factor during its execution to
avoid false manipulations, for example, and therefore, to
be easily detected.

• Robust: Ideally, an attack should not be spotted and
stopped by a known method of detection or countermea-
sure. During the conception of the latter, it must also be
tested against protective means.

• Rapid spread: If the goal is to assault all the devices in
the IoT network, this propagation must be done quickly
in order to limit the detection of the latter. For this, it
is possible to draw inspiration from the epidemic theory
generally used to propagate code updates or sensitive in-
formation in wireless sensor networks. Several strategies
exist such as the pull based epidemic algorithms, the push
based epidemic algorithms and the combination of the
two: the pull–push based epidemic algorithm [103].

• Little knowledge: A perfect attack should require very
little basic knowledge in order to limit eavesdropping,
upstream, on a network. It thus avoids being spotted
before even leading the attack. The attacker must quickly
learn the main features and components of the attack
environment.

Due to the development of intelligent detection means [104]
and the resistance of new protocols against conventional at-

tacks, assailants are forced to increasingly create smart attacks
to best respond to the characteristics mentioned above.

B. Exploitation of ML for generating IoT attacks

For all of these reasons, the integration of machine learning
in the field of cyberattacks has become a new and open subject
in the literature. The use of this technology could simplify
certain phases when creating an attack like decision making
or victim analysis. Consequently, in order to better answer and
explain what ML brings to the creation of an attack we have
established a taxonomy composed of three main categories
each divided into several part, as we can see in Fig 3.

1) Classification Description: For this classification we
relied on the type of machine learning algorithm used to
create smart attacks. Each category has been divided according
to the intended security objective: Confidentiality, Integrity
and Availability. Confidentiality regroups all attacks allowing
access to personal information or to a system without prior
authorization. Integrity attacks also operate in a similar fashion
without authorization, however this time attempting to modify
information instead (data, network configuration ...). Avail-
ability attacks refer to all threats that allow a system to be
taken out of service for authorized users. For each category,
different examples of attacks are given. Moreover, by relying
on this classification we were able to represent the implication
of the attacker for each attack: Passive or Active. Most of the
time passive attacks targets the confidentiality of a system.
This kind of attack involves no interaction with the attacker
and the target system and does not affect its function. On
the other hand, active attacks, have a direct impact on the
system, requiring the attackers full investment. Most often,
these attacks target the integrity and availability of data or
systems.

2) Exploitation of Machine Learning algorithms: Based on
this classification, a pattern emerges and we can see that each
type of machine learning algorithm is used for very specific
motivations, as we can observe in Fig 3:

• Data analysis: One of the primary reasons for choosing
to use ML algorithms in creating attacks is to facilitate
data analysis and decision making. Indeed in some at-
tacks, this phase is often costly in terms of time and
human resources and most of the time allows only one
victim to be targeted at a time. The use of machine
learning could make it possible to automate this phase
and therefore save many resources. In these categories,
two sub-objectives can be cited: the deduction of cryp-
tography information like password and the selection
of the most valuable target. Indeed, analyzing the data
circulating on an IoT network or even certain information
depending on an IoT device such as the energy it con-
sumes, can lead an attacker to guess the cryptography
keys. This is the case for side channel attack, where
an attacker aims at extracting cryptographic information
from an IoT device, through measurement and analysis
of physical parameters [42].



Figure 3: The different exploitation of ML into attack generation, Colors indicate the implication of the attacker : Passive
attacks, Active attacks
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The other goal of data analysis is the selection of the most
important target on the IoT network and the best time
to attack. By analyzing the traffic of the IoT network,
we can deduce several pieces of information such as the
frequency of use of an IoT device, its type and even the
habits of users. This type of passive attack is called traffic
analysis attack [39]. In certain cases, if the data is not
encrypted the attacker can analysis and re-structure the
information of the network.

Supervised algorithms and more particularly classifica-
tions algorithm are often used for the data analysis. This
method can be a huge help for the attacker because he can
carry attacks more easily and quickly on several victims.
However, for the moment the most of these attacks need
a long preparation phase during their first use. Indeed in
order to deduce certain information such as device type,
it is necessary to train classification algorithms with a lot
of data from various sources. Therefore, first the attacker
must listen to, record and process the data of several IoT
networks in order to design the envisioned attack.

• Behavioral deduction: Machine learning algorithms
can also help analyze the behavior of an IoT network.
Indeed, the development of an attack with ML can
contribute to deduce the behavior of a victim in order to
automate attack or to pretend to be a legal IoT device.
By analysing the behavior of an IoT network, an attacker
is capable of deduce the strategy and select the best
moment of attack and the best parameters in order to be
the least detectable possible. This information is very
useful during active attacks, which directly disrupt the
network such as during a jamming attack [38]. The
aim of this attack is to voluntary interfere the signal
transmission to disrupt or prevent it. So in this case,
to be as much undetectable as possible the attacker
must have the same network parameters of the victim,

therefore the fast acquiring of information about it, is
essential. The use of ML becomes an important assistant
because, by trying several configurations in an intelligent
way, it will allow the attacker to create an attack strategy
easily and save a lot of time.

Moreover, the use of ML in creation of attack is more
important when the dynamic environment modifies con-
figuration quickly. Indeed, the study of the behavior
being automated and faster, the attacker does not waste
time developing a strategy as soon as a parameter of
the environment changes. This method is not negligible
because it can make it possible to avoid many decision
errors and consequently reduces the probability of being
detected. Inferring the functioning of an IoT network
can also allow an attacker to copy the behavior of a
legitimate node in IoT network. In this case the attacker
can simply listen to the conversation or have a direct
action on the network as sending false data. In the same
way as for the first sub-objective; automating the behavior
deduction allows an attacker to be less quickly detectable
when the network configuration changes. It also makes
it possible to react more quickly. In this category, we
can find cloning, spoofing or Man-in-the-Middle attack.
These different attacks intend to impersonate another IoT
device by copying its behavior to gain access to private
information or the entire networks.

This objective is often done using Reinforcement Learn-
ing algorithms where the ML algorithm will determine
the behavior and configuration of a network via a reward
system. Therefore, it requires very little information and
preparation (collecting data, sorting data, etc...) compared
to and machine learning classification algorithms.

• Data production: Another benefit of integrating Machine
Learning into attacks is the data creation. Indeed, many



attacks in IoT systems rely on the creation of data in order
to severely compromise their behavior. In this category,
several sub-goals are present like the creation of content
or the alteration of data. These two categories are in fact
very similar but it differs in the fact that for the first, the
attacker creates new information in order to deceive the
IoT network while in the second the attacker modifies
an existing data. Creating data can be very risky for an
attacker because the data must be comparable to existing
data so as not to alert defense systems. Some machine
learning algorithms like GANs permit data generation.
They automate the production of data and therefore the
creation of attacks based on it. This action diminishes
the probability of being detected because by generating
the data automatically, we limit the error rate related to
humans (e.g. calculation or inattention errors).

In this class, we can list the fake injection data attack
where an attacker attempts to trick the system into making
the wrong decision by injecting false data. Data creation
can also help attacker to force security systems like
password. Indeed, one of the most famous attacks to
force passwords on IoT networks are brute force attacks
[105]. This type of attack is based on the creation of
a dictionary gathering the most popular and probable
passwords and based on this the attacker tests all the
possibilities. The creation of the dictionary is a long and
boring step. But with the help of machine learning, the
attacker must generate easily and quickly new patterns
on dictionary. The other purpose is to modify the exiting
data. In this case, an attacker intercepts the data to modify
it in a certain way and reinjects it in order to disrupt
the functioning of the network. ML applied for replay
attacks can be used for this specific case [106]. Indeed,
the latter aims to maliciously repeat a transmission which
has intercepted and altering. This attack can lead to
network overload or identity theft. Like for the creation
of new data, the alteration must be less undetectable
than possible. The use of machine learning algorithms
therefore makes it possible to limit human errors.

For this category, the most used machine learning al-
gorithm is the Generative Algorithm Network (GAN).
This type of algorithm first requires the creation of a
dataset. Therefore, before creating an attack, the attacker
must first listen to the network for a while. In this
class, we can list the fake injections. The latter aims to
maliciously repeat a transmission which has intercepted
or to generate new ones from it. This attack can lead to
network overload or identity theft.

• Behavioral diversion: One of the latest motivation for
integrating machine learning algorithms into attacks is
to modify the behavior of a system in an IoT network.
This last category mainly covers attacks of the adversarial
machine type. This type of attack is not specific to IoT
networks because it targets machine learning algorithms.
Nevertheless, this new technology is increasingly used in

the field of IoT allowing to solve many complex problems
such as signal/traffic classification, resource management
or security [107].

This growing application has given rise to new attack
vectors within IoT networks. The goal of an adversarial
machine learning attack is to deceive the machine learn-
ing algorithm by modifying the training data or intro-
ducing maliciously designed data. These modifications
are mostly invisible to humans, but have a significantly
impact the decisions made by algorithms. By falsifying
the data, it becomes easy to force them to make decisions
that will modify the initial behaviour of the IoT device
and which generate new flaws or new threats. Three types
of adversarial attacks can be listed according to their
process: the causative attack, the evasion attack and the
exploratory attack [80]. The first, also known as poisoning
attack, focuses during the learning phase, and aims to
reduce the reliability of the learning process by corrupting
the data (by changing the label for example). During the
exploratory attack, the attacker attempts to infer how the
machine learning algorithms operate (e.g. the output and
input of the algorithm). After such an attack it is possible
for an opponent to proceed to an evasion attack where the
main goal is to provide false input which will result in
an incorrect output (e.g. label).

There are several main use cases of machine learning for
creating attacks. One of the primary purposes of this use may
be to help choose and target the victim. Indeed, several attacks
need a precise and complete preparation phase. The ability of
machine learning to interpret patterns in a large amount of data
can be used to prepare and find the ideal target. The second
objective can help automate attacks. In fact, the behavior of a
network is not fixed over time and can change. The ability of
a machine learning algorithm to react and process information
quickly reduces the chances of an attacker being detected
during this adaptation phase. The use of ML for the creation of
attack can also allow the attacker to remain hidden. Indeed, the
ability of ML to create new data very similar to existing data
can allow an attacker to remain undetectable and effective.

C. Lessons Learned

In this section, we discuss promising ML algorithms in the
field of attacks on IoT networks. Indeed, this technology can
provide excellent assistance to the attacker.

• They mainly reduce the chances of being detected by
being as proactive as possible and autonomous.

• They allow to be more and more adaptive. An attacker
will not necessarily need to create different attacks for
each communication protocol if the attack itself deduces
its strategy according to the behavior of the network.

• They require little network knowledge from the attacker
if the analysis is done by machine learning algorithms.

One of the main obstacles to creating attacks based on machine
learning could be the induced cost by these algorithms (e.g.
computation, energy). However, it is possible to design these



algorithms outside of IoT networks and store them on server-
less platforms [108]. This system could be suitable for passive
attacks based on data analysis such as cryptanalysis attacks.
Moreover, it is possible to integrate simple machine learning
algorithms in IoT networks. For instance, a reinforcement
learning method can be integrated on resource-constrained
devices, in order to derive the optimal communication channel
[109]. Finally, as federated learning and machine learning
platforms are becoming more and more accessible, the use
of such advances by attackers will obviously increase.

This is why it is urgent to start studying them and gain
insight into the attacks that already exist.

V. SMART ATTACKS BASED ON DATA ANALYSIS

In this section we will detail smart attacks, namely attacks
relying on machine learning approaches. In particular, we
identify attacks using machine learning algorithms in order to
perform automatic data analysis and hence acquire information
on the network. Several published works relating to two types
of attacks that we explain in more detail just below have been
carried out. For every kind of attack, we first define the attack,
its objectives and its consequences. Then, we explain the type
of learning approach that has been integrated for generating a
smart attack.

We introduce alternative methods to counter them before
eventually providing an overview of future feasible research
in this area. The identified works are briefly summarized at
the end of each subsection in a table according to diverse
characteristics such as the algorithm used.

A. Privacy Attacks

1) Machine learning-based privacy attacks: The exponen-
tial growth in the number of connected objects in many areas
in recent years has largely favored privacy threats. In [110],
the authors classify the privacy threats in five categories.

• Identification: The objective is to link personal digital
data such as a nickname or a telephone number to a
natural person.

• Localization and Tracking: The goal is to locate in time
and space a physical person or a device.

• Profiling: Here, an attacker collects numerous data from
several sources to infer information about the target (e.g.
behavior, habits).

• Privacy-violating Interaction and Inventory Attack:
This corresponds to the transmission of sensitive infor-
mation obtained without consent on public media (e.g.
web, newspapers).

• Linkage: By crossing data from several sources together,
the attacker seeks to infer relevant information that was
previously unavailable.

This type of threat can have serious consequences such
as the physical intrusion of a person into an environment (a
military base), blackmail or carry out active attacks such as
jamming or spoofing. The advance of Ml method has made
traffic fingerprinting attack one of the most popular privacy
attacks. This attack is so named because it aims to define

patterns (fingerprints) from data in order to identify with high
probability the network protocols, operating systems, hardware
devices, software, among others. Applied to the IoT domain,
the concept is as follows: an attacker listens to traffic on the
IoT networks in order to guess what type of Iot device is used
and to deduce information such as the type of protocol used
or the activities and habits of an user.

Many researches integrating machine learning in this type of
attack are in development on this subject nowadays. Indeed,
sorting or correlating data are sometimes tedious and long
tasks for an attacker. However, thanks to a machine learning
algorithm to classify this data, the attack can become much
faster and easier to execute. During our research on this
subject, and to the best of our knowledge, only two levels of
network protection have been tested to carry out this type of
attack: an encrypted network and an encrypted network using
additional protection means such as Virtual Private Network
(VPN) or proxies. We therefore sorted the papers relating to
fingerprinting attacks using machine learning according to the
level of protection installed on the networks tested.

• Level of protection 1: Encrypted data
The first test environment is a protected wireless network,
which means that an authentication protection or data
encryption mechanism is used. This can be the standard
WPA2 protocol in the case of WiFi for example [111].

The correlation between the events of IoT devices (on
/ off) and network activity are demonstrated in [112]
by the authors. They confirmed their hypothesis on the
two most common IoT devices of 2016: a thermostat,
“Nest Thermostat,” and a “Nest Protect” smoke and
carbon dioxide detector. They were able to determine
the change of state between two thermostat modes at
88% accuracy. In other work, the authors prove that it is
possible to recognize and identify 21 unique IoT devices
present on a campus thanks to the use of the Random
Forest algorithm [113]. To achieve this, they relied on 13
different characteristics, such as sleep time or the average
packet size for each device. To validate the efficiency
of their classifier, they used the 10-fold cross-validation
method and obtained a high accuracy of 97%. They
also achieve 95% reliability during independent testing.
Thanks to these results, they were able to prove that it
was possible to determine the type of IoT device on an
encrypted network.

These two previous hypotheses were further used to take
into account fully encrypted data [114]. Therefore, as the
attacker can only rely on the packet headers (metadata),
the sole payload does not allow finding new features
available that would identify a device (e.g. traffic vol-
ume). Five other classification algorithms are compared:
K-nearest Neighbors, Support Vector Machine, Random
Forest, Adaboost and Extra-Trees to improve attack per-
formance. They find a significant increase in an average
accuracy of 18.5% with the AB learning model and an
execution acceleration rate of 18.39 times with the K-NN



algorithm compared to the random algorithm forest used
in [114].
It has been demonstrated that a simple classification
algorithm can help deduce the type of device easily, thus
proving that each change of activity of an IoT device
(switch on / off) can be correlated with a change in
traffic rate [115]. To be able to guess which device a user
has, they use a K-NN (3-nearest-neighbors) classification
algorithm with the traffic volume of each device as input.
By validating the reliability of their algorithm thanks to
10-fold stratified cross-validation, an accuracy of 95%
was obtained.
Similar works have been done, where the authors set up a
two-stage classification in [116]. The first is to recognize
the type of device, and the second is its state. They test
their algorithm with data based on a real environment
that takes into account IoT and non-IoT devices. For the
first objective, they evaluate the performance of three
classification algorithms: K-NN, Decision Tree (DT),
and Random Forest (RF). They get better results (92%
accuracy) for K-NN, but it takes longer to run (5 to 13
times). The second point is achieved thanks to the help of
two types of algorithms DT and RF, which obtain similar
performances (97% accuracy).
Fingerprinting attacks have also been studied, by taking
into account several types of IoT devices operating on
several different protocols (e.g. Bluetooth Low Energy,
WiFi, ZigBee) [117]. Not only is it possible to guess what
type of IoT device is used in a given environment, but also
the activity of the device (on / off) can be identified. Thus,
using a machine learning algorithm can help deduce the
activity of a person in an environment (e.g. presence in
a room of a house).
To solve this problem, a new attack was proposed: ‘multi-
stage privacy attack’, which is divided into four stages
dependent on each other. The first phase is the distinction
of the type of IoT device used in the environment thanks
to a K-NN algorithm. The next step is the distinction of
the transition state. For this, a compromised characteristic
vector of three variables is extracted: the average length
of the packets, the average time between arrivals, the
median absolute deviation of the size of the packets. Two
supervised learning algorithms are also applied: the Ran-
dom Forest classifier and the K-Nearest Neighbors (K-
NN) classifier. These two types of algorithms have similar
performances, the accuracy rate is around 90%. The third
step is the decision on the state of the device (activated
or deactivated) with a random forest classification. The
authors obtained an accuracy of 92% in detecting the state
of the device. The final step is to infer user activity in
the smart home by observing the state of all devices with
an unsupervised Hidden Markov model (HMM). They
deduce that an attacker can know the activity of a resident
of a smart home to 95%. So here the authors automate
the IoT device detection thanks to machine learning and

uses HMM in order to guess the actions and activities of
a person.

• Level of protection 2: Encrypted data and defense
methods
Many techniques to counter privacy attacks have been
implemented in recent years, such as the use of Virtual
Private Network (VPN) or Network Address and Port
Translation (NAPT). To best respond to reality, new
research on privacy attack in a network protected by
encryption and transformed by a network gateway has
been tested.

One of the first investigations was that of Dong et al. in
which the latter sought to guess the type of IoT device in
an encrypted network protected by a VPN and a NAPT.
Due to this environment, researchers had to restrict the
number of data to identify a device [118]. In fact, unlike
the work carried out in [115], the data containing the
domain name in DNS response and the destination IP can
no longer be used. As there is a dependency between the
packets according to the operating states, the authors set
up a short-term memory neuron network (LSTM-RNN)
to determine the type of a device. Their final classification
has for reliability a result of 92% on an encrypted system
using a VPN or NATP.

A study on information leaks from a network that may
be useful for conducting fingerprinting attacks is provided
in [119]. Their analysis covers 81 IoT devices deployed
on two different continents and on data collected during
different phases, such as when IoT devices are started
up interactions and the device inactivity phase. After a
study of the data obtained and thanks to a classification
algorithm (Random Forests), they obtain that it is possible
to guess the activity of IoT devices even on a network
that uses protection means such as VPN.

In [120], the authors have the same objectives as [117] but
develop a new attack more resistant to detection methods
and countermeasures such as traffic shaping. For this, the
authors have created a ’Ping-Pong’ tool, which makes it
possible to automate the collection of data and to deduce
the type of activity of a device. This new technique is
called ping-pong because, during their data analysis, the
authors noticed that before each event, an event packet of
predictable length was sent. It corresponds to a request
packet from the device or the server (Ping) and a reply
packet back to the device/server (Pong). In most cases, the
length of the packets is different depending on the type
of device, so it can be used to infer the type of device
and its activity. Ping pong has two components: Training
and Detection. The first one automates data collection by
collecting, filtering, and then sorting it using a supervised
learning algorithm: DBSCAN. The purpose of this step is
to create a list that contains signatures. The second phase
detects the type of device by matching a network trace
with a signature contained in the file. Using this method,
they can guess the device category at 97% over a secure



network.

The researches above have shown that it is possible to improve
fingerprinting attacks through the use of machine learning al-
gorithms. This makes it possible to considerably reduce human
analysis while increasing the rate of precision of attacks. In
Table VII we summarize the most representative papers for
privacy attacks exploiting machine learning approaches.

2) Countermeasures: Due to its passive nature (the as-
sailant does not need to modify the transmission), the traffic
fingerprinting attack is very complex to detect. However, there
are a few strategies to mitigate this type of attack, such as
blocking traffic, tunneling traffic, or traffic shaping. Blocking
traffic is a relatively naive method that consists of using a
firewall that prevents specific flows from leaving the local
network. However, this method quickly becomes unusable
when IoT devices need to collaborate with cloud services. The
second is to route all network traffic through a proxy or VPN
to mask the destination IP address of the traffic. Thus the
attacker has less sensitive information and has more difficulty
in separating the traffic. However, as seen above, new means
make it possible to identify a device despite the use of a VPN.
The traffic shaping strategy remains the most reliable these
days, but it is known to limit network performance by adding
processing overhead. Another approach is to inject false data
to generate false activity.

3) Challenges in ML-based Privacy Attacks: This type of
attack is still an open subject of research and includes many
areas for improvement such as:

• Network diversity: Most of the attacks presented above
are not tested on any large network which would take into
account IoT and non-IoT devices using many protocols
(e.g. WiFi, BLE, ZigBee).

• Multi-user vs. single user: All of the above work
enabling the deduction of a person’s activity in an envi-
ronment using implanted IoT devices is only tested with
one user. However, it is often likely that an environment
has multiple users; for example, a smart home can
be controlled by numerous residents. Ignoring that an
environment can have multiple users can lead to many
false positive or negative during an machine learning-
based fingerprinting network attack.

• Local vs. remote control: Much research has been done
by listening to the network locally. This configuration,
therefore, does not correspond to reality because an
attacker needs to infiltrate beforehand on the system.

• Requires basic knowledge of the attack environment:
Using supervised classification algorithms requires train-
ing and testing them upstream. However, this means
having a basic knowledge of the IoT devices installed
in the environment to be attacked or having a database
that is regularly updated with all the traffic characteristics
of the IoT devices existing on the market. One of the
future works could be to reduce this need for necessary
knowledge before carrying out an attack. In addition,

autonomous collection and sorting systems could be
envisaged.

• Accuracy vs Learning speed: The algorithms used to
carry out these types of attacks provide new solutions to
improve the precision of the attack or its speed. Nowa-
days an attacker still has to choose between these two
parameters to lead an attack. A future line of improve-
ment could be to take into account its two parameters
jointly to carry out an fingerprinting attack.

B. Side Channel Attacks

1) ML-based Side Channel Attacks: With the optimization
of micro-controllers (MCUs) in recent years, an increasing
number of IoT devices has entered our lives. These equipments
collect and propagate many sensitive, personal and private
data. To satisfy the need for confidentiality, cryptography
algorithms such as AES or 3DES have been implemented
within micro-controllers [121]. Their objective is to cypher the
information transmitted, often using a key, in such a way that
only the receiver can read it. However, devices are for most of
the time vulnerable to a cryptography attack known as a side-
channel attack. This threat aims to deduce sensitive data by
exploiting information leakage from the physical implemen-
tations of cryptographic algorithms. Analyses can be based
on execution time, power consumption or electromagnetic
emissions, light emissions or cache behaviour of a program.

This attack threatens the privacy of IoT device users and
can have serious consequences in certain areas where data
must remain private such as the medical or military sectors.
Besides, many manufacturers like Philips use these algorithms
to encrypt and authenticate each new firmware update on an
IoT device. Through the use of a side channel attack, an
attacker can discover cryptographic primitives, thereby pro-
viding them the opportunity to inject valid malicious updates
[122]. This kind of attack, therefore, has consequences on the
confidentiality of data but can also lead to more serious results
such as a denial of service.

Two classes of side channel attack can be distinguished:
• The first is the profiling side-channel attack, which is

currently the most widespread and the most used. The
attacker possesses a device similar to the target device to
collect information like executions traces and elaborates
its strategies in advance. A profiling side-channel attack
proceeds in two stages. The first called profiling phase
consists of analyzing leaks on a model, and the second,
attack phase, exploits these latter on the target to extract
the information-dependent key. Many profiling attack
approaches have been introduced in the literature, such as
the Attack Templates and its alternative Stochastic Model
(also called Linear Regression Analysis) [123].

• The second category is non-profiling side-channel at-
tack. The attacker does not have access to a similar de-
vice and must focus only on exploitable physical leakages
of the target. The Differential Power Analysis (DPA),
the Correlation Power Analysis (CPA), and the Mutual



Table VII: Privacy attacks with ML.

Ref Date Protection level Heterogeneous networks ML Algorithms Remarks

[113] 2017 Data encrypted Yes RF Distinguish IoT from non-IoT traffic and recognize 21 unique IoT devices.

[114] 2019 Data encrypted Yes K-NN, SVM, RF, AD, ET Compare five classification algorithms and conclude that Adaboost (AD)
has the best accuracy

[115] 2017 Data encrypted No K-NN Device and Activity identification

[116] 2019 Data encrypted Yes DT,RF,K-NN Set up a 2-stage classification in a real environment.

[117] 2018 Data encrypted No K-NN, RF, HMM Deduce the actions and activities of a person. Take into account several
protocols: Bluetooth, Wifi, ZigBee.

[118] 2019 Data encrypted and
defense methods Yes LSTM-RNN Realistic network environment, where common techniques like NAPT and

VPN are enabled.

[120] 2019 Data encrypted and
defense methods Yes DBSCAN Automatically extract packet-level signatures and infer the type of IoT

device

[119] 2019 Data encrypted and
defense methods No RF Study on 81 different IoT devices.

Information Analysis (MIA) are methods for the non-
profiling side-channel attacks [124]–[126].

However, the collection and the statistical analysis of data
are very tedious tasks for attackers and can easily be turned
into a classification problem. This is why new and more
effective attacks are developed thanks to the use of machine
learning. In the course of our research, we have seen that three
different approaches had been studied: the use of supervised
algorithms of relatively simple classification such as Random
Forest or SVM, the use of the multi-layer perceptron algorithm
and the use of the conventional neural network. All the studies
identified relate to power analysis.

• Side-Channel Attack and Classification Algorithms
Many side-channel attacks based on conventional ma-
chine learning classification algorithms have been devel-
oped over the past decade. Indeed, it is possible to infer
the 16 bytes of an AES-128 key by using a Random
Forest algorithm as shown by the authors in [127]. This
method dramatically outperforms the Template Attack
method. The bytes of a secret key of a symmetric 3DES
encryption and asymmetric RSA-512 encryption were
identified with the help of Random Forest and SVM
algorithm [128]. This kind of attack is more effective
compared to a Template Attack when only a few traces
of energy consumption are available. These results are
also attested by deducing the 3DES key using a random
forest algorithm [129].

Complementary work was also carried out with a study
of the conditions under which attacks based on machine
learning can overcome the Attack template [130]. Their
studies focus on the curve of the dimensionality problem.
This problem, identified for the first time by Richard
Bellman, highlights the fact that it is important to choose
the right model based on the amount of data and fea-
tures available by the attacker. For this, they analyze
the consequences of surplus or deficit of information
during an attack carried out with a template attack or
a classification algorithm. They conclude that, in theory,
if the data is well-sampled thanks to the Point of Interest
selection method, for example, it is more advisable to use
a Template Attack. However, if a large amount of data
is available or if they are not relevant, it is preferable to

conduct a side channel attack with a machine learning
classification algorithm.

This theory is later revoked in [131]. The authors prove
that an attack based on a machine learning algorithm
can be as effective as a Template attack even if the
data is well selected. Their experiments relate to the
study of the performances of four types of classification
algorithms, which are Sequential Minimal Optimization
(SMO), Random Forest (RF), Rotation Forest (RTF), and
MultiBoost (MB).

They conclude that with a pre-processing data phase, it
is more judicious to choose SMO. Indeed, with a proper
configuration and preparation of features upstream, the
SMO algorithm has a higher success rate (91.1%) than
with a Template Attack (73.44%) even with few data.
However, Rotation Forest (RTF) must be taken into
account if the attacker does not have much time to pre-
process the data.

• Side Channel Attack and Multi-layer Perceptron
learning (MLP):
As detailed above, data pre-processing is mandatory dur-
ing a side-channel attack with a classification algorithm.
Indeed the categorization and selecting data are crucial
steps that can significantly affect the performance of
a side-channel attack. These points still require human
intervention, which can have a severe impact on the
results. On the other hand, deep learning techniques
allow features to be selected automatically from data.
Consequently, applying deep learning algorithms to side-
channel attacks would reduce the human factor and
increase its stability and performance.

Multi layer perceptron was the first algorithm used to set
up this type of assault. Indeed, the effectiveness of an
algorithm based on MLP deep learning and SVM / RF
algorithms to carry out this type of attack is compared
in [132]. An MLP algorithm is used to easily analyze
and break AES hardware and software implementation.
A ‘AES-rotating Sbox masking’(RSM) architecture was
further implemented [133]–[135]. Rotating Sbox masking
is a countermeasure of side-channel attack rested on the
mask method [136]. This method removes correlations
between information leakages and sensitive values such



as encryption keys by randomly dividing them into k
bytes. It is achievable to deduce the encryption key even
if this latter is protecting by a mask system with an MLP
algorithm [133], [134]. They show that if the adversaries
have access to the mask values during the profiling phase,
MLP can be used to eliminate the randomization of the
values and thus leads to the construction of another MLP
algorithm allowing to recover the encryption key. They
prove that the error rate of this method is lower than
that used with an SVM algorithm (90% against 91.75%).
Finally, it has appeared also possible to break the AES
key, without knowing any information beforehand on the
mask [132].

• Side Channel Attack and Convolutional Neural Net-
works (CNNs):
Sometimes, environmental noise as well as countermea-
sures implemented on wireless channels can distort traces
which are useful for creating side-channel attacks. In
addition, it is widely known that Convolutional Neural
Networks (CNNs) perform better than MLP when in-
formation is perverted. Many studies have shown the
effectiveness of CCNs in problems where data are easily
distorted, such as image classification [137]. This is why
many works have been based on CNN deep learning
algorithms to create side channel attacks.
Numerous papers demonstrate the robustness of CNN
side-channel attack against countermeasures such as
masking or hiding [132], [138]. This type of protection
creates misalignment in the traces, for example, by in-
serting random information (masking) or by generating
an unstable clock signal (jitter). However, the application
of CNN algorithms can overcome these difficulties. The
comparison of this type of algorithm with other SCA
algorithms (e.g. template attacks) have exhibited better
results for CNN-DL algorithms [139]. This could be
confirmed by the inference of an AES key used in the
LoRaWAN protocols, with less than 100 transmissions,
thanks to a CNN algorithm [140].
The issue of reproducibility of this attack during the ex-
periments by proposing a complete study of SCA attacks
using deep learning techniques is highlighted in [141].
The authors list their results in a database: ASCAD.
Investigations are based on this dataset to improve the
learning speed of neural networks applied to side-channel
attacks [142]. The speed of learning is enhanced by
implementing a new type of layer for neural networks
called the ‘Spread layer’. All the studies seen above
are carried out on the profiling side-channel attacks.
Nonetheless, we were able to identify one article which
relates to a non-profiled side channel attack [143]. The
authors rely on a CNN-deep learning algorithm and the
ASCAD base and prove that it is possible to overcome
the results obtained with simple non-profiled attacks like
CPA.

Many studies have been conducted on side-channel attack

based on machine learning The first studies make use of basic
classification algorithms and keeps requiring human expertise
to be able to sort out the data and select the interesting features.
These tedious actions could easily lead to false positives.
However, the arrival of deep learning, and more specifically
CNNs, has achieved to automate the preprocessing of data and
to improve the robustness of attacks when faced with means
of protection such as masking. Table VIII gives a summary of
the Machine learning based side-channel attack studies.

2) Countermeasures: Diverse countermeasures have been
put in place over the years against this type of attack. The
first is masking (also called secret sharing), an accessible
and relatively inexpensive mitigation strategy to eliminate the
statistical dependence between sensitive data and emissions
from secondary channels. Its purpose is to remove possible
correlations between information leaks and privates values.

The idea is to randomly divide the confidential values
into several parts so that the opponent cannot deduce any
information on the private value with a single element. The
second is hiding and can be implemented directly at the
hardware level with the use of circuits limiting leaks as
with Dual Rail or by adding noise [144]. But also at the
software level by synchronizing the observations in the time
domain. This can be done by incorporating random delays or
executing the instructions in random order. It is worth to notice
that the IoT devices manufacturers must take into account
available countermeasures which are often overlooked when
they elaborate an IoT module.

3) Open challenges in ML-based Side Channel Attacks:
There is still a lot of work to be done on this subject such as:

• Selection and reduction of the number of traces:
Although the creation of Side channel attack with the
Convolutional Neural Networks allowed to reduce the
number of the traces necessary for an attacker to infer the
encryption key, this latter can be further reduced. Con-
sequently, the attack could be carried out more quickly
because the attacker would require less time to recover
the traces, he would then be less detectable and would
consume fewer resources (e.g. energy, CPU).

• The creation of a framework: The idea would be to
have a single algorithm possibly created with a machine
learning method to infer the encryption key according
to various possible scenarios (different cypher algorithm,
different frames). It would also be interesting to test
the solutions implemented in the above work against the
detection means built up to date.

C. Lessons Learned

This paragraph discusses the use of machine learning to
analyze the data produced by IoT networks in order to deduce
sensitive information and to carry out attacks. The two attacks
mentioned above already existed in the threat landscape, but
the integration of ML made them simpler and increased their
probability of success. We can confirm that data analysis with



Table VIII: Side channel attacks with ML.

Ref Date Type Target Countermeasures ML Algorithm Remarks

[127] 2014 Profiling AES None RF Random Forest correctly extracted all 16 bytes of the AES key.

[128] 2014 Profiling 3DES, RSA None RF, SVM Shows that for the 3DES and RSA key, machine learning algorithms
improve the accuracy of the side-channel attack.

[129] 2018 Profiling 3DES None SVM,RF Comparison among different algorithms and feature selection methods.

[130] 2015 Profiling AES None SVM, RF Study on the Curse of Dimensionality with machine learning based
side-channel attack.

[131] 2017 Profiling AES Masking SVM, RF, RTF, MB Comparison among different algorithms according to the number of traces
available. Traces are protected by a masking method.

[133] 2015 Profiling AES Masking MLP One MLP is used to remove data randomization due to the mask and a
second to deduce the encryption key.

[134] 2015 Profiling AES Masking MLP Find the secret key of the masked AES only with 23 traces.

[135] 2015 Profiling AES Masking MLP Adversary needs about 18 guesses to determine the correct secret key
using the original implementation of the MLP attack.

[132] 2016 Profiling AES Masking MLP, CNN Shows that our proposed DL-based attacks are more efficient than the
ML-based.

[138] 2017 Profiling AES Masking, Hiding CNN Implements CNN-based side channel attack against jitter-based
countermeasures.

[139] 2018 Profiling AES Masking, Hiding CNN Comparison between CNN-based side channel attack and Template attack.

[140] 2019 Profiling AES None CNN A practical side channel attack of a LoRaWAN module.

[141] 2018 Profiling AES Masking, Hiding CNN Creation of public dataset: ASCAD.

[142] 2018 Profiling AES None CNN New kind of layer for neural networks called ‘Spread layer’, it speeds up
the learning phase.

[143] 2017 Non profiling AES Masking, Hiding MLP, CNN The first non-profiling side channel attacks with deep learning algorithm.

machine learning applies very well for passive attacks for
several advantages:

• Most of these attacks involve listening to the network in
order to process and infer information.

• The main methods used in these cases are classification
algorithms which are relatively easy to set up for an
attacker and available nowadays in many open source
platforms dedicated to machine learning.

• Finally, their high energy and computation consumption
is not a brake because these attacks are not necessarily
executed on the target IoT network. Indeed, it is quite
possible to recover the data, to analyze them thanks to
one of the algorithms seen above on another environment
initially and to use its result in a second time to carry out
the attack.

However, much progress is still possible in these attacks
such as:

• Developments directly associated to classification algo-
rithms such as their learning speed or the number of data
required for training.

• Improvements related to the attacks themselves as for the
Traffic Analysis attacks which are tested only by taking
into account that an IoT device belongs to a user which
is rarely the case.

Although these attacks mainly use ML algorithms to analyze
data and derive sensible information from it, we will see in the
next section that these can also be used to deduce a behavior
or an environment of a network.

VI. SMART ATTACKS BASED ON BEHAVIORAL DETECTION

One of the other motivations for using ML algorithms in
attacks is to deduce the behavior and the environment of
the network such as the communication or routing protocol
adopted in order to deduce the optimal attack strategy. As in
the previous section, we will discuss the ML-based attack, the

target of the attack, the results and the open challenges in this
field.

A. Jamming attacks

1) ML-based Jamming Attacks: Many wireless protocols
have been widely proposed to interconnect and develop IoT
networks in recent years. However, the inherent openness of
wireless communication techniques has made them vulnerable
to jamming attacks. This kind of attack consists of intention-
ally interfering with the communication medium to keep it
occupied or to corrupt a signal transmission [145]. As we
can see in Figure 4, the attacker (J) transmits a high range
signal to disrupt communication between the transmitter (T)
and the receiver (R). The goal is to prevent the exchange
between the legitimate nodes of the network (T and R) by
voluntarily occupying the channel or by causing a collision
in order to force T to re-emit. The jamming attack is a type

Figure 4: Process of jamming attack.

of denial-of-service (DoS) attack because it prevents proper
network function and depletes essential resources such as
node’s batteries. When the primary purpose is to expend all
the available energy of an IoT device, we are dealing here with
a more specific attack, referred to as denial-of-sleep. Jamming
attacks are mostly conducted at the physical and MAC layer,
but sometimes cross-layer attacks are possible too. Depending
on the strategy of the aggressor, the consequences can be felt
on a single device or an entire network.

We can classify jamming attacks into four categories ac-
cording to their approaches mentioned in [146]:



• Constant jammer: The goal is to continuously transmit
on the wireless medium a radio signal composed of
a random bit without following a MAC protocol. Its
primary objective is to occupy the transmission channel.

• Deceptive jammer: This is a slight improvement from
the previous strategy. Indeed, legitimate packets are sent
by the attacker in place of random bits. Due to this
modification, this attack is a little more difficult to detect,
but it is still easily repairable because the frames are sent
continuously.

• Random jammer: Here, the jammer alternates two
states: sleep and active. It only jams when it is in the
second phase by choosing its jamming strategy (constant
or deceptive). The fact of changing its state allows it to
conserve energy and to be less detectable.

• Reactive/Intelligent jammer: The jammer’s aim is to be
the least detectable by being as reactive as possible. It
only jams when activity on a channel has been detected,
which reduces its attack time and increases its efficiency.

However, attackers use the first three classes less and less.
Indeed, from a defense point of view, they are straightforward
to counter and detect thanks to modern detection methods, and
the recent protocols implemented today on networks. From an
offensive point of view, they, therefore, become more and more
inefficient and energy-consuming. For these different reasons,
proactive attacks are more and more selected. Notwithstand-
ing, choosing the optimal time to jam a network without
knowing the protocol and by consuming little energy can be
a very complex problem. Machine learning can help solve
this problem by first discovering the network topology and
protocol and then secondly by determining an optimal attack
strategy. Machine learning based jamming attack is an open
and constantly evolving research subject.

All the articles mentioned below have been classified in
Table IX. The knowledge acquired by the attacker can vary
the result of the attack, as seen in [147]. During our research,
we have identified three different levels of knowledge of the
attacker. We have therefore defined three sub-categories which
are: 1) The attacker knows the protocol used in the network; 2)
The jammer is oblivious to the configuration of the network,
and 3) The assailant works in a dynamic environment.

• The attacker is aware of the protocol:
The attackers are aware of the protocol and topology
implemented in the network. The objective of these
preliminary works was to prove that the use of machine
learning could increase the performance of a jamming
attack. Indeed work proves that it is possible by using a
Deep neural network algorithm and by knowing the MAC
protocol implemented in the network to predict the length
of the frame transmitted and to jam the channel only
during this period [148]. Consequently, by using machine
learning, the attack time can be reduced as well as the
attacker’s battery consumption.
In another investigation, the attacker is aware that the
network to be jammed uses an 802.11-type protocol with

the Request to Send-Clear to Send (RTS-CTS) handshake
mechanism [149]. According to this knowledge, he de-
velops a Markov decision protocol (MDP) model based
on the messages exchanged between a transmitter and a
receiver. Thanks to this MDP state transition structure, the
aggressor tries to learn the best strategy to limit energy
consumption by using a delayed reinforcement learning
algorithm. The goal here is to determine which exchange
pattern (RTS / CTS / DATA / Acknowledged ACK) is the
most efficient to jam in terms of energy consumption and
the probability of success. After simulating their result on
the OPNET platform, authors have deduced that for the
case tested, the best strategy is to jam the CTS frame.
They compare this approach with a classic jamming
method (constant, random) and deduce that they get a
better jammer success with the delayed reinforcement
learning algorithm.

• The jammer is unconscious of the protocol used:
The initial researches were done taking into account
that the attackers have a large number of preliminary
information about the strategy used by the transmitter
and the receiver like e.g. the protocol used, the topology
of the network. However, in a real context, having such
a kind of knowledge is very complicated and researches
based on jammer attacks without any knowledge have
been developed consequently.

In the previous section, the attack strategies are defined
on the basis of prior information. While the first works on
this subject have recently emerged, they consider that it
is not achievable to know in advance the communication
protocol used by the network, in an electronic warfare
context [149], [150]. An online reinforcement learning al-
gorithm was introduced: ‘Jamming Bandit’, which allows
finding an optimal attack strategy while having a rea-
sonable computational complexity. For this, they invent
a new multi-bandit problem-solving approach. The goal
is to find the ideal modulation scheme, power level, and
duration of the pulsation to jam the transmission between
the transmitter and the receiver. They simulated and
compared their solution with the most common method
of solving a multi-armed bandit problem: the ε-greedy
algorithm and prove that their alternative converges faster
to find the optimal solution. After testing their algorithm
on a single and several victims, they demonstrate the
superiority of their algorithm in terms of convergence in
both scenarios.

However, some investigations highlight the need for
ACK/NACK frames as a reward for solving the multi
bandit problem [150]. Still, the latter are impossible to
obtain in a specific context like in the military domain,
for example. Researches relied on that of previous article
proves that it is possible to base only on standard rewards
for all types of environment (e.g. civilian, military) [151].
They find two new kinds of reward, which are the change



of power and the enduring time. Indeed they noticed that
during successful jamming, the power increases. Also, ex-
periments have demonstrated that the proposed algorithm
converges faster to the optimal solution than that used
with e-greedy, except when the discriminating parameter
of the e-greedy algorithm is optimal (M) [150]. The
objective thus becomes finding the optimal discriminant
parameter (M) in the first time, in order to apply the
e-greedy resolution algorithm in a second step [151].
Thanks to simulation, they compare their results with the
‘Jamming bandit’algorithm and show that their method
converges faster towards an optimal jamming solution.

Research is carried out even further, taking into account
the fact that the behavior of a network to be jammed
does not only depend on its current state but also on
its previous states in [152]. Indeed, a transmitter-receiver
pair can choose the encoding modulation according to
the result of the previous transmission. Simulation re-
sults show that using a Deep Q-learning paired with
recurrent neural networks while taking into account the
old and current actions of the network, leads to better
results during decision making (decision of jamming or
not jamming the network with the right parameters). In
order to be effective, a jammer must be as proactive
as possible and have the shortest learning phase so as
not to consume a lot of energy resources. Work aims
to reduce the learning phase as shown in [153]. To
address this problem, they combine the advantages of an
orthogonal matching pursuit system (OMP) and a multi-
agent system (MAB). They conduct the simulation in the
MATLAB environment and reduce the learning time in
three interactions.

• The jammer is unaware of the protocol used and the
environment is adaptive: All the previously mentioned
studies are mainly based on a static environment, like
a pair of transceivers communicating through a single
channel. Yet, in reality, two nodes can possess several
channels (named multi-channel mechanism) to communi-
cate in order to overcome interference and thus enhance
the overall network performance.

The searches try to improve the previous works by
using multi-channel support in [154]. Here the main
objective of the jammer is to find the right channel before
carrying out its attack. They set up a low-complexity Q-
learning algorithm and prove by simulation that finding
the right channel to jam is achievable. Another inves-
tigation answers a fundamental question, which is that
no mathematical model allows comparing the different
types of jamming attacks in terms of efficiency and
energy used [155]. They demonstrate a theorem based
on three existing advanced jamming strategies, which are
barrage, pilot, and ACK jamming. They conclude that
with specific data (e.g. length of the frame emitted),
it is preferable to choose a certain strategy. Since this
information is most often unknown in advance, they use

a Q-learning algorithm to find the optimal strategy and the
channel. A real testbed was used to test a multiple-input
and multiple-output (MIMO) network where the trans-
mitter must choose the channel before each transmission.
Reinforcement learning algorithms may take time to con-
verge on the optimal solution. This is the case for searches
[150] and [151]. Generally, this learning phase requires
a lot of interactions. For example, 2 ∗ 105 iterations are
needed to find its ideal tactic in [150]. In addition, if the
environment changes during this time, the jammer must
restart its learning procedure. So this learning system
(RL) is not effective in face of an adaptive environ-
ment. To provide a solution to this problem, Zhuansun
Shaoshuaiset et al. set up a new system: Apprenticeship
learning [156]. Thanks to this method, few interactions
are useful to converge towards the perfect solution. This
method is, therefore, advantageous in terms of efficiency
and energy expended.
Authors further reduce the gap by taking into account a
cognitive transmitter in [157] and [158]. This equipment
is able to automatically adapt its parameters according
to its environment. Indeed through a deep learning al-
gorithm, the transmitter can predict the optimal moment
to realize a success transmission. The jammer also uses
a deep learning algorithm to deduce the success of the
transmission. This mechanism allows it to only disturb
the channel if it is of interest (when the communication
will be a success); therefore, it consumes less energy and
makes it almost undetectable. In addition, to limit the time
for collecting useful data throughout the learning phase,
the authors exploited a Generative Adversarial Network
(GAN) algorithm to produce a part of it. After a simula-
tion, they manage to go from a successful transmission
rate of 95.75% to 6.25% using this jamming attack.
Another type of adaptive environment is tackled: Cross-
Technology Communication (CTC) in [159]. This tech-
nique makes it possible to respond to the problem of
inter-connectivity between the IoT devices of a different
protocol. To achieve direct communication among het-
erogeneous devices, three methods can be used, such
as the change of power level, the change of packet
length, and the reordering of the packet. In this work,
authors implement a reactive jamming system named
JamCloack over a CTC protocol. This attack is composed
of both a detection phase and a jamming attack phase.
The first step observes and detects CTC activities by
classifying the traffic, thanks to the K-means algorithm.
They demonstrate their new attack in a real testbed and
reduce the packet delivery ratio (PDR) by 80.8%.
Finally, many countermeasures, in addition to detecting
interference these days, react and adapt to the envi-
ronment accordingly. An intelligent deep reinforcement
learning-based anti-jamming method is bypassed in [160].
This process learns the jammer’s strategy and obtains the
optimal anti-jamming policy with little information about



the attacker. An et al. circumnavigate this countermeasure
thanks to the Q-learning algorithm taking into account
three types of different rewards: a) the NACK when the
communication is public, b) the change of power, and c)
the detection of users switching channels [154]. They test
their attack into three environments: a) a fixed user, b) a
frequency hopping user and c) an anti-jamming user. The
anti-jamming also employs a machine learning algorithm:
Deep reinforcement Learning [161]. Simulations indicate
that choosing the right channel can be managed, thus
avoiding anti-jamming.

2) Countermeasures against Jamming Attacks: In this part,
we list some methods of countermeasures to combat jamming
attacks detailed in [146]:

• Frequency Hopping Spread Spectrum (FHSS): This
method allows alternating use of several channels dis-
tributed in a frequency band [162]. The pseudo-random
sequence of channel usage is known in advance by
the receiver and the transmitter. A sharing algorithm
determines it. This countermeasure is effective only if
the attacker cannot deduce or does not know the pseudo-
random characteristics of the algorithm used.

• Direct-Sequence Spread Spectrum (DSSS): combines
the signals with a pseudo-random signal of much higher
frequency to reduce interference and increase resistance
to jamming [162]. The receiver filters the noise to obtain
original data. By adding noise, information are concealed,
which makes DSSS more efficient than FHSS; indeed, it
can be difficult for an attacker to restore the transmitted
signal.

• Hybrid FHSS/DSSS: associates the advantages of FHSS
and DSSS methods [163]. This system avoids interference
by alerting several channels and by spreading its band-
width. This technique is easy to implement and increases
remarkably the resistance to jamming.

• Ultra Wide Band Technology (UWB): is a radio mod-
ulation technique based on the transmission of very short
pulses in a wide frequency band [164]. These short
pulses, therefore, considerably reduce the effectiveness
of jamming attacks since it becomes more difficult for
the attacker to target the signal.

• Polarization of antenna: the orientation of the antenna
and the radiated energy produced by them define the
term polarization of the antenna. Two antennas must
be configured on the same polarization to be able to
communicate. When a node senses that a jamming attack
is in progress, it can decide to change polarization and
inform the other members of the network. Thus, the
jammer must again find the polarization to be used before
attacking again.

In addition to existing countermeasures, methods of de-
tection in face of jamming attacks have been developed.
The first is based on statistical approaches. Several statistics
measurements that may be employed to detect jamming attacks
and a case study for each are presented in [165]. The first

metric mentioned is a natural measurement, the signal strength.
Indeed a jamming attack affects the signal strength of a device.
However, in practice, this method is binding because a node
does not easily provide this metric. This second is the packet
delivery ratio (PDR). As the signal strength, a jammer impacts
the average of this metric. Indeed by corrupting a packet, the
acknowledgement used to calculate the PDR will never be
received. Thus when an attack takes place, the total average of
the PDR drops. The last measure is the Carrier Sensing Time;
it is the amount of time spent by a node to wait for a channel
to become idle. An attacker can prevent a legitimate node from
emitting by permanently occupying the channel. Consequently
if a channel busy for a long time, the total average of carrier
sensing time increases.

Nevertheless, the use of a statistical method to detect a
jamming attack has some drawbacks like creating many false
positives. That is why several proactive detection and coun-
termeasures have been developed, such as ‘JAM’(A Jammed-
Area Mapping Service for Sensor Networks) or ‘JAID’(An
Algorithm for Data Fusion and Jamming Avoidance on WSNs)
[166]. Moreover, to address the problem of adaptability to
different environments (e.g. protocol, topology, number of
nodes), several machine learning-based detection methods
have emerged in recent years. They utilize different algorithms
like deep neural networks or reinforcement learning [160],
[167], [168].

3) Open challenges on ML-based Jamming Attacks: In the
near future, new lines of research in machine learning-based
jamming attacks may be taken into account such as:

• Target multiple victims: Indeed, all the experiments
mentioned above are carried out only on a single pair
of receiver and transmitter. However, the strategy of a
jamming attack can vary if the attacker targets several
nodes.

• Increase learning speed of algorithms: The learning
speed of the main solutions required many interactions
and time to find the optimal attack strategy. During this
time, the attacker is detectable and it is a crucial point
from an attacker perspective to reduce the learning time.

• Compare the consumption of battery: One of the
objectives of using ML algorithms in jamming attacks
is to quickly find the optimal strategy in order to con-
sume less battery for the attacker. Moreover, one of
the primary purposes of a jamming attack is to cause
excessive consumption of the victim battery to achieve a
denial of sleep. However, no comparative study of battery
consumption, either from an attacker or a victim point of
view, was carried out in a real context during most of the
previous experiments.

• Adaptive environment Since recent research results have
demonstrated the high potential of highly adaptive envi-
ronment, based on cognitive radios and reprogrammable
intelligent metasurface (RIM), investigating intelligent
jamming attacks in an adaptive environment constitutes
a future research direction.



Table IX: Jamming attacks with ML.

Ref Date Environment Test Environment ML Algorithm Remarks

[149] 2014 Aware of protocol Simulation RL Delayed Determine the optimal frame to jam in
RTS-CTS handshake mechanism

[148] 2018 Aware of protocol Simulation DNN Predict the length of the frame transmitted

[150],
[169]

2016 unconscious of the protocol Simulation Jamming Ban-
dit

Create their own online reinforcement learning
algorithm: ”Jamming Bandit”.

[151] 2017 unconscious of the protocol Simulation ε -Bandit Find new standards reward: change of power
and the enduring time

[152] 2018 unconscious of the protocol Simulation Q-learning Take into account the previous state of the
network

[153] 2019 unconscious of the protocol Simulation OMP, MAB Reduce the learning time in three interactions
with the environment.

[156] 2019 unconscious of the protocol and
dynamic environment Simulation Apprenticeship A few interactions are required to converge in

the optimal strategy.

[155] 2019 unconscious of the protocol and
dynamic environment Real testbed Q-learning Experience in a real testbed on a

multiple-input and multiple-output (MIMO).

[160] 2018 unconscious of the protocol and
dynamic environment Simulation Q-learning Bypass an intelligent Deep reinforcement

learning-based anti-jamming method.

[154] 2019 unconscious of the protocol and
dynamic environment Simulation Q-learning Find the channel to jam in multi channel

environment

[157],
[158]

2018 unconscious of the protocol and
dynamic environment Simulation DNN Studies based on cognitive radio.

[159] 2018 unconscious of the protocol and
dynamic environment Real testbed K-means Implement reactive jamming attack over CTC

B. Lessons Learned

An important remark that we can make based on these
different works, is that reinforcement learning algorithms are
often applied in the analysis of the behavior of a network
and therefore of the autonomous implementation of an optimal
attack strategy. Indeed, having no knowledge of the network
and therefore of the data to be processed, it is impossible to
use classification algorithms. As we have just seen through the
studies of jamming attacks, using such algorithms has many
advantages:

• Finding the optimal strategy, i.e. maximizing the impact
on the network while minimizing the probability of being
detected

• Develop scalable attacks based on the target’s environ-
ment that can be adaptive. Indeed, we could think that
this type of attack could lead to a framework which would
allow, depending on the configuration of the network
(protocol used, number of IoT devices, etc.) to choose
an optimal attack strategy autonomously.

• Bypass defence systems based on changing network
configuration such as hopping channel.

• Even though in literature have been reported only jam-
ming attacks based on reinforcement learning, the be-
havioral analysis and the reinforcement learning can be
successfully exploited for creating other attacks such as
cloning and spoofing attacks.

Nevertheless, smarter attacks can be successfully realized
by addressing some specific issues:

• Before the optimal attack tactic is achieved, the number
of attacks activities need to be limited since it is more
vulnerable to be detected.

• An attacker can enhance its impact by efficiently targeting
several victims with a single attack.

VII. SMART ATTACKS BASED ON DATA GENERATION

It is also possible to use ML methods to generate data
when creating attacks against IoT networks. This section
describes the ML solutions to automatically generate data and
its application in false injection attacks. Then we will analyze
the different methods of defense against these last as well as
the challenges still open.

A. False Data Injection Attack (FDIA)

1) ML-based False Data Injection Attack (FDIA): The
False Data Injection Attack (FDIA) targeting the integrity of
the data aims to insert erroneous data into a system to create
false events or reports. An attacker must have access to the
IoT device to inject malicious data into the networks. This
attack by falsifying data can have severe consequences in
specific fields, such as health or military surveillance. This
was the case, for example, in 2015, when regional Ukrainian
electricity distribution companies were victims of this type
of attack affecting more than 225,000 customers, including
critical infrastructure such as hospitals [170].

Moreover, this kind of attack can have a powerful impact on
the IoT network and provokes a denial of service. Indeed the
IoT devices have limited data storage, and if this is reached by



false data, the node will delete the real incoming data, and all
the whole system will be infected. Besides, the processing of
additional data for the sensors results in unnecessary energy
consumption.

The use of machine learning in the FDIA attack has made
them less detectable by better targeting their victim. Numerous
studies have been focused on the machine learning based false
data injection attack in a smart grid environment. The smart
grid is a complete infrastructure that ensures the distribution of
electricity between distributors and consumers in an intelligent
way by adjusting the flow according to needs. IoT devices are
at the heart of the smart grid and play an essential role in
processing, sorting, cleaning, analyzing data. In this context,
an attacker is placed between the IoT device and the control
center. This location allows it to listen to the measurements
and distort them.

FDIA attack with the help of a Linear regression algorithm
are constructed in [171]. This attack aims to generate suitable
attack vectors based on eavesdropping measurements. An
attack vector can be seen as the optimal choice of the node
and the data to corrupt. With this process, they circumvent
the existing defense techniques based on the support vector
machine classifier. An improvement of this method is carried
in [172]. Indeed, in the first experimentation, the authors need
to obtain all the exact measurements. However, this latter
may be false due to a transmission error, for example, in a
real environment. So, the assumption of previous article is
therefore not realistic. Thereby,the authors try to answer to
this problem by modifying the choice of the machine learning
algorithm with robust linear regression in [172]. They compare
their solution with the previous article and obtain better results
against the detection methods.

The choice of the optimal strategy in the false data injection
attack can be designed by a Markov decision problem where
the attacker attempts to learn the ideal nodes and measure-
ments to falsify data without being detected. A Q-learning
algorithm with the nearest memory sequence is implemented
in [173]. The advantages of this method are the attacker does
not possess any knowledge.

In another research,the attacker has two goals: a) to be
undetected by the system defender and b) to optimize the
false data injection attack into a smart grid [174] . To achieve
these objectives, the authors based this attack on generative
adversarial network (GAN). The attacker knows the type
of data required to inject into the measurement system and
generates it thanks to the GAN algorithm. They simulate their
system and show the effectiveness of the presented algorithm.

2) Countermeasures against False Injection Attacks : As
discussed previously, this type of attack can have serious
consequences in critical infrastructures, which is why there
are protection systems against these threats [175], [176].

• Protection set of basic measurements: One of the first
ways of securing data and protecting it strategic [177].
Indeed, it has been proven that if the key measures are ef-
fectively protected (which constitutes only a small subset
of all measures), systems can be effectively immunised.

• PMU-Based protection: Another effective method to
protect data in a smart grid is to use Phasor measurements
units (PMU). PMU is a measurement device equipped
with the global positioning system (GPS) technology.
In this way, these devices measure in a smart grid the
bus voltage phasor directly with the time stamp of the
positioning system global. It therefore becomes difficult
for an attacker to change or produce the content of the
data.

• Blockchain: A new method consists of using blockchain
to protect the integrity of data. Indeed, this solution is
employed to safeguard the healthcare images from false
data injection attacks in [178].

3) Open challenges on ML-False Injection Attacks: Con-
sidering the considerable damage that these attacks can do,
we think that it may be interesting to continue working on
them in order to better recognize the possible vulnerabilities;
as we saw in the [170]. Several lines of research are possible
such as:

• Non linear data: For most of the models taken into
account, data are assumed to be linear, which does not
correspond to a typical scenario of everyday life [171],
[172]. Indeed, most of the time, the attacker will not be
able to gain complete knowledge of the system to be
attacked.

• Datasets: This kind of attack are based on data but few
dataset exist. It could be interesting for scientific research
to have available dataset to create false data injection
attack or security system.

B. Lessons learned

This section shows us that it is possible to generate data
with ML algorithms and use them to create an attack. These
are essentially unsupervised algorithms like the Generative
Adversarial Network which are employed in this case. These
algorithms make it possible to create very realistic data and,
as shown in the work above, undetectable for certain defense
systems or detection methods. However, there are still some
challenges in creating an attack that uses ML to generate data
that has not been taken into account as:

• Problems linked to the data: indeed in most of the so-
lutions implemented, the attacker works with linear data
that he has previously chosen and sorted. Nevertheless, in
a real environment, this data is predominantly non-linear
and its upstream processing also increases error rates. It
is therefore important to continue to develop this type of
attack by taking into account the constraints of the data
generated in real environments.

• Also in this case, in order to make the attacks more
harmful and to create more effective and impact attacks,
it is important to reduce the cost and the complexity.

VIII. SMART ATTACKS BASED ON BEHAVIORAL
DIVERSION

The last motivation to use ML in attack creation may be to
derive the basic behavior of a system that is part of an IoT



Table X: False Injection Data Attacks with ML.

Ref Date ML Algorithm Test Environment Remarks

[171] 2018 Linear Regression Simulation Bypass the detection methods based on SVM

[172] 2019 RLR Simulation Improve the works of [171]

[173] 2018 Q-learning Real testbed The attacker needs little knowledge

[174] 2018 GAN Simulation Generate false data with GAN algorithm

system. A new kind of attack although not specific to the IoT
network can be classified in this category; these are adversarial
attacks. We will detail it below along with its countermeasures
and open research topics.

A. Adversarial attacks

1) ML-based adversarial attacks: The integration of ma-
chine learning into wireless networks has led to new threats.
Indeed, many tasks performed by machine learning like
spectrum sensing, signal detection, channel estimation have
been integrated in new protocols or detection methods. The
adversarial attack aims to corrupt a machine learning algorithm
by adding small but intentionally selected perturbations to the
original inputs [179]. We can classify this kind of attack into
three categories according to the level of knowledge of the
adversaries: white-box, gray-box, and black-box attacks. In
the first approach, the aggressor is aware of the model and
parameters used by machine learning approach. In the grey-
box pattern, only the model of the algorithm is known. The
black box model is the model that most closely resembles real
life. Here, we are assuming that the attacker cannot gain access
to crucial information about the machine learning algorithm is
using and the parameters associated with it. He can guess only
the output of the model.

We can also categorize this type of attack in three classes
according to their strategies [180].

• Exploratory attack: also called inference attack. It aims
to guess the behavior of the machine learning the algo-
rithm used, for example.

• Evasion attack: Here the attacker tries to mislead the
machine learning algorithm to reach a wrong decision.

• Causative attacks (or poisoning attacks): The purpose
is to give false information to a machine learning algo-
rithm. Two strategies can lead to the poisoning attack
either by modifying the features and/or the labels of initial
training data, or by injecting adversarial samples during
the retraining step.

Ian Goodfellow et al. and Nicolas Papernot et al. have
been exploring this type of attack and thus, methods to create
adversarial attacks have been created [181]–[183] . We can
find there, the fast gradient sign methods like FGSM, the
jacobian-based saliency map attack (JSMA), the DeepFool
and the C&W attack [184]. However, these methods are often
applied in white-box models, which are not applicable during
real scenarios where the attacker is in a black-box context.
Therefore, attackers must use machine learning to mimic the
behavior of the target or to generate a large number of false

data to manipulate a classifier, for example, in a black-box
model.

This type of attack can have far-reaching consequences,
such as leading to many of the other assaults described above
(e.g. jamming attack). Indeed by disrupting the spectrum
sensing or channel classification in cognitive radio, the attacker
may cause collision, for example. This kind of attack can
produce serious damage such as the complete shutdown of
the entire network. In addition to damaging a network, this
type of attack can bring down its security system. Indeed a lot
of Network Intrusion Detection Systems (NIDS) are based on
a machine learning algorithm. An attacker by falsifying data
training of NIDS can bypass the security system and launch
other attacks.

In the context of an IoT network, we can identify two
potential victims to run this attack: the cognitive radio and
the Network Intrusion Detection System (NIDS). We have
classified the papers dealing with this topic according to these
two targets. All articles listed below are categorized in Table
XI.

• Adversarial attacks on cognitive radios
With the increase of IoT devices in recent years, many
problems have arisen, such as bandwidth sharing. More-
over, a cognitive radio (CR) system is a system able to
automatically adapt specific parameters according to the
environment. This mechanism can be implemented into
a receiver or transmitter device and meets certain needs
like channel allocation, energy harvesting, and resource
management. That is why the integration of cognitive
radio networks into IoT is an open subject. Three steps
make up the functioning of cognitive radio, the first
consists in the sensing the environment, the second aims
to make a decision thanks to the data obtained during the
first phase and the third is the realization of the chosen
action. More and more machine learning algorithms are
used in the second phase and therefore become vulnerable
to adversarial attacks [185].

Several works attempt to deceive a cognitive radio with
a data poisoning attack named ‘over-the-air spectrum
data poisoning attack’ [186], [187]. Here a deep learning
algorithm is implemented in a transmitter in order to
predict the occupation (idle or busy) of a channel based
on spectrum sensing data. The attacker uses the same type
of algorithm to predict the success of the transmission
based on the Acknowledgment data (ACK/NACK). This
process resembles the one installed in [157], [158], but



instead of directly jamming the transmission, here the
attacker interferes with the channel in order to make it
occupied and to mislead the transmitter. This type of
attack is more complicated to detect because it does not
intervene directly on transmission data but on the output
of the classification algorithm. In normal times, cognitive
radio infers that the channel is idle 98.96% of the time.
Under this attack this deduction is reduced to 3.13%, it is
the same for the success ratio transmission which drops
from 96.94% to 75%.

A causative attack called ‘priority violation attack ’are
also experimented, but during the retraining phase of the
machine learning algorithm in [188]. Cognitive radio is
used by the transmitter (T) to predict the existence of
a high-priority user. When the device deduces a high-
priority transmission, it waits during several time slots.
An attacker (A) tries to predict the success of commu-
nications of T thanks to a deep learning algorithm like
as described in [186], [187]. If the transmission of T
will be a success, A interferes with the channel and tries
to behave like a high-priority user. Therefore, when T
retrains its classifier, A provides wrong features in the
retraining process. The normalized throughput is reduced
from 79.62% to 74.23% and the success probability
from 99.05% to 85.78%. This type of attack is not very
effective compared to the previous one which uses almost
the same process.

Another works are also based on cooperative sensing
spectrum, though, the decision is taken by the fusion
center in [189]. Indeed the nodes report their sensing
results to a fusion center that makes a centralized decision
on the availability of channels. Luo et al. create a new
attack nicknamed Learn-Evaluate-Beat (LEB) framework
which aims to deceive the decision of fusion center and
composed in three steps. The first permits to construct the
own substitute model of the fusion center, six types of
machine learning algorithm are tested like Naive Bayes
classifier, Perceptron classifier, support vector machine
(SVM), Passive Aggressive-I classifier (PA-I), Passive
Aggressive-II classifier (PA-II) and Multi-layer Percep-
tron classifier (MLP). In the second phase, the attacker
evaluates the accuracy of its system classifier to know if
it can launch the attack. The third step is the falsification
of the detection data with a minimum cost to change
the decision of the fusion center. This framework causes
a perturbation ratio of 45% to 80% and causes severe
consequences like a denial of service.

In addition to the choice of channel, the selection of
modulation can be made thanks to cognitive radio [190].
Indeed, in this paper, the authors attack a deep learning-
based modulation classifier with an adversarial attack.
The system model is composed of a transmitter that
chooses a modulation type to emit and a receiver that
classifies the modulation of the signal. The authors
demonstrate that it is possible to attack a cognitive radio

without knowing the architecture of the machine learning
algorithm used. They place themselves in a black-box
model and create a universal adversarial attack by basing
on the transferability property. This latter explains that
an adversarial attack designed to fool a DNN has a high
probability of also working on another DNN. They create,
therefore, a substitute deep learning algorithm and use to
deceive the receive.

• Adversarial attacks on NIDS Network intrusion de-
tection systems have become a crucial component of
network security. The traditional methods generally used
in these NIDS were statistical approaches with basic
rules. However, with the increase in network traffic, the
statistical NIDS quickly became outdated. This is why
many ML algorithms-based NIDS solving classification
problems such as K-Nearest Neighbor, Support Vector
Machine, or Decision Tree have been proposed in the
literature. Classification algorithms have been utilized to
monitor and analyze the traffic.
Yang et al. form a new Adversarial Attacks against Deep
neural network model applied in a NIDS in [191]. The
authors are in the context of the black box and try to show
how the addition of small disturbances in the original
input can lead the model to an incorrect classification.
They evaluate three different adversarial algorithms and
test their performance. The aim is to generate false input,
which varies slightly from the real ones in order to disrupt
the classification algorithm in the NIDS. The first model
is the attack based on a substitute model where the
authors use the C&W algorithm to generate adversary
examples target on the substitute model. The second is
based on the zeroth-order optimization (ZOO) algorithm
and the last on the generative adversarial network (GAN).
Attacks based on ZOO and GAN have the best impact in
the NIDS, and considerably decreases the accuracy of the
latter. So deceive a NIDS is possible even if the attacker
does not posses internal information.
Several explorations also aim to deceive and evade the
classifier by generating compromised data [192], [193]. In
order to create data with minimal modification, they use
generative adversarial network algorithms (GAN) based
on the original malicious traffic. They test their adversary
attacks against many classification algorithms, such as
support vector machine or decision tree used in NIDS.
The authors arrive at a DoS attack recognition result of
2% when the NIDS is under attack against 80% in normal
time in [193].
Li et al. propose a poisoning strategy by stealing the
learning model, which can threaten the security and the
availability of NIDS [194]. First, they create a new data
generating method named A-SMOKE based on Synthetic
Minority Oversampling Technique (SMOKE). Then they
imitate the targeted model by training substitute model
using deep neural network and the augmented training
data generated during the first step. Finally, the authors



establish a poisoning method CBPC and combine this
with the substitute model to establish a new attack. The
aim is to modify the training data of the NIDs in order
to evade detection. They prove the effectiveness of this
method with three real data sets and different algorithms
used by the NIDS.

Q-learning algorithm can also be used to create an adver-
sarial attack on NIDS. Indeed it is possible to deceive a
Botnet Attack detection model by generating adversarial
traffic flows and adding perturbations in training data with
reinforcement learning as proved in [195]. The attacker
chooses from a set of five actions a strategy to modify the
data flow and receive a positive reward by the NIDS if
the new botnet flow was not detected. They attempt their
algorithm in two kinds of botnet detection models; one is
based on a decision tree algorithm and the second on a
deep learning model.They obtain an evasion rate of 40%
for the decision deep learning model. So they prove when
using a reinforcement learning algorithm, it is possible to
fool a NIDS.

2) Countermeasures: This type of attack is relatively re-
cent, but many defenses have already emerged. An exhaustive
list is given in [196]. We will briefly explain here the most
used methods:

• Adversarial training gradient: The objective is to vol-
untarily inject adversarial examples into the training set
to increase the robustness of the model. However, this
defense technique is not efficient against a black-box
attack.

• Blocking the transferability: This method aims to
counteract the property of transferability and prevent an
attacker from using a substitute classifier to generate
an adversarial example. To this end, the input of the
training set is more perturbed by adding a label class
‘null ’. Therefore, the confidence on the original label is
lower, and the classifier rejects the adversarial examples
by classifying them as NULL.

• Defense-GAN: This mechanism works in black-box and
white-box attacks and defends deep neural networks
against the perturbations. The goal is to ‘denoise’the
adversarial examples with the help of a generative ad-
versarial network.

3) Open challenges on ML-based Adversarial attacks: This
kind of attack in full expansion can have several axes of
improvement like:

• Studies based on the optimal adversarial sample: Few
studies on the generation of optimal samples have been
carried out. What are the good characteristics that make
a adversarial sample able to deceive a cognitive radio or
a NIDS ?

• Generative method stability Whether using adversarial
generative network algorithms or reinforcement learn-
ing algorithms, the generation of adversarial samples
remains long and unstable. Indeed the GAN algorithm has

disadvantages to require an appropriate synchronization
between the generator and the discriminator, but it is chal-
lenging to find a correct balance. Moreover, the rewards in
reinforcement learning and the set of actions are defined
by the attacker; therefore, inadequate knowledge of the
environment can lead it to define wrong action or reward.
So the stability of these algorithms and of the generated
data are still based on susceptible elements.

B. Lessons learned

In the previous sections we have demonstrated that it is
possible to exploit ML algorithms for generating smart attacks
by deriving the basic behavior of an IoT system. This can
be the operation of the communication protocol, the defense
system or even the IoT device for example. In this section, we
considered a new type of attack: adversarial attacks which have
seen their use increase over time with those of ML algorithms
in IoT networks. Indeed, the integration of ML in IoT systems
enable the possibility to resolve many challenges but also
opened the door to various attack surfaces. In this section,
two main targets on IoT networks are selected by this type of
attack: cognitive radios where the goal is to alter the decision
of the algorithm to reduce the performance of the system
or the NIDs in order to decrease the probability of attack
detection. This type of attack can cause real consequences
and quickly decreases the performance of IoT networks. In
addition, being at an early stage this type of attacks, there are
not effective countermeasures compared to other attacks. It is
therefore essential to take them into account when a new IoT
network is deployed.

Using machine learning algorithms to deviate the basic be-
havior of a system most often appeals to two other motivations
that we saw above: the deduction of a behavior of the system
and the generation of false data. This is why, in the works
cited above, it is essentially about algorithms that we find in
the last two sections: reinforcement learning or unsupervised
methods.

IX. DISCUSSIONS

In this section we summarize the key factors of smart
attacks, their current statuts and we provide an overview on
new research directions this type of attacks undertakes.

A. Lessons Learned

Through the various works mentioned just above, we have
seen that the landscape of cyberattacks has expanded signif-
icantly in recent years. In fact, machine learning algorithms
integrated into cyberattacks have enabled many advances:

• First of all, threats that were previously unachievable due
to their complexity of implementation or lack of resources
have emerged thanks to this technological advance.

• In addition, it has made existing attacks more effective
and more robust against existing detection methods and
countermeasures.

• We can also retain that it is now plausible for a potential
attacker to more easily design more targeted and more



Table XI: Adversarial attacks with ML.

Ref Date Target ML Algorithms Remarks

[186], [187] 2018 Cognitive radios DNN Causative attack by falsifying the data

[188] 2019 Cognitive radios DNN Causative attack during the retraining phase

[189] 2019 Cognitive radios NB, SVM, PA-I, PA-II,
MLP

Deceive a fusion center and cause a perturbation ratio of 45%
to 80%

[190] 2020 Cognitive radios DNN Black-box model, create a universal adversarial attack

[191] 2018 NIDS DNN, ZOO, GAN Reduce the accuracy of the NIDS even if no information is
known

[192] 2019 NIDS GAN Evade NIDS while ensuring that the functional behavior of the
network traffic is preserved

[193] 2019 NIDS GAN DOS attack recognition result of 2% when the NIDS is under
attack

[194] 2018 NIDS SMOTE, DNN Create a new data generating method named A-SMOKE

[195] 2019 NIDS Q-learning Deceive a NIDS with a reinforcement learning algorithm for
the first time

cognitive assaults for each victim. Indeed, it would be
possible to have attacks configured to disrupt the network
only at specific times to maximize its effectiveness and
simultaneously minimize its probability of being detected.

• On the contrary, it is also possible to think that this
innovative approach could generate more generalized and
automated attacks which would adapt more easily to
changes in network behavior or to different protocols
and types of targets. Indeed, it would be easy to think
that an attacker could launch an attack on various types
of network protocols or IoT devices while not having to
modify the code of the attack each time. After a brief
learning phase, the attack could self-configure depending
on the parameters it observes.

• Finally, the use of machine learning within attack creation
can be justified by several essential reasons such as
the analysis or generation of data, the deduction or the
deceive the behavior of an IoT network.

Moreover, we believe that this type of attack will grow
rapidly in the coming years. It is therefore essential for IoT
devices manufacturers to take these threats into account as
well as for those implementing new communication protocols
and security systems. The reasons of this rapid expansion can
be:

• The simplicity of accessing machine learning algorithms.
Indeed, this implementation requires less and less knowl-
edge due to the open-source machine learning frame-
works which simplifies the creation of algorithms. Today,
a person can implement machine learning algorithms
without having great skills in the matter.

• Machines on the market are more and more powerful and
are now sufficiently robust to support such an algorithm.

• Easy access to data or programs from the internet. Indeed,
storing data or having access to a machine learning
program anywhere in the world is less and less compli-
cated thanks to cloud computing or serverless platform.
Attackers can therefore access a set of essential data for

the proper functioning of their algorithm effortlessly and
quickly nowadays.

Finally, we can note that this evolution in the cyberattack
landscape can be seen as the response of protection systems
that are becoming increasingly efficient, autonomous and
robust.

B. Open Challenges and Future Directions

Although many studies confirm the progress and the advan-
tages of smart attacks, there are still many challenges to be
met. First of all, we can cite the challenges linked to machine
learning algorithms.

• It is essential to improve learning methods in order to
reduce the cost of the necessary resources and their
training time while increasing their performance.

• The supervised algorithms used to create smart attacks
today still require a lot of training data. However, during
the listening and information collection phase, an attacker
is likely to be detected. Thus, limiting the amount of
required training data would allow to reduce the exposure
time of an attacker.

• Among the numerous emerging challenges is the creation
of accessible datasets for research teams on this subject.
Indeed, collecting, sorting data can prove to be tedious
and long. However, it is the basis of many works integrat-
ing machine learning methods, whether from an offensive
or defensive point of view. Although there exist some data
sources [197], [198], it would be good to diversify these
sources as they do not cover all areas of application of
IoT systems or different attacks.

• From a defense perspective, it would also make sense to
improve the robustness of machine learning algorithms in
the face of adversarial attack.

There are also challenges related to the attacks themselves:
• Of the 52 works integrating machine learning algorithms

into attack creation, only about 15 projects have been
tested in real conditions and only less than a quarter on a



large-scale network. It would therefore be interesting to
test these different attacks in real applications to be able
to study the different impacts that it would have (e.g.
number of nodes impacted, resistance of communication
protocols).

• These main works focus most of the time on the effec-
tiveness of the attack which has been configured in a
specific way. However, it could be interesting to evaluate
other parameters such as energy consumption from an
attacker’s point of view or the optimal distance from its
victim to carry out an attack.

• Using ML methods within attacks make it possible to
respond to very specific motivations such as the analysis
and deduction of the behavior of the IoT network in order
to find the optimal strategy autonomously. Nevertheless,
we have found that only one attack responds to this
motivation in the literature: jamming attacks. We think it
might be interesting to investigate other types of attacks
such as cloning or identity theft in order to find an ideal
tactic. Another challenge is therefore the implementation
of other kinds of intelligent attacks in order to find and
evaluate potential flaws related to the communications
protocol and the deduction system.

• From a protection point of view, testing the various
defensive methods recently implemented against these
new types of attacks might also reveal some of their
limitations.

Even though there are still open issues, it is important to
make the various players in IoT networks aware of the even
increasing smart attack and the damage they can cause.

X. CONCLUSION

The paper describes the literature review of ML methods
used for creating attacks on IoT networks. We can notice
that this evolution can be seen as the answer of the effective
detection systems or countermeasures that are implemented
in the IoT protocols in order to make them more robust
in face of cyberattacks. The approach of attacks integrating
ML algorithms allowed the improvement of already existing
attacks, the creation of some attacks that were infeasible or
the opening of new attack vectors as we have seen in the
section IV. However, these smart attacks can still be improved
as mentioned for each type in the sections V,VI,VII and VIII.
Indeed, for most of them the learning time can be reduced
which would at the same time minimize their probability of
being detected.

Moreover, the lack of datasets that allow this new type of
attack to be produced may cause the scientific community to
delay their development. However, this work makes it possible
to discover new vulnerabilities and therefore to anticipate the
next attacks and improve the counter systems.

In conclusion, we believe that this survey can provide useful
insights into cyberattack creation with machine learning meth-
ods and help readers interested in developing new solutions to
prevent evolved and more powerful attacks in IoT networks.
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