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The flow of water in carbon nanochannels has defied understanding thus far

[1], with accumulating experimental evidence for ultra-low friction, exceptionally

high water flow rates, and curvature-dependent hydrodynamic slippage [2–5]. In

particular, the mechanism of water-carbon friction remains unknown [6], with

neither current theories [7], nor classical [8, 9] or ab initio molecular dynamics

simulations [10] providing satisfactory rationalisation for its singular behaviour.

Here, we develop a quantum theory of the solid-liquid interface, which reveals

a new contribution to friction, due to the coupling of charge fluctuations in

the liquid to electronic excitations in the solid. We expect that this quan-

tum friction, which is absent in Born-Oppenheimer molecular dynamics, is the

dominant friction mechanism for water on carbon-based materials. As a key

result, we demonstrate a dramatic difference in quantum friction between the

water-graphene and water-graphite interface, due to the coupling of water De-

bye collective modes with a thermally excited plasmon specific to graphite. This

suggests an explanation for the radius-dependent slippage of water in carbon

nanotubes [4], in terms of the nanotubes’ electronic excitations. Our findings

open the way to quantum engineering of hydrodynamic flows through the con-

fining wall electronic properties.

∗ e-mail: nikita.kavokine@ens.fr; lyderic.bocquet@ens.fr.
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While the liquid flow rate through a macroscopic channel is determined solely by its geome-

try, the permeability of nanoscale channels depends strongly on the amount of liquid friction at

the channel walls [11]. Current theories of the solid-liquid interface picture the solid as a static

external potential that acts on the fluid molecules [7], with the friction resulting from the solid’s

surface roughness. This approach involves a high degree of arbitrariness when applied to atomically

smooth surfaces, through the choice of the molecular force fields. There is, for instance, a three

order of magnitude spread in the reported molecular dynamics (MD) simulation results for the

water friction coefficient inside sub-10 nm carbon nanotubes (CNTs) [12]. On the experimental

side, water-carbon friction presents a particularly puzzling picture: friction is found to be much

stronger on graphite [13] than on monolayer graphene [5], while in relatively large (over 30 nm in

diameter) multiwall CNTs it is found to decrease with decreasing tube radius [4]. Classical MD sim-

ulations cannot account even qualitatively for this behaviour, suggesting that some key ingredients

are missing from the current understanding of the solid-liquid interface. Quantum effects in the

interfacial dynamics are a possible lead: a few pioneering studies have made attempts at describing

electronic degrees of freedom at water-solid interfaces, through polarisable force fields [14] or Born-

Oppenheimer (BO) ab initio molecular dynamics [10]. Yet, these still cannot capture the whole

experimental picture. In this Article, we introduce a theoretical description of the solid-liquid in-

terface that fully accounts for the quantum dynamics of the electrons in the solid. We predict that

quantum effects do contribute to the solid-liquid friction, with the water-carbon interface being

unique in many respects.

Single particle friction
We first consider a single point charge e moving at a height h parallel to a solid surface lying

in the (x, y) plane. Taking electronic degrees of freedom into account gives rise to a polarisation

charge within the solid and dissipation through the polarisation charge dynamics. We formalise

this mechanism by introducing the solid surface response function ge(q, ω), defined in terms of the

density-density response function χe:

ge(q, ω) = −e
2

4πε0
2π
q

∫ 0

−∞
dzdz′eq(z+z′)χe(q, z, z′, ω), (1)

with the wavevector q lying in the plane of the interface. Physically, ge(q, ω) relates the external

potential applied to the solid in the half-space z < 0 to the induced potential in the half-space

z > 0 (see Supplementary Information (SI) section 3.1). The friction force on the charge moving
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at velocity v then writes (SI section 1)

f = −e2

8π2ε0

∫
dq q

q
e−2qh Im ge(q,q · v). (2)

Eq. (2) accounts for electronic friction, that is, friction through the generation of electronic exci-

tations within the solid. This phenomenon has been invoked in various situations where classical

nuclear degrees of freedom are coupled to an electron bath [15, 16]. The mechanism outlined here

for a single charged particle should in principle apply as well to a dense polar liquid such as water.

An electronic contribution to hydrodynamic friction, given by the sum of electronic friction forces

on each water molecule, was indeed proposed in ref. [17] to account for the radius-dependent slip-

page in carbon nanotubes, but the prediction disagreed with experiments by orders of magnitude.

The pitfall lied in the incorrect treatment of the collective excitations of the fluid, which cannot

be accounted for by a sum of individual contributions.

Many-body interfacial dissipation
We account for many-body dynamics at the solid-liquid interface by building on the general frame-

work of fluctuation-induced forces [18]. We assume for concreteness that the liquid is water, and

focus on forces due to long range Coulomb interaction between the water molecules and the solid

electrons. Note that we could treat similarly interactions between water and the crystal lattice.

Since the dynamics of the electrons are quantum, the solid-liquid friction force is represented by

an operator F̂, whose average value at time t is

〈F̂(t)〉 = −
∫

dr dr′∇‖V (r− r′)〈nw(r′, t)n̂e(r, t)〉. (3)

Here V is the Coulomb potential, nw is the instantaneous charge density of water, n̂e is the electron

density operator, and ∇‖ represents the gradient parallel to the interface; the average is over all

thermal and quantum fluctuations of the system. The dynamics of water are well described within

classical mechanics even at the molecular scale. Nevertheless, to ensure formal consistency, we

represent the water charge density by a gaussian quantum field n̂w with prescribed correlation

functions, as is done, for example, in the theory of solvation [19]. The average in Eq. (3) is then

computed in the framework of many-body perturbation theory, with respect to the interaction

Hamiltonian that comprises both the electron-water and electron-electron Coulomb interactions:

Ĥint =
∫

drdr′n̂w(r′, t)V (r− r′)n̂e(r, t) + 1
2

∫
drdr′n̂e(r′, t)V (r− r′)n̂e(r, t). (4)

Since the system is out of equilibrium in the presence of water flow, we treat the perturbative

expansion in the Schwinger-Keldysh framework [20]. After a computation reported in the SI
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(section 2), our most general result is a Dyson equation relating the water-electron, water-water

and electron-electron density correlation functions, whose Feynman diagram representation is given

in Fig. 1d. The friction force may then be expressed in terms of the Keldysh component of the

water-electron correlation function.

The formal Dyson equation can be simplified if the water and electron densities are no longer

allowed to interpenetrate each other. This is a reasonable approximation as long as there is no

chemisorption of water on the solid surface. The short-range Pauli repulsion effectively acts as an

infinite potential barrier between the water and the electrons, as confirmed by density functional

calculations of the water-graphene interface (Fig. 1b). The hydrodynamic flow profile above the

solid surface is assumed to be uniform and equal to the interfacial velocity v, which is justified

as long as the typical range of the solid-liquid interactions is smaller than the slip length [11].

Then, expanding the Dyson equation to linear order in v, we obtain a closed expression of the

form 〈F̂〉/A = −λv, where A is the surface area, and λ is the solid-liquid friction coefficient. It

separates into two terms: λ = λCl + λQ, with

λCl = 1
4π2kBT

∫
dq (q · v)2

v2 |Ve(q)|2
∫ +∞

0
dt Sw(q, t) (5)

and

v · λQ = 1
8π2

∫ +∞

0
qdq (~q)

∫ +∞

0

d(~ω)
kBT

q · v
sinh2( ~ω

2kBT
)

Im[ge(q, ω)] Im[gw(q, ω)]
|1− ge(q, ω) gw(q, ω)|2 . (6)

We refer to the first contribution λCl in Eq. (5) as the classical term, since it exactly reproduces

the result obtained in the conventional surface roughness picture [7, 9]. Here, Ve(q) is the average

Coulomb potential acting on the interfacial water layer, and Sw(q, t) is the water charge structure

factor (precise definitions of these quantities are given in the SI, section 2.5).

The second contribution λQ in Eq. (6) is absent in the roughness-based picture, and originates

from the coupled water and electron dynamics, as it involves the surface response functions of both

the solid and the liquid, ge and gw, respectively. We call it the quantum friction term. A similar

term is known to arise in the non-contact friction between two dielectric media separated by a

vacuum gap [18]. It is then interpreted as a dynamic analogue of the van der Waals force, here

specifically derived for the solid-liquid interface under scrutiny.

Since it is accessible through MD simulations, the classical contribution has been amply stud-

ied for numerous solid-liquid systems [21]. We will therefore discuss in detail only the quantum

contribution in Eq. (6), which has not been considered previously. The structure of Eq. (6) can be

understood in terms of quasiparticle tunnelling between the surface fluctuation modes of the two
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media, as detailed in the SI, section 2.8. Briefly, the quantum friction force v ·λQ decomposes into

a (continuous) sum over the wavevectors q of surface modes: v · λQ = (1/4π)
∫

dq fq. The elemen-

tary friction force fq is given by the elementary momentum ~q, multiplied by an integral over the

frequencies ω, which plays the role of a tunnelling rate between modes at wavevector q. This rate

is non-zero only in the presence of a water flow, which effectively increases the occupation of the

liquid modes with respect to the solid modes (Fig. 1c). We note that the contribution in Eq. (6)

requires thermal fluctuations, as it vanishes at 0 temperature. A purely quantum contribution to

non-contact friction, that survives at 0 K, may be derived [22], but it scales as v3 and is hence

negligible for our purposes.

The quantitative evaluation of water-solid quantum friction coefficients requires both surface

excitation spectra, Im gw(q, ω) and Im ge(q, ω), as inputs. We focus on excitations at low energy,

typically below ω ∼ 2kBT/~ (50 meV or 10 THz), and high momenta q, since these are expected

from Eq. (6)to make the dominant contributions to friction.

Water fluctuations
Our result in Eq. (6) involves the bare surface response function of water, in the absence of coupling

to electronic degrees of freedom. In the frequency range under consideration, classical MD simu-

lations are well-suited for the determination of this response functions. We have carried out such

simulations for water (in the SPC/E model) in contact with graphite surfaces, for which we consid-

ered two different sets of Lennard-Jones parameters (Fig. 2a). The surface response functions were

determined from the equilibrium charge correlation functions through the fluctuation-dissipation

theorem, according to Eq. (1) (see SI, section 4).

We first focus on results in the long wavelength limit (q → 0), displayed in Fig. 2b. The

surface response function should then converge to a value determined by the bulk water dielectric

permittivity εw(ω):

gw(0, ω) = εw(ω)− 1
εw(ω) + 1 . (7)

It is then interpreted as an electromagnetic reflection coefficient (see SI, section 3.1). We find that

this limit is essentially reached for the lowest q values accessible in our simulation (q = 0.05 Å−1).

Moreover, for frequencies below 100 meV, our results agree well with the long wavelength surface

response function obtained from the experimentally determined εw(ω) (see SI section 4).

Eq. (7) shows that the features in gw(q, ω) can be analysed in terms of the well-known features

of the bulk water dielectric response [23]. The low-energy surface response of water is dominated
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by the Debye mode, spanning about three decades in frequency between 0.1 meV and 100 meV. It

results from the collective relaxation of molecular dipoles and it is a general feature of polar liquids

[24, 25]. Hence, our subsequent discussion, although focussed on water, applies qualitatively to

quantum friction in other polar liquids as well. The sharp peak at around 100 meV corresponds to

the water libration modes [23].

The water surface response function shows little dispersion as the momentum q is increased

(Figs. 2c and S1), and only small variations are found between the two models for the graphite

surfaces. At large momenta (q ≥ 1 Å−1), the surface response function shows an exponential

decrease, which we attribute to the depletion of water near the hydrophobic surface. For the

purposes of calculation, gw(q, ω) is well represented by the sum of two Debye peaks at ωD,1 =

1.5 meV and ωD,2 = 20 meV, with momentum-dependent oscillator strengths:

gw(q, ω) = f1(q)
1− iω/ωD,1

+ f2(q)
1− iω/ωD,2

. (8)

Analytical expressions for f1(q) and f2(q) are given in the SI, section 4.3; at large q, f1(q)+f2(q) ∝

e−2qd, with d = 0.95 Å. Further MD simulations show that the features of the water surface

response relevant for quantum friction are largely unaffected by planar confinement down to 1 nm

(SI section 4.4), so that the expression in Eq. (8), determined for a semi-infinite liquid, can be

safely applied to nano-confined geometries.

Electronic excitations: jellium model
A solid has low energy electronic excitations if it contains free charge carriers, but the precise loca-

tion of these excitations in energy-momentum space depends strongly on the exact band structure.

The simplest way to account for this dependence is in the framework of the jellium model. The nu-

clei and core electrons are assimilated to a semi-infinite positive background, while the conduction

electrons behave as free electrons (Fig. 3a). They occupy a parabolic band, E(k) = ~2k2/(2m∗):

the electronic structure is then completely determined by the effective mass m∗ and the Fermi

energy EF. In general, in the jellium model, electrons are allowed to spill over the positive back-

ground edge [26]. However, in the presence of water, the spill-over is limited by the Pauli repulsion

between the water and the surface electrons (Fig. 1b), so that the infinite barrier jellium model

appears better suited to describing the electronic system under scrutiny. The model may then

be treated within the specular reflection (SR) approximation – expressing the surface response in

terms of the bulk dielectric response – with only small quantitative differences with respect to the

exact semi-infinite computation (SI sections 3.2 and 5.1). A typical result for the jellium surface
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response function ge(q, ω) in the SR approximation is shown in Fig. 3b. It presents two types

of features: incoherent particle-hole excitations, and a collective surface plasmon mode. We then

compute the quantum friction coefficient λQ of water on the jellium surface according to Eq. (6),

for a range of Fermi energy and effective mass values (see Fig. 3c). Note that in terms of the

slip length b = η/λ (with η the fluid viscosity), λ = 105 N · s · m−3 corresponds to a slip length

b = 10 nm for water.

We find the quantum contribution to friction to be very small for water on semiconductor

surfaces, which, for our purpose, can be described by a jellium model with low Fermi energy and

effective mass. In such systems, electronic excitations are restricted to very small momenta, and

we expect the hydrodynamic friction to be dominated either by the classical roughness term [7, 9]

or by the optical phonon contribution (SI section 5.3). On metal surfaces, with high Fermi energy

(1 - 10 eV) and effective mass close to unity, we find λQ ∼ 102 N · s ·m−3, two orders of magnitude

lower than typical hydrodynamic friction coefficients, and likely smaller than the roughness-based

contribution. We note that our theory does not address reactive (typically non-close-packed) metal

surfaces, on which chemical bonding with water occurs. The highest values of λQ are obtained in

the region of low Fermi energy and high effective mass. The electronic surface plasmon mode is

then at low enough energy (∼ 10 meV) and high enough momenta (∼ 0.5 Å−1), to couple with the

Debye peak of water, yielding a particular friction enhancement (Fig. 3c and S3).

The odd water-carbon interface
The classical contribution to the water-carbon friction has been extensively studied in the frame-

work of MD simulations. On flat graphite surfaces, simulated friction coefficient values λCl ≈

104 − 105 N · s · m−3 have been reported, depending on the chosen force field [27]. In carbon

nanotubes, these values were found to be unaffected by wall curvature for tube radii larger than

10 nm [8, 9]. This strongly suggests that the radius-dependence of water slippage observed exper-

imentally in carbon nanotubes with radii between 15 and 50 nm [4] cannot be explained by the

classical contribution to friction alone. The experiments in ref. [4] then set an upper bound for

the water-carbon classical friction at the lowest total friction coefficient measured in large radius

nanotubes, that is λmax
Cl = 3 × 103 N · s · m−3. Hence, MD simulations likely overestimate the

water-graphite friction coefficient by at least a factor of 3, which is typical in simulations of other

water-solid systems [21].

We now consider quantum friction in various water-carbon systems. For a single graphene

sheet, the surface response function can be calculated analytically (SI section 6.1). The result
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is plotted in Fig. 4a, with a doping level EF = 0.1 eV. Graphene is found to have low energy

excitations (ω . 100 meV) only at very small momenta (q . 0.05 Å−1). An intra-layer plasmon

mode is present, but it displays a steep square root dispersion at small momenta. The quantum

contribution to the water friction coefficient, evaluated with Eq. (6), is accordingly found to be

very small, below 100 N · s · m−3, regardless of doping level. We conclude that hydrodynamic

friction on monolayer graphene is dominated by the classical contribution and should therefore

be very small (λ ∼ λmax
Cl ). This is in line with recent measurements of water slippage on silica-

supported graphene [5], which yielded friction coefficients as small as 4.5 × 103 N · s · m−3 (slip

length b ≈ 200 nm).

The situation must be different for water on multilayer graphite, which was found experimentally

to exhibit much higher hydrodynamic friction: λ ≈ 2 × 104 − 105 N · s · m−3 on flat graphite

surfaces [13, 28] and λ ≈ 3 × 104 N · s · m−3 in multiwall carbon nanotubes with large (50 nm)

radius [4]. Indeed, in a staggered stack of graphene sheets (Fig. 4b), electrons acquire an extra

degree of freedom compared to monolayer graphene, as they may tunnel between the sheets. In

particular, the coupling between second nearest layers is associated with a bandwidth 4γ2 = 40 meV

(Fig. 4b), resulting in a markedly different low energy excitation spectrum. In electron energy loss

spectroscopy, graphite was found to exhibit a surface plasmon mode, polarised perpendicularly to

the layers, at ωP = 50 meV (at 300 K), with a very flat dispersion in the measured momentum

range, which was up to qmax = 0.2 Å−1 at 300 K [29] and qmax = 0.4 Å−1 at 600 K [30] (see Fig.

4a). We expect this low-energy plasmon of graphite to strongly interact with the water Debye

mode, resulting in an enhancement of quantum friction. As a first approximation, we describe the

plasmon contribution to the graphite surface response in terms of a Drude model, which is based

on the semi-classical treatment of free electron dynamics [31]:

ge(q, ω) = ω2
P

ω2
P − ω2 − 2iγω

θ(qmax − q), (9)

with γ ∼ 25 meV the surface plasmon width [30], and θ the Heaviside step function. Using this

expression in Eq. (6), we obtain a water quantum friction coefficient λQ = 0.4× 103 N · s ·m−3 for

qmax = 0.2 Å−1 and λQ = 5×103 N · s ·m−3 for qmax = 0.4 Å−1. This is orders of magnitude larger

than the expectation for graphene (Fig. 4c), and comparable to the upper bound for the classical

contribution λmax
Cl . Hence, the Drude model estimate suggests that the quantum contribution may

account for the difference in hydrodynamic slippage between monolayer graphene and multilayer

graphite.

Going beyond a phenomenological treatment for the water-graphite quantum friction is par-
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ticularly challenging, due to the very large unit cell required for a numerical investigation of low

energy and high momentum surface excitations [32]. We propose here a simplified microscopic

model to extract the essential physics at play. Our starting point is that the free charge carriers

contributing to the low energy plasmon are located mainly on the B sublattice [33] (Fig. 4b). The

flat plasmon dispersion has been attributed to the shape of the bands containing those free carri-

ers [30]. As a consequence of interlayer coupling, these are nearly flat up to parallel momentum

k ∼ γ1/vF = 0.06−0.11 Å−1, with γ1 the nearest-neighbour interlayer coupling parameter (Fig. 4b)

and vF the graphene Fermi velocity. Then, from the perspective of low-energy excitations, graphite

may be pictured as an array of independent 1D chains extending perpendicular to the layers, at

least within a certain momentum range. This assembly of localised oscillators is then expected to

have excitations whose energy does not depend on wavevector, as observed experimentally.

Following this idea, we consider only the atoms on the B sublattice, which form an assembly

of tight-binding chains with coupling parameter γ2 = 10 meV. At sufficiently large momenta

(q & 1/(2c) = 0.14 Å−1, with c = 3.35 Å the interlayer spacing), we may consider that the external

field acts only on the topmost (surface) atoms. We then compute the local density response of the

topmost atom a of a 1D chain δna(q, ω) = χa(q, ω)φa(q, ω), where φa is the potential acting on

atom a (see SI section 6.2). Then, treating the Coulomb interactions between the chains in the

random phase approximation, we obtain the graphite surface response function as

ge(q, ω) = nsvqχa(q, ω)
nsvqχa(q, ω)− 1 , (10)

where vq = e2

4πε0
2π
q is the 2D Coulomb potential and ns is the density of charge carriers contributing

to the low energy mode. Our simple model accounts indeed for an excitation continuum around ω =

40 meV, whose intensity slowly decays with momentum (Fig. S5). An estimate for the parameter

ns is provided by the free charge carrier density in bulk graphite at 300 K (ns = 2.3× 1012 cm−2,

see SI section 6.2): this yields a friction coefficient λQ = 1.8×104 N ·s ·m−3, slightly larger than the

Drude model estimates, and within the range of experimentally measured water friction coefficients

on graphite (Fig. 4d). Ultimately, the value of ns depends on the details of the electronic structure

at the graphite surface, which undergoes renormalisation in the presence of water. An increase

in the density of states at low energy and high momenta due to electron scattering on water

fluctuations may lead to a higher apparent ns (the upper limit being the total electron density on

the B sublattice, 4.3× 1014 cm−2) and to a further increase in the expected value for the quantum

friction coefficient (Fig. 4c).

Overall, our theory predicts a strong difference in quantum friction between monolayer and
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multilayer carbon structures, explaining how water can exhibit larger slippage on monolayer

graphene [5] than on multilayer graphite [4, 13, 28]. This further suggests an explanation for the

radius-dependent water slippage in multiwall carbon nanotubes [4]. In these quite large nanotubes

(15− 50 nm radius), while the water surface response is unaffected by confinement (SI section 4),

the interlayer coupling is known to strongly depend on radius. It was observed that a 50 nm radius

tube has locally a graphite-like structure, while in a 10 nm radius tube the shells are completely

decoupled [34]. Therefore, in large radius nanotubes, water is subject to graphite-like high quan-

tum friction, while in smaller radius nanotubes water experiences graphene-like low friction, likely

dominated by the classical contribution.

The quantitative relevance of this argument can be checked, at the simplest level, in the frame-

work of the Franklin model [35, 36], which relates the probability p of two layers being misaligned

in a graphite structure to the average interlayer spacing d: d = 3.44− 0.086 · (1− p2) (Å). The de-

pendence of d on the inner radius R for a multiwall nanotube can be inferred from experiment [34]

(see SI section 6.4). We may then assume that the electron density ns in Eq. (10) scales according

to ns(R) = n0
s (1− p(R)), and we choose n0

s = 1013 cm−2 so that λ(R→∞) = 4.4× 104 N · s ·m−3.

The resulting prediction for the slip length is shown in Fig. 4d, and is found to be in good agree-

ment with the experimental data. We note that if the inner shell tubes are semiconducting, the

radius-dependent band gap Eg(R) = (2/3)vF/R [37] may also reduce the number of charge carriers

contributing to low energy excitations: we then expect a scaling ns(R) = n0
se
−Eg(R)/kBT , which also

provides reasonable agreement with the data (Fig. 4d). While the details of electronic excitations

in multiwall carbon nanotubes are hard to investigate theoretically, our theory strongly suggests

that quantum friction is a key ingredient for determining the water slip length in these systems.

Perspectives
Our theory predicts quantum effects in the dynamics of the solid-liquid interface. We show that

hydrodynamic friction results not only from the static roughness of the solid surface, but also

from the coupling of water fluctuations to electronic excitations within the solid. Such “quantum

friction” is uniquely revealed at the water-carbon interface. Water friction is not anomalously low

on graphene, it is rather anomalously high on graphite, due to the quantum contribution resulting

from a graphite-specific terahertz plasmon mode. This finding enables us to rationalise the pe-

culiar friction properties of water on carbon surfaces, and in particular the radius dependence of

slippage in carbon nanotubes. More generally, quantum friction may be an important contribution

to hydrodynamic friction on atomically smooth surfaces, provided that these have electronic exci-
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tations at low energy (ω . 100 meV) and high momenta (q ∼ 0.5 Å−1), which may couple to the

Debye mode of water. However, true atomic smoothness cannot be achieved for any material, since

many surfaces become oxidised or charged in water. For instance, the negligible water slippage

observed on hexagonal boron nitride surfaces [4] can be attributed to the chemisorption of charged

species [11, 38]. We stress that quantum friction is an effect beyond the BO approximation. While

it can be overcome in the numerical treatment of single molecules on surfaces [16], the BO approx-

imation remains a fundamental limitation in simulations of solid-liquid interfaces. Our results call

for the development of new methods for simulating such complex interfacial systems [39].
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Figure 1. Theory of solid-liquid quantum friction. a. Artist’s view of the quantum

friction phenomenon: water charge fluctuations couple to electronic excitations within the solid

surface, represented by the orange arrow. b. Average electronic density, as obtained from density

functional calculations (SI, section 7), at the water-graphene interface. c. Schematic of the quan-

tum friction mechanism, showing quasiparticle tunnelling between two surface modes at wavevector

q and frequency ωq. The filling of the blue parabolas represents the occupation of each mode, ac-

cording to the Bose-Einstein distribution nB. The back and forth tunnelling rates γ are different

in the presence of flow, resulting in net momentum transfer from the liquid to the solid. Further

details are given in the SI, section 2.8. d. Feynman diagram representation of the Dyson equation

for the electron-water density correlation function. Full lines are electron propagators, and dashed

lines are water propagators. The equation expresses that electron-water correlations are mediated

by all possible coupled fluctuations of the water and electron densities.

Figure 2. Surface dielectric response of water. a. Snapshot of the MD simulation used

for determining the water surface response function. The graphene supercell size is 128×123 Å2. b.

Surface response function gw of water versus frequency, in the long wavelength limit (q → 0). The

various curves correspond to results obtained from MD simulations of the water-graphite interface

with two different sets of molecular parameters (named ’Aluru’ and ’Werder’, see text), and to

the q = 0 prediction of Eq. (7), obtained from the experimental and simulated bulk dielectric

constant. All the determinations of the surface response function agree well in the long wavelength

limit. c. Surface response function of water in energy-momentum space, as obtained by fitting the

simulation data with two Debye peaks (Eq. (8)).

Figure 3. Quantum friction of water on a jellium surface. a. Schematic of the infinite

barrier jellium model: the water and solid electrons are separated by an infinite potential barrier.

b. Surface response function for a semi-infinite jellium (electron density parameter rs = 5) in

energy-momentum space. c. Quantum friction coefficient for water on a jellium surface, as a

function of the jellium Fermi energy and effective mass (in units of electron mass).

Figure 4. Quantum friction at the water-carbon interface. a. Surface response function

of doped graphene (EF = 0.1 eV) in energy-momentum space, and experimental data [29, 30] for

the graphite surface plasmon mode. b. Schematic of the electron movement corresponding to

the graphite surface plasmon, and definition of the interlayer coupling parameters. c. Quantum

friction coefficient for water on graphene and graphite as a function of charge carrier density. For
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graphene, the carrier density is determined by the doping level. For graphite, the friction coefficient

is determined from the 1D chain model (Eq. (10)), where the carrier density corresponds to the

parameter ns. d. Water slip length (b = η/λ, with η the water viscosity) in multiwall carbon

nanotube as a function of inner tube radius. The green symbols are experimental data from refs.

[3, 4, 13], and the full lines are theoretical predictions, corresponding to different models for the

radius dependence of ns in Eq. (10). The error bars correspond to the experimental uncertainty,

which has been estimated in ref. [4].
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