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Abstract

Field-programmable gate arrays (FPGAs) are widely used locally to speed up
deep neural network (DNN) algorithms with high computational throughput
and energy efficiency. Virtualizing FPGA and deploying FPGAs in the cloud
are becoming increasingly attractive methods for DNN acceleration because
they can enhance the computing ability to achieve on-demand acceleration
across multiple users. In the past five years, researchers have extensively
investigated various directions of FPGA-based DNN accelerators, such as
algorithm optimization, architecture exploration, capacity improvement, re-
source sharing, and cloud construction. However, previous DNN accelera-
tor surveys mainly focused on optimizing the DNN performance on a local
FPGA, ignoring the trend of placing DNN accelerators in the cloud’s FPGA.

In this study, we conducted an in-depth investigation of the technolo-
gies used in FPGA-based DNN accelerators, including but not limited to
architectural design, optimization strategies, virtualization technologies, and
cloud services. Additionally, we studied the evolution of DNN accelerators,
e.g., from a single DNN to framework-generated DNNs, from physical to
virtualized FPGAs, from local to the cloud, and from single-user to multi-
tenant. We also identified significant obstacles for DNN acceleration in the
cloud. This article enhances the current understanding of the evolution of
FPGA-based DNN accelerators.
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1. Introduction

Deep neural networks (DNNs) have become a cutting-edge research topic
owing to their excellent performance in image classification, detection, seg-
mentation, and data prediction. Owing to the remarkable prediction ca-
pacity of datasets in a wide range of complex applications, researchers have
proposed myriad networks, such as AlexNet [1], VGG16 [2], ResNet152 [3],
Transformers [4], General Adversarial Networks (GANs) [5], and Variational
Autoencoder (VAE) [6]. The success of DNNs has also attracted attention
in the development of industrial platforms, such as Google Deepmind [7],
Facebook AI [8], Amazon Alexa [9].

Traditionally, in academia and industry, graphics processing units (GPUs)
are used to train DNNs, as they provide a high degree of parallelism to
process these algorithms [10, 11]. However, the execution of DNNs on GPU-
based platforms encounters energy/power and throughput bottlenecks. In
2016, a tensor processing unit (TPU) was announced by Google [12], which
runs DNNs 15 to 30 times faster than contemporary GPUs using similar
technologies [13], and the energy efficiency is increased by a factor of 30–80.
Despite its speedup and energy efficiency, the TPU has a high production
cost, lacks reconfigurability, and cannot be adapted to the emergence of new
network models with complex structures.

Field-programmable gate arrays (FPGAs) can achieve energy efficiency
and high performance in the face of rapidly innovating DNN models and
computational characteristics, as reported by Venieris et al [14]. FPGAs can
achieve up to 20 tera multiply accumulates per second (TMACs), and the
power consumption does not exceed 25 W, incurring a less than 10% overhead
in the overall power consumption [15]. Moreover, FPGAs can provide a
flexible hardware architecture with a fine granularity and massive pipeline
level. Therefore, FPGAs have become an alternative method for accelerating
DNNs.

Early DNN accelerators (e.g., [16, 17, 18, 19]) are typically implemented
on a single local FPGA fabric. As the number of learnable parameters and
operations in DNNs increases, the resources of a single FPGA may be insuf-
ficient for the entire DNN deployment. The challenges of designing DNNs
on a single local FPGA are described below.

• Productivity: Owing to the complexity of DNN design, mapping a DNN
onto an FPGA requires specific hardware expertise in hardware de-
scription language programming and performance optimization, which

2



have long learning curves. According to the complexity of the DNN
algorithm, deploying the DNN on the FPGA may be time-consuming
and may increase the programming burden of designers. In recent
years, productivity has improved owing to the emergence of compila-
tion frameworks that automatically map DNNs onto the FPGA.

• Scalability: DNNs are computation- and data-intensive applications
that require enormous computational resources. For example, VGG-16
has up to 39 billion operations and more than 500 million parameters
for 224 × 224 image classification [20]. In deeper DNNs, the resource
requirements may exceed the available resources in a single FPGA,
limiting the scalability of the DNN architecture. Even if technologies
and strategies are adopted to optimize the DNN architecture, when
a large-scale DNN is deployed in a single local FPGA, the resource
bottleneck can easily be reached.

• Elasticity: The solution of deploying DNN accelerators on local FPGAs
lacks resource elasticity because it assumes that DNN resource alloca-
tion must be fixed throughout the deployment lifecycle. Because dif-
ferent DNN algorithms require different computing resources, memory
bandwidths, and storage resources [21], these solutions cannot flexibly
provide and deprovision resources at runtime and hence fail to match
different workloads of the DNN.

• Portability: The deployment of most DNN accelerators directly de-
pends on the characteristics of the FPGA platform and is therefore
restricted to a specific FPGA vendor. Owing to the lack of an abstrac-
tion layer that isolates DNN accelerators from specific FPGA platforms,
these accelerators may face portability issues of DNN structures. They
cannot adapt quickly to the current changing DNN algorithms.

• Multi-tasks: Generally, the execution mode of a DNN on a local FPGA
is limited to a single user executing a single DNN within a given time.
It remains difficult for a single local FPGA to support multiple users
by executing execute multiple DNNs in parallel and satisfy each user’s
time, cost, and quality of service (QoS) requirements. Some frame-
works (for example, [22]) successfully solve the problem of multiple
DNN scheduling but can only execute DNNs sequentially in the form
of time slices in a single-task environment.
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Figure 1: Characteristics of deploying FPGAs in the cloud and FPGA virtualization for
DNN deployment.

Deploying FPGAs in the cloud and/or virtualizing FPGAs can resolve
the aforementioned challenges, as shown in Figure 1. The cloud paradigm
enhances the computing capability of FPGAs with high throughput and low
latency. It enables the sharing of single or multiple FPGA resources across
multiple users, thereby efficiently scaling and accelerating on-demand DNNs.
Virtualizing FPGAs abstracts low-level physical resources and hides hard-
ware design and compilation flow from the software designers’ view, providing
a high-level application-dependent architecture. Owing to FPGA virtualiza-
tion, software designers can deploy DNN accelerators according to different
requirements (e.g., throughput, execution time, and accuracy) without rely-
ing on a specific FPGA platform. The collaboration between FPGA virtu-
alization and the FPGA cloud can satisfy the resource requirement, thereby
taking advantage of the ”unlimited” cloud capability to flexibly scale DNN
accelerators.

While exploring techniques to accelerate DNNs on local physical FP-
GAs, researchers have also attempted to adopt FPGA virtualization and the
FPGA cloud to facilitate the implementation of multiple DNNs at a large
scale and achieve flexible deployment in a multi-user environment. Although
the FPGA cloud and virtualization have brought breakthroughs to the de-
ployment of DNNs, previous surveys (e.g., [23, 24, 25, 26, 27, 28][29]) have
mainly focused on DNN optimization and the design of local FPGAs (e.g.,
architecture design, simplification, optimization strategies). These surveys
ignore the trend of DNN implementation on the timeline, that is, from local
to virtual FPGA in the cloud. Moreover, no in-depth analysis or compar-
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ison of the challenges faced by the DNN accelerators at different stages of
deployment was conducted. Relying on previous surveys, we aim to

• Provide an overview of the main techniques of FPGA-based DNN ac-
celerators. These techniques were initially proposed to optimize the
performance of DNN accelerators in a local FPGA, but they can also
be applied to the FPGA cloud environment.

• Present the evolution of DNN accelerator deployment from local to
virtualized FPGAs through an in-depth introduction of virtualization
techniques and the FPGA cloud.

• Perform an in-depth analysis and comparison of the challenges faced
by the DNN accelerators at each stage.

The article is organised as follows: Section 2 provides an FPGA cloud def-
inition and a general overview of FPGA virtualization. Section 3 discusses
the crucial approaches for accelerating DNNs on the FPGA, which is also
applicable to the FPGA cloud. Section 4 describes the use of virtualization
technology in local DNNs and cloud-based DNNs. Section 5 highlights the
trends and evolution of the FPGA-based DNN and compares the character-
istics of these accelerators. Section 6 discusses the unresolved challenges of
accelerating DNNs in the FPGA cloud and presents other directions for DNN
acceleration. Section 6.2 gives the conclusion of the survey.

2. Background

This section presents an overview of the FPGA cloud and the available
services in the cloud and introduces the FPGA virtualization technology from
the viewpoints of the abstraction level and system architecture.

2.1. FPGA Cloud

Deploying FPGAs in the cloud involves leasing a bundle of specific soft-
ware tools, platforms, or FPGA resources remotely in a cost-effective manner.
Such an FPGA-enabled cloud maintains the advantages of FPGAs (e.g., low
power consumption and programmability) and establishes scalability, elas-
ticity, and multi-tenancy.

Provisioning FPGA resources is similar to provisioning traditional central
processing unit (CPU)- and GPU-based clouds. Regarding the service cate-
gories in traditional cloud computing, FPGA cloud providers offer FPGAs as
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infrastructure as a service (IaaS) or software as a service (SaaS) [30]. Figure
2 presents an example of hierarchical mapping in the FPGA cloud. There is
no standard definition or classification for FPGA clouds, and the hierarchical
mapping may change over time.

2.1.1. FPGA in IaaS

The FPGA in IaaS provides access to the FPGA computing resource
pool and memory storage in the cloud. This paradigm divides the FPGA
into multiple independent virtual instances and supports high-bandwidth
communication to collaborate between each resource instance. Per-FPGA
or multiple-FPGA granularity can be supported in the IaaS for application
deployment. Cloud users must manually map their applications to resources
if their applications are deployed across multiple FPGAs.

As a commercial example, the Amazon F1 instance offers a collection of
eight FPGA devices with a high bandwidth. Enabling FPGA in IaaS has
also attracted attention in the academic field. Byma et al. [31] abstracted
FPGAs into virtual regions and managed resources across multiple FPGAs
through OpenStack. Asiatici et al. [32] provided a runtime management
framework to map FPGA resources for different applications with limited
overhead.

2.1.2. FPGA in SaaS

The FPGA in SaaS offers acceleration services for cloud users to exe-
cute applications and process data. Technical processes have been hidden
in the cloud background, and cloud users do not need to be responsible for
the hardware design flow and FPGA resource management. For example,
Microsoft released the Catapult project [33], which puts Altera Stratix vF-
PGA per CPU in the cloud to accelerate the Bing web search engine, with a
95% improvement throughout. Moreover, Microsoft released the BrainWare
project, where FPGAs are used to accelerate state-of-the-art DNNs in major
services such as Bing and Azure [34].

2.2. FPGA virtualization

The objectives of FPGA virtualization are to 1) provide a virtual ab-
straction of resources and underly the low-level hardware design from users;
2) support FPGA sharing in the time and space domains to serve multiple
tasks; and 3) facilitate the hardware design process and accelerate the pro-
gram compilation [35, 36, 37, 38]. We review FPGA virtualization according
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Figure 2: IaaS and SaaS FPGA cloud. ”Vendor manage (optional)” and ”User manage
(optional)” indicate that this hierarchy does not always exist in the FPGA cloud, and it
is customised by each FPGA cloud vendor or user.

to the abstraction level [39] and system architecture [40]. The definition of
FPGA virtualization has changed over time in different scenarios.

2.2.1. Abstraction level

According to the scale of resource computing, FPGA virtualization can be
divided into three abstraction levels: resource, node, and multi-node levels.

• Resource level: The resource level contains reconfigurable resources
(e.g., logic) and non-reconfigurable resources (e.g., Input/Output blocks).
Several uniform architectures, such as coarse-grained overlays, have
been proposed to support the portability of this level between different
types of FPGAs [41, 42].

• Node level: The node level considers a single FPGA as a node. Re-
source allocation and scheduling are concerned with a single FPGA
at this level. Currently, time-division multiplexing (TDM) and space-
division multiplexing (SDM) are the two principal methods for sharing
a single FPGA resource [43, 44].
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• Multi-node level: The multi-node level is designed to assign resources in
multiple FPGAs to multiple applications or multiple users. However,
mainstream compilation tools only support application deployments
on a single FPGA [45]. Therefore, application mapping across FPGAs
requires specific frameworks to solve hardware problems, such as in-
tercommunication, resource partitioning, and traversing the physical
boundary.

2.2.2. System architecture

The system architecture refers to a structural view at the abstraction
level. It usually covers the hardware, software stack, and overlay [46] but
may be different at each level of abstraction. Here, we introduce the system
architecture in a node-level abstract form, as shown in Figure 3, which can
also be applied to other levels of abstraction.

• Hardware stack: The hardware stack can vary in the host interface,
shell, and role.

– Host interfaces: 1) on-chip host inside the FPGA, which can be
a soft core formed by programmable logic (PL) or a hard core in
the processing system (PS) of a system-on-a-chip (SoC) FPGA;
2) local host, local CPU host, connected via high-bandwidth links
(e.g., PCIe); 3) remote host placed remotely via the network.

– Shell: The shell is a static region, usually comprising a system
memory controller (e.g., DRAM adapter), interface controller (e.g.,
DMA controller), and network interface controller (e.g., Ether-
net core). For instance, the shell in [47] includes the user PCIe,
management PCIe, card management system, and DDR access
channel.

– Role: The role is a dynamic region in the FPGA, which can be
regarded as a reserved region for deploying DNNs in our context.
It runs independently of the shell and can be reconfigured every
time for each application to satisfy user requirements.

• Software stack: The software stack runs on a host, provides users with
an application programming interface, and enables the communication
between the host and the FPGA. [40] introduces three types of software
stacks: 1) Operating systems (e.g., LeapFPGA OS [48], Recon OS [49]),
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Figure 3: Overall architecture of the FPGA-based DNN accelerators in the IaaS cloud.
(a) Different levels of abstraction in the FPGA virtualization technique. (b) Example of
the system architecture in node-level virtualization.

which are conceived to support multiple threads for runtime resource
management. 2) The host application, which is written in OpenCL
and C++, provides simultaneous access to a shared FPGA for multiple
users. 3) Software frameworks (e.g., OpenStack), which can be used
to share resources across multiple users and distribute several partial
reconfigurations to one FPGA.

• Overlay: The overlay provides an intermediate layer between the hard-
ware stack and the software stack to achieve program portability. It
is considered a virtual reconfigurable architecture on top of a physi-
cal FPGA. Fine-grained granularity and coarse-grained granularity in
overlays are used in various applications [50, 51].

3. DNN implementation techniques

To enhance the performance of DNNs on the FPGA locally and in the
cloud, several techniques have been extensively studied. This section presents
implementation techniques that have been recently investigated.
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3.1. Hardware architecture design

The widely used hardware architecture are streaming and single compu-
tation engine architectures.

• Streaming architecture: The streaming architecture (Figure 4) imple-
ments an entire DNN on the side of the Programmable logic (PL) of
the FPGA from the first convolutional layer to the final fully connected
layer. On the PL side, it deploys a chain of sequential DNN intellec-
tual property (IP) to process the dataset in the pipeline mode. The
intermediate results (DNN feature maps) are stored on the chip on the
PL side. This architecture enables an efficient data stream without fre-
quent data exchange with external memory, significantly reducing the
latency and obtaining throughput at a high frequency. A specific DNN
model using a streaming architecture must be defined before generat-
ing the bitstream. Whenever the DNN model changes, architecture
re-compilation and bitstream regeneration are inevitable. According
to the selected DNN algorithm, the re-compilation of this architecture
may be time- and resource-consuming.

Figure 4: Example of accelerating DNNs using the streaming architecture.

• Single Computation Engine: Single computation engine (Figure 5) im-
plements a part or a layer of the DNN on the PL side. It is a uni-
versal fixed template, usually in the representation of a systolic array
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Figure 5: Example of accelerating DNNs using the single computation engine accelerator
architecture.

or multiple processing elements that can be configured as DNN lay-
ers of different scales [52, 53]. The execution of the entire DNN is
achieved sequentially by configuring this template in the program on
the PS side. The intermediate results (DNN feature maps) are stored
off the chip. The architecture significantly reduces resource usage and
introduces possibilities to scale accelerators. It has been widely used
in accelerators to enrich DNN diversity. However, because the DNN
blocks are executed sequentially on the FPGA, the execution time is
extended significantly. Each time the DNN architectures changes, it
is necessary to reload a complete bitstream to realize the novel DNN
deployments on the FPGAs.

Table 1 presents the major features of streaming and single computing
engine architectures according to their performance (e.g., flexibility, recon-
figuration, resource consumption).

3.2. Network compression

The increasing amounts of learnable parameters and arithmetic opera-
tions of DNNs lead to a computational burden and additional resource con-
sumption of hardware devices. Network compression makes DNNs more com-
pact when the data width is limited, assisting in striking a balance between
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Table 1: Comparison of streaming and single computation architectures for DNN acceler-
ation.

Streaming Single computation

Network implementation Entire network Function unit

Structure Pipeline Recurrent

Optimisation mode Layer-independent One-optimization-fit-all

Recompilation time Long Short

Reconfiguration Bitstream-level reconfiguration Processor control configuration

Flexibility Low High

Resource usage High Low

Speedup Fast Low

resource usage and accuracy. Thus far, quantization, pruning, and in-parallel
pruning quantization have been successfully employed for network compres-
sion.

• Quantization: Network quantization converts floating-point data to
fixed-point data with a selectable data width. Quantization includes
uniform quantization with the same width for all network layers or
dynamic quantization of each layer based on the layer characteristics.
Researchers have widely adopted 16-bit fixed-point quantization (for
example, [54, 55]), and 4- and 8-bit uniform quantization [56, 57] have
already achieved good accuracy. Therefore, uniform quantization of a
small width is promising owing to its ease of implementation on FPGA
while maintaining accuracy.

• Pruning: Network pruning removes nonsignificant neurons to avoid
overfitting. This is an efficient method, particularly in embedded sys-
tems, for reducing the network size and saving computing resources
to fit the network to the memory size [58]. In [59], the authors com-
pressed a trained DNN model and performed reverse pruning and peak
pruning with fewer weights. Compared with the GPU, the compressed
AlexNet on FPGA achieved 182.3× and 1.1× improvements in latency
and throughput, respectively.
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3.3. Optimization strategy

The scale of complex DNN structures introduces resource challenges.
Moreover, the data (e.g., weights) stored in the external memory require
enormous energy and latency. Because DNNs are composed of massive re-
peated loop operations, unrolling and tiling can be used to weaken off-chip
communication and deal with parallel computation problems. A more de-
tailed optimization was presented in [23].

• Loop unrolling: Unrolling executes a network or multiple layers in par-
allel—particularly convolutional layers. The network can be fully ex-
panded to achieve massively parallel processing or apply appropriate
unrolling factors (iterations in the loop) across different layers for par-
tial unrolling in the for-loop to optimize the datapath and maximise
the throughput [60, 61]. Ma et al. [62] adopted four types of loop
unrolling in kernel maps and feature maps to determine the parallelism
scheme and maximise data reuse. In an experiment involving VGG-16
on an Arria 10 FPGA, a throughput of 645.25 GOPS was achieved.

• Loop tiling: Constrained by limited on-chip memories, the data to be
processed are tiled into multiple tiles and stored in on-chip buffers. Se-
lecting a suitable tiling size factor can determine the trade-off between
resources and the required external memory bandwidth. For example,
Ma et al. [63] designed an auto-compilation process based on RTL,
which uses intra-block and inter-block strategies to divide the layer
execution into multiple sequential tiles. The process designed in [64]
supports both unrolling and tiling of input and output feature maps
on binarised networks. A 2× area efficiency improvement was achieved
compared with existing binarised networks.

4. Accelerating DNNs from local to virtualized FPGAs in the cloud

The work of accelerating DNNs on FPGAs in our surveys covers local
to the cloud and integrates the virtualization technique. The metrics used
to evaluate these methods usually include throughput, power, and accuracy.
Additionally, the adoption of virtualization techniques introduces additional
characteristics such as portability and productivity, and in the cloud envi-
ronment, QoS and isolation are regarded as new characteristics.
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4.1. DNNs on local FPGA

Early studies (e.g., [65, 66][67]) were dedicated to manually mapping a
DNN model to a local FPGA with a streaming architecture. These studies
take full advantage of DNNs parallelism and apply layer-independent opti-
mization strategies to fit the entire network into the FPGA.

Benefiting from the well-defined structure of modern DNNs, which con-
tain similar layers with repetitive operations, researchers have proposed frame-
works with a single-engine computation structure [61, 68, 54, 69, 69] [70, 71],
as shown in Figure 6. These frameworks take advantage of both software
programmability and flexible hardware structures, making DNN implemen-
tation more diversified and achieving high performance with reduced resource
consumption. More frameworks that automatically map single DNNs to local
FPGAs were presented in [52]. Another new type of framework is a toolchain
that includes a compiler [60, 72, 73]. The compiler is a DNN architecture-
aware tool that can map a wide range of DNN applications to the instruction
set architecture (ISA) and control signals [60]. Figure 7 presents an example
of a compiler-inspired toolchain. Wang et al. [72] proposed a compiler that
transforms a DNN deployment into a graph-level problem. The compiler
first takes the software description as input and then transforms the descrip-
tion into directed acyclic graphs of computational operations. The networks
generated by the compiler on Xilinx ZU9 reach throughputs of 2.82 TOPs/s
(VGG), 1.38 TOPs/s (ResNet50), and 1.41 TOPs/s (GoogleNet).

More works can be found in Table 2.

Figure 6: Generic frameworks for DNN accelerators.
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Figure 7: Generic compiler-inspired frameworks for DNN accelerators.

4.2. DNNs on local virtualized FPGA

FPGA virtualization bridges the gap between the hardware stack and
the software stack with the abstraction layer, enhancing the productivity and
portability of DNN applications. Virtualization also enables resource sharing
among multiple FPGAs with flexible resource management to support a wide
range of DNNs. Figure 8 shows an example of virtualization at the node level.

At the resource level of virtualization, Tong et al. [81] propose a coarse-
grained overlay-based framework for quantising and accelerating a DNN with
any data width on an FPGA. The coarse-grained array comprises a recon-
figurable NoC, a scheduler, and network computation components and is
configured as DNN models according to instructions generated by the com-
piler of the framework. Such an overlay is independent of FPGA features and
can be flexibly adapted to FPGAs provided by different vendors. To satisfy
the metrics in virtualization, e.g., reducing the time and complexity of DNN
reconfiguration, this framework reconfigures the coarse-grained array from
the rightmost column to the leftmost column. The results indicate that the
inference of AlexNet and VGG-16 on Xilinx UltraScale+ VCU118 takes only
0.13 and 2.63 ms, respectively.

Similarly, Struharik et al. [82] designed a coarse-grained overlay-based
accelerator consisting of a set of processing blocks, which enabled on-the-fly
reconfiguration for different DNNs. The accelerator can implement main-
stream DNN families, such as VGG, Inception, ResNet, MobileNet, and
NASNet, with a frame rate up to 6.05 times higher than that of Nullhop
[83]. Other methods [84, 85] also employ a coarse-grained overlay on top of
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the FPGA to enable dynamic datapath reconfiguration of DNN applications
at runtime.

Table 3: Comparison of coarse- and fine-grained overlays on FPGAs for DNN acceleration

Coarse-grained overlay Fine-grained overlay

Logic level RT level Gate level

Data width Up to 32bit 1 bit

Example logic DNN function unit (e.g., Conv) Control instruction (e.g., Load)

Goals Opitimize DNN Datapath switch Enable DNN diversity

Advantage Area-efficiency Higher flexiblity

In contrast to previous studies where DNNs were deployed on FPGAs
using the coarse-grained overlay, several researchers adopted a fine-grained
overlay as an abstraction level to achieve higher flexibility. Venieris et al.
[86] proposed an automated framework for implementing multiple DNNs on
a target FPGA platform with fast space exploration. The framework adopts
a streaming architecture to allocate resources at a fine-grained granularity for
exploring a wide range of resource and bandwidth allocations. The authors
tested their framework in a multi-DNN system (ZFNet, VGG16, SceneLa-
belCNN) on Xilinx ZC706, and the results indicated that the framework
achieved an improvement of up to 6.8× in performance/W over Nvidia Tegra
X1. Table 3 presents the features of the overlays used in the previous studies.

In node-level virtualization, the resource of a single FPGA can be allo-
cated to a single DNN application or multiple DNN applications in TDM
or SDM [87]. Zhang et al. [88] developed an end-to-end framework called a
DNN builder to build DNNs with high performance using a design space ex-
ploration strategy. The DNN builder enables virtualization on a single phys-
ical FPGA by allocating resources to several small accelerating engines. The
resource allocator can generate parallel schemes and data buffering guidelines
for each layer. The tool deploys AlexNet, ZF, VGG16, and YOLO on Xilinx
XC7Z045 and KU115 and achieves up to 5.15× better performance than that
reported in [89].

At a multi-node level, allocating resources from multiple FPGAs to the
DNN application may result in performance degradation owing to insufficient
off-chip bandwidth. Therefore, it is essential to employ optimized resource
mapping and efficient communication for this virtualization level. Zhang et
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al. [90] enabled large-scale DNN application implementation across up to
16 FPGAs with resource- and bandwidth-aware mapping methods. Taking
the FPGA topology, resource conditions, and neural-network specifications
as the inputs, this method can partition the DNN application to each FPGA
depending on the statuses of the FPGAs (busy or free) and the estimation
throughput of layer mapping. Results indicated that ResNet-152 on a multi-
FPGA architecture outperformed a single-FPGA deployment by a factor of
16.4. Geng et al. [91] developed a framework that adopts a pipelined ar-
chitecture to train DNNs on multiple FPGAs with a one-dimensional topol-
ogy. The pipelined architecture with the fine-grained inter-and intra-layer
methodology minimises the time required for storing the feature map in the
memory during training. The authors evaluated their framework by train-
ing AlexNet on 10 Xilinx VC709 Connectivity Kits. The results indicated
that compared with other frameworks [21], the throughput obtained by this
framework was increased by a factor of 5; compared with Titan X, the energy
efficiency of the framework was up to 7.6 times higher. Moreover, the frame-
work exhibits good scalability, as it can scale up to 60 FPGAs to accelerate
DNNs.

However, such multiple-FPGA platforms adopting pipeline models gain
high throughput while sacrificing latency. Jiang et al. [92] developed a gen-
eral framework called Super-LIP to support concurrent processing for both
single- and multi-layer deployment on FPGAs. To achieve communication
between two FPGAs, the authors employ a novel methodology in Super-LIP
to achieve linear speedup by balancing computation workloads and distribut-
ing the shared data across FPGAs to avoid traffic heaviness on the FPGA
memory bus. Compared with the existing single-FPGA design [74], this
method achieved a 3.48× speedup of AlexNet, VGG, and YOLO on two
Xilinx ZCU102 kits.

4.3. DNNs on virtualized FPGA in the cloud

Zeng et al. [44] proposed a framework using FPGA virtualization, which
is applicable to any DNN accelerator based on the ISA in a cloud environ-
ment. This principle divides a large resource pool into multiple virualised
cores to share FPGA resources at the node level. By introducing a novel
two-level instruction (dispatch module and tiling-based instruction package
design), virtualized multi-core resources can be dynamically allocated to each
block in one DNN (single-task mode) or each DNN for multiple users (multi-
task mode) at runtime. Compared with previous methods, this technique
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Figure 8: (a)DNN deployment without virtualization. (b) Example of FPGA virtualiza-
tion at the node level for deploying one DNN on a local FPGA. (c) Example of FPGA
virtualization at the node level for deploying several DNNs in the cloud environment.

solves physical resource isolation and performance among multiple users by
sharing FPGA resources in the SDM method. Experiments on VGG-16,
ResNet50, Inception V3, and MobileNet indicated that compared with a sin-
gle non-virtualized core design, the throughput of the proposed virtualization
method with multiple cores was 1.07–1.69 times higher overall.

A similar method called ViTAL was developed by Zha et al. [93] to en-
able FPGA virtualization in a cloud environment for deploying DNNs. This
method supports resource sharing at both the node and multi-node levels.
ViTAL provides an abstraction layer between DNN applications and physi-
cal resources, which abstracts heterogeneous resources into homogeneous re-
sources and provides a view of virtual blocks. The abstraction layer divides
a DNN application into virtual blocks and then maps these virtual blocks
to an FPGA or multiple FPGAs without impacting other running DNNs.
By using a latency-insensitive interface, virtual blocks can be mapped across
FPGAs at the multi-node level to achieve timing closure and match commu-
nication delays. Additionally, isolation in the cloud environment is achieved
by avoiding the sharing of physical resources among different virtual blocks.
The authors evaluated ViTAL by implementing LeNet, AlexNet, and VGG-
16 on a Xilinx UltraScale+ FPGA. The experimental results indicated that
ViTAL achieved good DNN mapping quality with a short compilation time
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(1.6% of the total). Furthermore, ViTAL can dynamically relocate the DNNs
to different positions in the FPGA. The experimental results also indicated
that with FPGA virtualization methods, ViTAL significantly shortened the
response time (by 82%) in the cloud environment.

Fowers et al. [94] proposed a full-system architecture with virtualization
at a multi-node level to serve DNN inferences in a cloud environment. The
critical feature of the architecture is the dedicated neural processing units
(NPUs), which implement an SIMD ISA containing a matrix-vector mul-
tiplier. This DNN-specific ISA offers a high-level abstraction between the
underlying FPGA infrastructure and DNN software development, thereby
simplifying FPGA programming for software developers. The authors vali-
dated the architecture by running RNNs and compared it with the NVIDIA
Titan GPU, and it gained more than 36 effective teraflops (10 instances
NPU). Moreover, the authors evaluated ResNet-50 on the Arria 10 GX 1150,
which achieved 559 inferences per second (IPS), whereas ResNet-50 on the
Nvidia P40 GPU achieved only 461 IPS.

4.4. DNN deployment in commercial cloud

In recent years, companies such as Amazon F1 [95], Tentent [96], Huawei
FACs [97], and Microsoft [98] have launched cloud projects that provide
FPGA IaaS for users to rent FPGA resources. Researchers have begun to ac-
celerate DNN workloads in these commercial clouds to improve performance.
The framework of deploying DNNs on FPGAs with a commercial cloud as
the backend is similar to local deployment, but virtualization and physical
connections of FPGAs are often charged by cloud vendors and hidden in the
backend.

Several frameworks [99, 100, 101] have been proposed to implement DNNs
on a single physical FPGA in the cloud with Caffe and TensorFlow as a fron-
tend. Later, the research focus of DNN deployments moved from per-FPGA
granularity to multiple FPGAs. Because the mainstream compilation tools
do not support application implementation among multiple FPGASs, par-
ticular mapping algorithms or customized tools designed by the researchers
are needed. Shan et al. [102] proposed an effective solution for implementing
DNNs among multiple FPGAs in an AWS instance. The solution, which is
based on the characteristics of FPGAs in the AWS, uses a heuristic method
to find the global execution throughput between the CPU and the connected
FPGA and then uses an allocation algorithm (including group kernel allo-
cation and individual kernel allocation) to assign DNN workloads to various
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FPGAs with resource constraints. It is suitable for deploying any DNN to
the AWS F1. Compared with the traditional mixed-integer nonlinear pro-
gramming solution, this solution achieved faster DNN implementations on
multiple FPGAs: 16-bit fixed-point AlexNet on two FPGAs, 32-bit floating-
point AlexNet on four FPGAs, 16-bit fixed-point VGG-16 on four or six
FPGAs, and ResNet on five FPGAs.

Table 4 presents studies on virtualization technology and the cloud envi-
ronment.

5. Trends of DNNs accelerators

As shown in Figure 9, the first stage in the evolution of DNN accelerators
involved manually mapping a single DNN to a single local FPGA with low
energy consumption. DNN accelerators were designed for implementation on
specific FPGA families. The optimization strategies are customised for a par-
ticular DNN and are not compatible with other networks. Therefore, DNN
deployment has disadvantages, such as poor portability, time-consuming de-
ployment, complex optimization, and inflexibility. Efforts have been made to
automatically generate DNN hardware structures according to the require-
ments of different FPGA families. Therefore, researchers have proposed sev-
eral frameworks to support a generic DNN accelerator and to offer customised
DNN implementations by analysing requirements and platform-specific con-
straints. These frameworks are usually integrated with an RTL compiler with
full exploitation of low-level structures to achieve high performance. More-
over, instruction-driven compiler frameworks have been developed in recent
years to simplify the control flow of DNNs.

Despite enjoying energy efficiency and acceleration, DNN deployment on
FPGAs faces complexity, resulting in reduced productivity. The framework
of the previous stage mainly reduces the programmable complexity at the
single-FPGA level without multiple tasks, and researchers have not yet de-
termined how to improve the productivity of DNN implementation at the
multiple-FPGA or resource level. Accordingly, DNN accelerators with virtu-
alization techniques are being developed. Resource-level virtualization pro-
vides portability of DNN deployment for various families of FPGAs from
different vendors. Node-level and multi-node-level virtualization enables re-
source sharing among FPGAs. Multi-node level virtualization exhibits the
advantages of scaling up DNNs and training DNNs.
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Figure 9: Evolution of DNN accelerators at each time node: from manual mapping to
frameworks, from a single node to a cluster, from physical to virtual resources, and from
local to cloud.

Subsequently, several works proposed cloud-based accelerators for deploy-
ing DNNs on-demand. These studies can be divided into two categories. The
first category involves building an end-to-end cloud environment for DNN
acceleration. These works not only require the development of a framework
or a solution for DNN deployment but are also responsible for providing
FPGA devices, virtualizing FPGAs, managing FPGA resources, scheduling
tasks, and supporting multi-tenant scenarios with resources and data iso-
lation. However, these works are still in their infancy and face obstacles,
such as runtime overhead. Few researchers have performed studies in this
area, but it will be an appealing field owing to the growing focus on cloud
computing. The other category involves using the commercial FPGA cloud
as a backend to develop DNN frameworks or solutions. These frameworks
usually cannot consider multi-tenant solutions and cannot support DNN de-
ployment at runtime. Additionally, FPGA management and virtualization
are handled by the cloud provider and hidden in the background. Studies
have mainly focused on deploying DNNs at per-FPGA granularity because
this does not require resource-mapping algorithms or compilation tools across
multiple FPGAs. DNN development can only be completed by using cloud
integrators provided by cloud vendors and mainstream compilation tools.
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At each stage, DNN deployment exhibits various characteristics, as shown
in Figure 10. Most DNN implementations are based on streaming or a single
computation engine, along with the compression and optimization strategies
mentioned in Section 3. Compared with a single computation engine, the
streaming architecture gains efficiency by pipelining the network and acti-
vating concurrent executions between layers. However, this efficiency leads
to a resource burden and a long recompilation time because obtaining a new
DNN model requires regenerating the bitstream. According to the different
requirements (e.g., resource constraints or speedup), researchers can choose
different hardware structures in both the local and cloud FPGAs.

Figure 10: Comparison of related methods with different characteristics.

6. Discussion

In the history of deploying DNNs on FPGAs, new requirements have been
proposed at different stages, which has led to different challenges. With the
development of a novel generation of platforms, technologies, and concepts,
challenges have been resolved.

6.1. Unresolved challenges

Some challenges of using FPGAs in the cloud have not been fully resolved
owing to their complexity. Here, we describe two major challenges: isolation
and diversity.
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6.1.1. Isolation

With the increasing efforts to provide a cloud environment for multiple
tenants to deploy DNNs on the shared FPGAs, resources and performance
isolation have become a concern in the cloud.

DNN accelerators on the FPGA usually run under full hardware access
and may share resources. Therefore, malicious code can attack the entire
platform for other tenancies [112, 113]. Additionally, dataset collection can
be time-consuming and expensive—particularly in industrial cases where
datasets are of significant commercial value. Providing strict data and re-
source isolation for multiple tenants can prevent unauthorised access to the
dataset and avoid data leakage [114] [115].

Additionally, a DNN application may affect the performance of other
DNN applications during concurrent execution[112, 116], which causes unre-
liable performance. However, few works[93, 44] discuss performance isolation
problems, and their isolation remains underexplored.

6.1.2. Diversity

Diversity of DNN functions: Owing to resource limitations and develop-
ment difficulties, the networks reported in the literature are standard (such
as AlexNet and VGG) with common functions (such as convolution and pool-
ing). With the continuous emergence of DNNs, the current DNN functions
that can be implemented on FPGAs lack consistency with the development
of DNN algorithms. However, the cloud environment provides more possi-
bilities for exploring the deployment of DNNs with a rich set of functions on
FPGAs by providing more resources and abstraction layers and can promote
the diversity of DNN IP development.

Diversity of DNN usage: Training is a difficult phase to be performed
on the FPGA, because all the features must be stored in memory until the
corresponding errors are backpropagated, which requires more storage than
inference. Existing works mainly focus on performing DNN inferences with
relatively simple functions on the FPGA. Benefiting from the “unlimited”
capacity and resources provided by the FPGA cloud, DNN training, fine-
tuning, transfer learning, and the support of new functions in DNNs will be
more feasible.

6.2. Industrial solution

To keep pace with the development of DNN accelerator design, novel
platforms have been used in industry to enhance the hardware computing
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power. In 2019, Xilinx proposed a new SoC family called Versal, which is
based on an adaptive compute acceleration platform, for accelerating ap-
plications such as DNNs. Versal tightly integrates software-programmable
accelerators through the NoC structure, making accelerators scalable with
flexible connections and achieving a high level of software abstraction for the
rapid development of accelerators.

Xilinx also proposed a novel framework called Vitis AI [117]. The frame-
work can be interfaced with Caffe and TensorFlow and provides a unified
solution, e.g., quantization, optimization, and pruning. Moreover, it allows
the deployment of DNNs based on the ISA and can compile the latest DNNs
into deep-learning processor unit instruction codes. Vitis AI can enhance the
productivity and portability of DNN deployment, allowing software engineers
to deploy DNNs without hardware expertise.

6.3. Roadblocks of FPGA Cloud

Solutions of FPGA-based accelerators in the cloud have been proposed for
several years [97, 95]. Nevertheless, FPGAs have achieved less success com-
pared to GPU and TPU architectures in the cloud. Deploying FPGA devices
as easy-to-use resources in the cloud faces the following major roadblocks.

First, FPGA programming requires cloud users to have extensive hard-
ware skills and expertise to deploy their applications in the cloud, which is
a considerable challenge for software engineers and data scientists. Cloud
providers must provide well-developed virtualization techniques for abstract-
ing FPGAs [118]. As discussed in Section 5, virtualizing FPGAs in the cloud
for artificial-intelligence applications still has issues, such as runtime over-
head, multi-user support, user isolation, and data privacy. Additionally, the
FPGA cloud provides users with high permissions to access the resources,
where users can upload their bitstreams for application deployment, leading
to malicious attacks and security problems [119]. Such problems hinder the
success of FPGAs in cloud computing.

7. Conclusion

This paper summarizes several techniques to promote DNN deployments
on FPGAs, including architectural design and optimization strategies. We
reviewed related works based on FPGA virtualization and cloud deployment.
Our study involved an in-depth analysis of the evolution of DNN deployment
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on FPGAs, from local FPGAs to virtualized FPGAs in the cloud. This topic
was ignored by previous surveys.

With the rising concern regarding the adoption of FPGAs at the edge
and in the cloud, porting DNNs onto FPGAs in cloud services will continue
to attract attention in the years to come.
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