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Abstract 

 

Identifying interaction partners – a particularly challenging task in the absence of an explicit 

communication system (e.g. vocalization) – is key to understand how information is distributed and 

processed within animal groups. Moreover, the interaction network (IN) regulates complex collective 

behaviours such as collective motion and predator detection. Despite the relevance of the IN, there are 

only few experiments specially designed to decipher it. Moreover, the mechanism by which an 
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individual selects its interaction neighbours remains largely unknown. Here, we investigate the 

interaction-neighbour selection process, by studying the behavioural response of naive group members 

confronted to the controlled departure of a trained individual (TI) in herds of merino sheep. By 

identifying the first individual that follows the TI, we infer the probability for a group member to 

choose the TI as interaction neighbour, assuming that this probability is modulated by either the relative 

distance, the relative distance-rank, or a combination of both. The underlying IN is constructed from 

this probability. The obtained results provide unique, reliable information on the functional form of this 

probability, and thus on the IN and on how individuals interact within groups. The suggested method to 

unveil the selection process can be easily implemented in other animal systems and contexts. 

 

Keywords: controlled departure, follower, interaction setting, Merino sheep, neighbourhood, 

probabilistic model 
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Large groups of animals such as fish shoals, bird flocks, and sheep herds are able to produce 

captivating collective motion patterns, preserving cohesion, while performing complex manoeuvres or 

escaping predators (Ginelli et al., 2015; Parrish & Edelstein-Keshet, 1999; Sumpter, 2006). The spatio-

temporal coordination of large moving groups is assumed to be the result of local interactions 

(Camazine et al. 2001). Interactions or mutual stimulations are basic ingredients of social living 

systems spanning from cells to societies. Social interactions are involved in aggregation (Grassé, 1946; 

Lesne & Jeanson, 2015), known to influence phenotypes (Grassé 1968), and play a central role in the 

organization of sexual displays (Chauvin, 1982; Tinbergen, 1963; Wyatt, 2003), choice of reproductive 

sites (Doligez et al., 2002), search of food sources (Giraldeau & Caraco, 2000, Lihoreau & Rivault, 

2011; Valone & Templeton, 2002), shelter selection (Amé et al., 2006), and behaviour synchrony 

(Bloch et al., 2013). Besides, animals’ propensity to lead varies according to their dominance status 

(Sueur et al., 2012), energetic requirements (Conradt et al., 2009; Fischhoff et al., 2007), while the 

propensity to follow may depend on friendship (Sueur et al., 2009, 2010), or body size (Reebs, 2001). 

Leader and follower behaviour can also result from motion characteristics such as speed and 

straightness of displacement (Couzin et al., 2002a; Jolles et al., 2020; Tang et al., 2020). Finally, 

environmental heterogeneity is known to modulate the density of animals and influences the global 

structure and motion of groups (Casellas et al., 2008; Chepizhko et al., 2013). 

Studying collective phenomena through the scope of self-organization implies that complex, global 

patterns emerge, in large group sizes that exceed the perceptual and/or cognitive capacity of 

individuals, from local interactions. Thus, the existence of an “interaction neighbourhood” for each 

group member is assumed. For a given focal individual (FI), the group members it can receive 

information from and to which it can respond to (e.g. approach, avoid, follow) are the interaction 

neighbours. Identifying the interaction neighbours of a FI is fundamental to understand how 

information is processed and distributed through the group (Buhl et al., 2006; Lima, 1995; Rosenthal et 
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al., 2015). The importance of identifying the interaction neighbours outstrips the study of animal 

behaviour as it is of interest in other scientific fields as in the study of social networks, social sciences, 

management and economics (Kim, 2014). 

There is evidence that in animal groups the interaction neighbours of a FI – in the absence of a 

strong hierarchical social structure – are those group members located at close proximity of the FI 

(Ballerini et al., 2008; Herbert-Read et al., 2011; Reuter & Breckling, 1994; Viscido et al., 2002, 2005). 

The degree of influence of an interaction neighbour is often assumed to be a decreasing function of the 

relative distance between the two individuals (Heras et al., 2019; Herbert-Read et al., 2011; Katz et al., 

2011; Torney et al., 2018). There exist several options on how the degree of influence varies with the 

distance. One option is to assume that given two individuals, the influence depends on the Euclidean 

distance between them. Another option is to assume that the closest individual is the most influential, 

the second closest individual, the second most influential, and so on, in such a way that the influence is 

based on a distance rank rather than directly on the Euclidean distance. If a distance rank is used, the 

influence of the closest individual results the same if this individual is located at a distance of e.g. 5m 

or 10m, while for a degree of influence based on the Euclidean distance, these two situations lead to 

different values. 

Several mathematical interaction neighbour models (INMs), based on both Euclidean distance and 

distance rank, have been proposed (Aoki, 1982; Ballerini et al., 2008; Herbert-Read et al., 2011; Kunz 

& Hemelrijk, 2012; Reuter & Breckling, 1994; Rosenthal et al., 2015; Viscido et al., 2005). The 

simplest Euclidean INM, extensively used in agent-based, social-force models (Couzin et al., 2002b; 

Vicsek et al., 1995), assumes the existence of a threshold R, such that all individuals located at a 

distance smaller or equal to R from the FI are interaction neighbours and exhibit the same degree of 

influence, while those at a distance larger than R are not interaction neighbours. More realistic 

extensions of this simple model assume that perception is limited by a blind zone, which requires the 

use of an interaction cone (Aoki, 1982, Barberis & Peruani, 2016). Finally, using also social-force 
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models, it was explored in Reuter & Breckling (1994) an influence, between two individuals, that goes 

as the inverse of their relative distance, while Viscido et al. (2002, 2005) tested a series of mathematical 

functions to assess the effect of the distance-dependent influence. The idea that an INM has to be 

necessarily based on the relative Euclidean distance between individuals was challenged by Ballerini et 

al. (2008). Based on empirical evidence, Ballerini et al. (2008) showed that starlings flying in a flock 

interact with a (roughly) fixed number of nearest (in the Euclidean sense) neighbours and 

independently of the local density. As pointed out by Ballerini et al., this is in sharp contrast with what 

is expected for metric interactions (Kunz & Hemelrijk, 2012) and refer to this set of neighbours, i.e. 

this fixed number of nearest neighbours, as “topological” neighbours. Topological neighbours can be 

identified by performing a Voronoi Tessellation or by performing a distance ranking for each 

individual. The use of topological neighbours ensures flock cohesion, even if the flock experiences 

large density fluctuations, and facilitates information spreading, which takes the form, for the analyzed 

birds, of an undamped, linearly propagating wave (Attanasi et al., 2014). 

Here, we investigate the process by which individuals select interaction neighbours. We 

characterize this process by the probability W(A, B) that B chooses A as interaction neighbour. 

Specifically, we look at a generic activation process, where initially all individuals are inactive (sharing 

the same behavioural state), except for one individual (the initiator) that is activated (undergoes a 

behavioural change). Our goal is to determine W(A, B) from experimental data by studying the relative 

position of the first individual, after the initiator, to get activated, and for whom, we know with 

certainty, the initiator is an interaction neighbour (Fig. 1a and 1b). By focusing on the first activation, 

we avoid the ambiguity that results from having multiple activators as well as possible nonlinear effects 

that may lead, for instance, to an acceleration of the process as the number of active individuals 

increases over time (Toulet et al. 2015). We assume that W(A, B) can depend on the Euclidean distance 

dMAB, distance rank dTAB, or a combination of both. Note that dMAB = dMBA, while in general dTAB ≠ dTBA, 

since dTAB is a rank and not a distance, as illustrated in Fig. 1c, 1d, 1e and 1f. As a direct consequence of 
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this, if W(A, B) is based on Euclidean distance, then W(A, B) = W(B, A), while when based on a 

distance rank we have to consider that in general W(A, B) ≠ W(B, A). Thus, the resulting interaction 

network tends to exhibit undirected links when using Euclidean distance, and directed ones for distance 

rank (Fig. 1g and 1h). This strongly affects how information, here an activation, propagates over the 

system. To illustrate these ideas, we investigate W(A, B) in sheep herds. More specifically, we study the 

behavioural response of naive group members, initially static, confronted with the experimentally 

controlled departure of a trained individual (the initiator). In this context, an activation occurs when a 

naive individual starts following the trained individual. By identifying the first individual that follows 

the initiator, we determine W(A, B). The procedure outlined here might prove of use in other animal 

systems as well as in contexts different from a collective departure. 

 

MATERIAL AND METHODS 

 

Study area and sheep herd 

 

Experiments were conducted at the Domaine du Merle, an experimental farm in the south of 

France. This field station covers 400 ha within a native steppe in the old delta of the Durance river. This 

area is particularly flat. A system of irrigation permits to obtain homogeneous pastures. The herd of 

merino sheep raised in the station graze these pastures in autumn and winter. Later they forage in the 

native steppe and hills around the field station before being transported in the Alps for the summer 

period. To conduct our experiments, we randomly choose from the available herd of 1400 ewes, 30 

sheep at random to be trained and 200 sheep used as naive individuals during the experiments. All 

animals were 3 to 6 years old. The aim was to provoke departures of one individual in groups of 32 

grazing sheep. This was possible by previously training some sheep to move toward a coloured panel 

raised at distance when stimulated by vibrating collar. 
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Training of initiators and habituation of naive sheep 

 

Training of future initiators was performed using 6 stable groups of 5 individuals each, following 

following the protocol described in (Pillot et al., 2011, 2010; Toulet et al., 2015). Sheep were trained to 

associate a vibration delivered by a neck collar and a food reward (handful of corn) delivered by a 

panel raised at the same time at the periphery of one 50 × 50 m arena. After the training phase we 

selected the 3 sheep that exhibited the best learning scores (100 % of departures towards the panel 

rising following a stimulation) to proceed with the experiments. Meanwhile, the set of naive sheep (N = 

200) to be used was habituated to panel rising (without corn delivery) at the periphery of experimental 

arenas, at one-min interval during two sessions of 90 min. At the end of this habituation session, none 

of the 200 naive raised the head when the panel was lifted up. 

 

Trials of collective movements and control trials 

 

The trials of collective movements consisted in introducing 32 sheep groups (1 trained sheep and 

31 naives) within one of the two arenas delimited with sheep fences. All experiments were carried out 

from 10 AM to 6 PM and all sheep were penned up in the same sheepfold and fed hay in the morning 

and the evening. Each trial lasted 30 min. Once introduced within one arena, sheep were freely grazing 

during 20 min. Then the trained sheep was stimulated (2 s) through a vibrating neck collar (activated 

remotely) while at the same time one of two coloured panels located at the external periphery of the 

arena was raised. The stimulation was delivered when all sheep were grazing head down. The trained 

individual did not show preferences in term of positions as it has been observed, relatively to panel 

raised, either in front, in the middle or in the back of the group. Past 10 min (end of test), a new panel 

was raised (one of the two farthest from the tower) to reinforce the conditioning of trained ewes and 
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avoid restricting their space use to the vicinity of panels closest to the tower. The group was led back to 

the sheepfold shortly afterward. We performed 30 experimental trials. The naive sheep that were not 

tested during one experimental day were introduced in distant pasture. 

 

We also carried out control experiments different from the habituation sessions to be sure that 

naive ewes did not associate the panel rise and the food reward. Thereby, 6 trials before and 6 after the 

experimental trials have been conducted with groups of 32 naive ewes, using the same protocol as 

described before. We found no movement of naive individuals during these 12 control trials. 

 

Data Collection and analyses 

 

A 7 m high tower was located near the two arenas. Two digital cameras (Canon EOS D50) were 

anchored on the top of the tower, each one focusing on one arena. Fifteen minutes after the introduction 

of the 32-sheep groups, each containing 1 trained and 31 naive individuals, the digital camera was 

turned on, taking a picture of the entire arena every second and turned off five minutes after the 

stimulation of the trained sheep. For each trial, about 600 pictures were collected. Using a custom 

software, we track on each picture the position of animals by dragging a vector on their back, and 

identify the behaviour of each individual, i.e. grazing, standing head-up, moving and others. Due to the 

oblique viewing angle, we use an algorithm detailed in Ginelli et al. (2015) to compute the real 

positions. We defined the departure of the trained sheep (initiator), as an uninterrupted walk towards 

the raised panel immediately following the experimental stimulation (neck collar vibration). The first 

follower was identified as the first naive sheep that moved after the trained sheep departure, without 

stopping until joining the trained ewe near the panel. The identification of the first followers was 

possible because the followings were successive, even if followers departed almost simultaneously at 

many occasions. Twelve replications were discarded, one because the initiator did not depart, five 
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because the behaviour of the initiator was atypical and not comparable to other trials and six because 

no naive sheep followed the initiator’s departure. The analyses were thus performed on 18 trials. From 

the 18 trials selected to perform the analyses, we extracted the configuration of the group at the 

moment the initiator departed from the group i.e. the position of all individuals in the arena. In each 

trial with collective following, we were able to identify the first follower. The location of each sheep 

allowed calculating the inter-distance between all sheep and so ranking all sheep by their metric 

distance and rank of distance to each individual in a group. These distances were calculated using the 

location of sheep the second before the departure of the trained sheep. 

 

Details on the simulations 

 

Simulations were created in order to assess which INM performed better in comparison to 

experimental data. Obtaining all relative distances and distance ranks from the experiments, we 

simulated the first activation that follows the departure of the trained individual by applying a Monte 

Carlo algorithm using the test function W(A, B). For each (field) experiment, 500 simulations were 

performed to compute the probability for each naive individual to act as first follower, and the 

cumulative distribution of distances between the initiator and the simulated first follower. Parameter 

estimation was performed by maximum likelihood over the 18 experiments. The statistical relevance of 

each tested function W(A, B) was assessed by performing the 2-sample Kolmogorov-Smirnov test 

(James, 2006). This statistical test compares the maximum “distance” between two cumulative 

distributions with a critical tolerable distance given by the expression: 

 

Dcritical (n, m, α) = 
�

√� �− ln(	/2) � �
�� , 
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where n and m are the size of each sample, and α is the significant level. Along the study, we used a 

standard significant level of α = 0.05. 

 

Ethics statement 

 

All the animals were maintained under routine husbandry conditions at a Montpellier Supagro 

research station (Domaine du merle, Salon-de-Provence, France) with full approval of its director 

Pierre-Marie Bouquet. Animal welfare requirements were fully respected in accordance with the 

European Directive 2010/63/EU, with the rules of the European Convention for the Protection of 

Vertebrate Animals used for Experimental and Other Scientific Purposes and with the Convention of 

the French Comité national de réflexion éthique sur l’expérimentation animale. No special 

authorization from the French Ethical Committee for animal experimentation (Commission nationale 

de l’expérimentation animale) was required as no protected or endangered species was involved, as the 

experiments did not imply any invasive manipulation (the experimental protocol consists in the 

observation of groups and the acquired data are only pictures of the animals) and as sheep were 

conducted to the test arenas, as they are herded on a daily basis to the pastures. All personnel involved 

had technical support from the employees of the research station as required by the French Ministry of 

Research. The experimental protocols included short test periods (35 minutes) where sheep did not 

experience painful, stressful or unfamiliar situations. The experimental procedures had no detrimental 

effect on the sheep and at the end of the experiment all the animals reintegrated the sheep herd of the 

breeding research station. 

 

RESULTS 
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As explained in the introduction, we characterized the interaction-neighbour selection process via 

the probability W(A, B) that B chooses A as interaction neighbour. Our strategy is to determine W(A, B) 

using a simplified scenario where all group members are initially in the same behavioural state, and 

then force a behavioural change in one individual to identify the first individual that responds to the 

initiator. Note that in this scenario there is no ambiguity to whom this first individual is responding to. 

Our experimental system consist of a group of N − 1 naive sheep and one trained individual (here, N = 

32). When all individuals are in a motionless phase, the trained individual is stimulated to move to a 

given location in the field by activating, remotely, a vibrating collar. We assume naive sheep do not 

perceive the activation of the collar. We identify the first individual that responds to the activation of 

the trained individual, i.e. the first individual that starts moving toward the trained individual. The 

experiment is repeated using different sets of 31 individuals, and performed only once with each naive 

group; for more details see Material and Methods. To determine W(A, B), we test a series of functional 

forms for the probability W(A, B), in increasing order of complexity or number of parameters. Our goal 

is to determine which hypotheses are consistent with the experimental data. For that purpose, we 

perform a large number of in silico experiments, in which the location of each individual is taken from 

the experiments and using the proposed functional form of W(A, B), we simulate which individual is 

the first to select trained individual (initiator) and imitates its behaviour (i.e. moves in the same 

direction). We compute from the simulated data the cumulative distribution (CDD) of the inter-distance 

between the first followers and the initiator. This distribution indicates the probability that the first 

follower is found at a distance smaller than a given distance from the initiator. Finally, we compare the 

experimental and simulated CDD. 

 

Global Perception – a 0 parameter model 
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We start out by testing the simplest hypothesis – we call it “global perception” – by which we 

assume that all individuals exhibit the same probability to choose as interaction neighbour the initiator: 

W(A, B) = 
�

���       (1) 

This model assumes that each individual perceives all conspecifics and can select, with the same 

probability, any individual in the system as interaction neighbour, irrespective of its location. This 

model is reasonable, when dealing with small group sizes, where it can be ensured that the cognitive 

and perception capacity of individuals allow them to interact with any group member. In this limit, no 

spatial effects are observable. For group sizes that exceed the perception and/or cognitive capacity of 

the individuals, the global perception model is inadequate. Using N = 32 sheep, deviations between the 

global perception model and the experiments, though weak, are statistically significant. The 

Kolmogorov-Smirnov test indicates that this model is not consistent with the experimental data [D-

statistics, D = 0.34 > Dcritical, 0.05 = 0.33]; as illustrated by the corresponding CDD (Fig. 2a). This 

implies, as suggested by the experimental data (Fig. 1a and 1b), that W(A, B) depends on the relative 

position between individual A and B. This possibility is investigated below. 

 

Distance and Distance Rank models – 1 parameter model 

 

Now, we study models that depend on only R0 one parameter. We assume that W(A, B) depends on 

either the Euclidean distance or the distance rank between A and B. We start out by exploring 

interaction-neighbour selection models inspired on the most common metric (Euclidean distance) and 

topological (distance rank) neighbourhood models used in the literature. We express the probability, 

inspired on the standard metric model, as: 
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W(A, B) = � �
�          �� ���� ≤  �0
0         �� ���� >  �0          (2) 

 

Where dMBA is the Euclidean distance between B and A, R0 is a constant that defines the interaction 

radius, and the only parameter of the model, and n is the number of individuals for which A is at a 

distance less than or equal to R0. Thus, the number n depends on the group density. Note that all 

individuals within the interaction radius exhibit the same probability of choosing A as interaction 

neighbour. It is important to note that according to this definition of W(A, B) for small values of R0, 

even if all interaction neighbours are included, the resulting interaction network is not percolated, while 

for large values, the network is percolated. Since we consider experiments in which the departure of the 

trained individual leads to a collective departure, the topology of the interaction network should be 

such that a global activation can be ensured. This means that the interaction network permits that each 

individual is connected to at least one group member as illustrated in Fig. 1g. In practice, this implies 

that R0 has to be R0 > R∗, where R∗ is the critical value of R0 (see Fig. 2b). Provided percolation is 

ensured, we estimate by maximum likelihood estimation (MLE), the value of R0 that best describes the 

experimental data. The obtained CDD, using this value of R0, is shown in Fig. 2d. A KS-test indicates 

this model is consistent with the experimental data [D-statistics, D = 0.31 < Dcritical,0.05 = 0.33]. Now, 

we focus on a probability inspired on the standard topological model as: 

 

W(A, B) = ��
  if � within &0 nearest neighbours of B
0 otherwise                                                       (3) 
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where K0 is an integer constant and the only parameter of the model, and k is a normalization constant 

that corresponds to the number of individuals that possesses A within their K0 nearest neighbours. 

As in the previous analyzed model, here the model parameter k has to be such that percolation is 

ensured; note this time the percolated network is directed as shown in Fig.1h. This means that K0 has to 

be K0 > K∗ as shown in Fig. 2c. As before, the value of K0 that best describes the experimental data is 

obtained by MLE. This model, as indicated by the KS-test [D-statistics, D = 0.23 < Dcritical,0.05 = 0.33] 

is also consistent with the experimental data; the resulting simulated CDD is shown in Fig. 2d. The idea 

that there is a hard threshold that regulates the probability that B selects A as interaction-neighbour, as 

suggested by eqs. 2 and 3, seems, from a biological point of view, unrealistic. In the following, we 

explore the possibility, arguably more realistic, that W(A, B) is given by a smooth, continuous 

decreasing function of either the Euclidean distance or distance rank between A and B characterized, 

again, by only one parameter. Using a smooth, continuous function for W(A, B) has an important 

conceptual consequence. Under this assumption, any individual can potentially become an interaction 

neighbour of another group member, though this may occur with a very small probability if the two 

individuals are located far away in the group. A priori, any decreasing functional form, characterized by 

a single parameter, could be tested. For simplicity, we limit the discussion to an exponential 

distribution, which is widespread in statistics, easy to interpret, and is characterized by one parameter, 

the so-called rate parameter. Assuming that W(A, B) depends on Euclidean distance dMBA from B to A, 

we define the probability as: 

 

W(A, B) = 
012���34

5      (4) 
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where Rc is a constant, and the only parameter of the model, and Z defined by 

 

Z = ∑ 7�2���
3489:  

 

ensures that W(A, B) is properly normalized. We used MLE to obtain the value of Rc that best describes 

the data. This model, as indicated by the KS-test [D- statistics, D = 0.24 < Dcritical,0.05 = 0.33] is also 

consistent with the experimental data; the resulting simulated CDD is shown in Fig. 2e. If instead we 

assume that W(A, B) depends on the distance rank between A and B, the same concept leads to a 

probability of the form: 

W(A, B) = 
012;��<4

5     (5) 

where �;�� is the distance rank of A with respect to B (i.e. whether A is the first, second, third, etc, 

nearest neighbour from B), Kc is a constant, and unique parameter of the model, and Z defined as 

 

Z = ∑ 7�2;��
=489:  

 

ensures that W(A, B) is properly normalized. The KS-test [D-statistics, D = 0.18 < Dcritical,0.05 = 0.33] 

applied to this model using the value of Kc that best describes the data (obtained by MLE) indicates 

that eq. 5 is also consistent with the data. 

Since the selection models inspired in the standard metric and topological neighbour models (eqs. 

2 and 3) are consistent with the experimental data, as well as the models that assume that W(A, B) is 

given by a smooth, continuous decreasing function of either the distance or distance rank between A 
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and B (eqs. 4 and 5), we use the negative log-likelihood – defined as l = - log(L), where L is the 

likelihood --   to identify the model that best describes the data. Note that since we are comparing 

models with the same number of parameters, this is equivalent to using the Akaike model selection 

criterion. The obtained negative log-likelihood values are: i) for the selection model inspired on the 

standard metric model, 60.72, ii) for the one inspired on the standard topological model, 61.15, iii) for 

the exponential metric model, 57.99, and iv) for the exponential topologic model, 54.67. This means 

that the models defined by eqs. 4 and 5 perform better than the one for given by eqs. 2 and 3. It is worth 

indicating that even though it is tempting to use the negative log-likelihood to select the model given 

by eq. 5 over the model defined by Eq. 4, a KS-test over simulated data from these two models indicate 

they are statistically indistinguishable [D-statistics, D = 0.1016 < Dcritical, 0.05 = 0.1025] when using 

the optimal values Rc and Kc obtained by MLE. In short, we cannot distinguish between the model 

given by eq. 4 and the one by eq. 5. 

 

Combining Distance and Distance Rank models – a 2 parameters model 

 

Since we cannot distinguish between the models defined eqs. 4 and 5, we combine both models in 

an attempt to measure the relative importance in W(A, B) of Euclidean distance vs. distance rank. The 

combined model reads: 

W(A, B) = 
012���34  × 012;��<4

5        (6) 

 

where 

 

Z = ∑ 7�2���
34  ×  7�2;��

<489:  
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and the two parameters of the model are Rc and Kc. These parameters are again obtained by MLE. Not 

surprisingly, this model, with two parameters, is also consistent with the data [D-statistics, D = 0.18 < 

Dcritical, 0.05 = 0.33]. We insist that this model with 2 parameters is not introduced as an alternative to 

the one-parameter models, but as a tool to assess the relative weight in W(A, B) of Euclidean distance 

vs. distance rank. Here, we are interested in the values of Rc and Kc, namely, Rc = 83 m and Kc = 14. 

Considering that N = 32 and the diagonal of the squared arena is 70.7 m, this suggests that W(A, B) is 

more sensitive to difference in distance rank than in Euclidean distance. Nevertheless, the observation 

that a model that combines both, distance and distance rank, is consistent with the empirical data points 

towards more complex processes being involved in the interaction-neighbour selection, where both, the 

distance rank and the distance between two individuals play a role. 

  

DISCUSSION 

 

Information spreading and processing within animal groups – that plays a key role in complex 

processes such as collective motion and predator detection – strongly depends on the properties of the 

underlying interaction network. In the absence of a communication system (e.g. vocalization), 

information spreading takes the form of a propagation of behavioural change. Despite the relevance of 

identifying how interaction partners are selected to understand the dynamics of animal groups, there are 

only few examples of experiments specially designed to decipher the underlying interaction network 

(Jiang et al., 2017; Rosenthal et al., 2015; Strandburg-Peshkin et al., 2013). In most experimental 

conditions, behavioural changes are difficult to identify, and the presence of multiple sources 

(individuals) participating in the behavioural-change propagation makes it difficult to determine with 

certainty to whom an individual is reacting to. There exist, however, few notable experimental studies 
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of animal groups on the move, where influential neighbours were identified (Ballerini et al., 2008; 

Herbert-Read et al., 2011; Jiang et al., 2017; Rosenthal et al., 2015; Strandburg-Peshkin et al., 2013), 

but only indirectly, after a data analysis treatment allowed establishing correlations in velocity changes 

among group members. 

Here, we investigated how interaction neighbours are selected, and focused on the early stage of a 

collective displacement, when the interaction network is first established. The experiments were 

specifically designed to identify the selection process of interaction neighbours. In these experiments, 

all group members share, initially, the same behavioural state, except for a single individual. This 

experimental scenario was achieved by introducing a trained individual that we were able to activate 

remotely, within a group of naive individuals. This allowed us to initiate experiments only once all 

individuals were in the desired initial behavioural state (a non-motion state). After setting in motion the 

trained individual, we monitored the behavioural state of all group members, and identified the first 

individual that followed (and thus that chose as interaction neighbour) the trained individual. Finally, 

by focusing on the first follower, we avoided the ambiguity that emerges by the presence of multiple 

activation sources in the system (the who-activates-whom problem) that takes place as the behavioural 

change propagates through the group. This allowed us to collect reliable experimental data to 

investigate the interaction-neighbour selection process, which we characterized with W(A, B): the 

probability that B chooses A as interaction neighbour. 

In models that aim at explaining collective displacements (e.g. Calovi et al., 2018; Heras et al., 

2019; Herbert-Read et al., 2011; Katz et al., 2011; Tang et al., 2020; Torney et al., 2018), it has been 

proposed the use of neighbourhood rules – i.e. rules that allow to determine the neighbours of any 

given individual at a given time – that include, in the equation of motion of the individuals, a 

continuous, distant-dependent weight associated to each neighbour. It is worth stressing that here we 

are not computing these weights nor modeling collective displacements. The difference is that the 

present study focuses on the cognitive selection process used by the individuals to choose interaction 
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neighbours, and not on the weights assigned to neighbours during a collective displacement. This 

implies the assumption that the individual behaviour can be dissected in a series of simple cognitive 

tasks: first, select your interaction neighbours – the focus on the current study – then execute an action 

(e.g. choose a direction of motion), in which the selected interaction neighbours may be weighted 

differently. Assuming the existence of a cognitive selection process of interaction neighbours has a 

strong impact on the concept of neighbourhood. For instance, the interaction neighbours of an 

individual are not necessarily determined by the instantaneous position of the individuals, as assumed 

in most collective displacement models, but are likely to depend on the recent “history” of the 

individual and the system. For a situation where all individuals are initially at fixed position, as 

analyzed in this study, it is reasonable to assume that the selection process is fundamentally dependent 

on the relative position of the individuals. And indeed we found that W(A, B) is modulated by the 

relative distance between the individuals, observing that the best estimations are obtained using 

exponential decaying functions of either the distance or distance rank. And while W(A, B) seems to be 

more sensitive to the distance rank than to the (Euclidean) distance, it is important to stress that the 

distance dependency is always present and not negligible. 

In summary, these results, obtained by following a protocol that allows assessing W(A, B) in a 

direct and reliable manner, provide unique, valuable information on how individuals select interaction 

neighbours within groups. Knowledge on the functional form of W(A, B) is key to understand the 

spreading of behavioural changes, and thus information, in animal groups. It is likely that other animal 

systems operate using a similar W(A, B), while the outlined protocol should be applicable to assess the 

structure of W(A, B) in other biological contexts. 

 

Data statement 
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The data that support the plots within this paper and other findings of this study are available from 

the corresponding author upon request. 
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Figure captions 

 

Figure 1. The interaction-neighbour selection probability W(A, B). Histogram of the Euclidian distance 

(a) and distance rank (b) between the trained individual (initiator) and the first group member to 

respond to the initiator departure. The first follower tend to be near the initiator in both, Euclidian 

distance and distance rank. Panels (c) and (d) illustrate the symmetry of the selection probability W(A, 

B) when based on Euclidean distance. On the other hand, when W(A, B) is based on a distance rank, 

tends to be asymmetric. Resulting interaction networks strongly depends on whether W(A, B) was 

based on a metric distance or distance rank, as illustrated in panels (g) and (h). 

  

Figure 2. Comparison of different interaction-neighbour selection models with experimental sheep-

herd data. The experimental cumulative distributions of first follower distances (plain black curves) and 

the theoretical models: (a) the global perception model, (d) the model inspired on the standard metric 

neighbourhood model (for short, standard metric), eq. 2, the one inspired on the standard distance rank 

neighbourhood model (for short, standard topologic) , eq. 3, (e) the metric model defined by eq. 4 

(Exponential metric) and the topological one given by eq. 5 (exponential topologic), and (f) the model 

combining both, distance and distance rank, eq. 6. Probability that networks are percolated as a 

function of the values of the model parameter for (b) the standard metric model, eq. 2 (R = 11), and (c) 

distance rank model, eq. 5 (K = 8). 
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