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CNN aided Weighted Interpolation for Channel
Estimation in Vehicular Communications

Abdul Karim Gizzini, Marwa Chafii, Ahmad Nimr, Raed M. Shubair, and Gerhard Fettweis

Abstract—IEEE 802.11p standard defines wireless technology
protocols that enable vehicular transportation and manage traffic
efficiency. A major challenge in the development of this tech-
nology is ensuring communication reliability in highly dynamic
vehicular environments, where the wireless communication chan-
nels are doubly selective, thus making channel estimation and
tracking a relevant problem to investigate. In this paper, a novel
deep learning (DL)-based weighted interpolation estimator is
proposed to accurately estimate vehicular channels especially in
high mobility scenarios. The proposed estimator is based on
modifying the pilot allocation of the IEEE 802.11p standard
so that more transmission data rates are achieved. Extensive
numerical experiments demonstrate that the developed estimator
significantly outperforms the recently proposed DL-based frame-
by-frame estimators in different vehicular scenarios, while sub-
stantially reducing the overall computational complexity.

Index Terms—Channel estimation, deep learning, IEEE
802.11p standard, vehicular communications.

I. INTRODUCTION

In practical vehicular applications, the communication reli-
ability between vehicles is very important. In general, com-
munication reliability can be evaluated by the accurate data
recovery of the transmitted data at the receiver which depends
primarily on the channel estimation accuracy. A precisely-
estimated channel is critical for the equalization, demodula-
tion, and decoding operations to follow. Hence, an accurate
and robust channel estimation is essential for improving the
overall system performance. Accurate channel estimation in
vehicular communication is a challenging task, since in ve-
hicular environments wireless channels have a high Doppler
shift and a large delay spread [1], [2]. As a result, the channel
shows time and frequency selective fading characteristics due
to motion and multi-path components. This double selectiv-
ity arises in high mobility vehicular environment where the
channel rapidly varies within the transmitted frame.

IEEE 802.11p frame structure [3] allocates two full pream-
ble symbols that are used for basic least square (LS) estima-
tion, and four pilot subcarriers within the transmitted data sym-
bols which are used for channel variation tracking over time.
This basic estimation at the beginning of the frame is simple,
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but it becomes invalid for the equalization of the successive
transmitted symbols as a result of high channel variation in
vehicular environments. To improve the basic LS estimation
performance, there exist two channel estimation categories:
(i) symbol-by-symbol (SBS) estimators, where the channel
is estimated for each received symbol separately [4]–[6]. (ii)
frame-by-frame (FBF) estimators, where the previous, current
and future pilots are employed in the channel estimation for
each received symbol [7]. The well known FBF estimator
is the conventional 2D linear minimum mean-squared error
(LMMSE) where the channel and noise statistics are utilized
in the estimation, and thus, leading to comparable performance
to the ideal case. However, the 2D LMMSE suffers from
high computational complexity making it impractical in real
case scenarios. Therefore, there is a need for robust and low
complexity FBF estimators.

Recently, deep learning (DL) algorithms have been inte-
grated into wireless communications physical layer applica-
tions [8], [9] including channel estimation [10]–[12], due to
its great success in improving the overall system performance,
especially when used on top of low-complexity conventional
estimators. DL algorithms are characterized by robustness,
low-complexity, and good generalization ability making the
integration of DL into communication systems beneficial.
Motivated by these advantages, DL algorithms have been
integrated in IEEE 802.11p channel estimators in two different
manners: (i) Feed-forward deep neural networks with different
architectures and configurations are employed on top of SBS
estimators [13]–[15], where the channel is estimated for each
received data symbol directly. (ii) Convolutional neural net-
works (CNNs) are integrated in the FBF estimators as a good
alternative to the 2D LMMSE estimator, where the estimated
channel for the whole frame is considered as a 2D low
resolution noisy image and CNN-based processing is applied
as super resolution and denoising techniques. Unlike the 2D
LMMSE estimator, the CNN processing achieves consider-
able performance gain while preserving low computational
complexity. The higher performance accuracy can be achieved
by utilizing FBF estimators, since the channel estimation of
each symbol takes advantage from the knowledge of previous,
current, and future allocated pilots within the frame. Unlike,
SBS estimators, where only the previous and current pilots are
exploited in the channel estimation for each received symbol.
In this paper, we will focus on FBF estimators, especially, the
recently proposed CNN-based ones.

In [16], the authors propose CNN-based channel estimator
denoted as channel network (ChannelNet), that applies radial
basis function (RBF) interpolation as an initial channel estima-
tion, after that the RBF estimated channel is considered as a
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low resolution image, where super resolution CNN (SR-CNN)
followed by denoising CNN (DN-CNN) are integrated on
top of the RBF estimated channel. ChannelNet estimator
suffers mainly from high computational complexity and con-
siderable performance degradation in high mobility vehicular
scenarios. Temporal spectral ChannelNet (TS-ChannelNet) has
been proposed in [17], where average decision-directed with
time truncation (ADD-TT) interpolation that is based on
the demodulation and averaging of each received symbol.
After that, super resolution convolutional long short-term
memory (SR-ConvLSTM) is used to improve ADD-TT inter-
polation accuracy. TS-ChannelNet estimator outperforms the
ChannelNet estimator especially in low signal-to-noise ratio
(SNR) regions. Moreover, the TS-ChannelNet estimator has
lower computational complexity than the ChannelNet estima-
tor since only one CNN network is considered instead of two
CNNs as proposed in the ChannelNet estimator. Nevertheless,
TS-ChannelNet also suffers from a considerable performance
degradation in high mobility vehicular scenarios. It is worth
mentioning that both ChannelNet and TS-ChannelNet estima-
tors suffer from high latency at the receiver, since the receiver
should wait for the arrival of the whole frame in order to start
the channel estimation process.

In order to overcome the high complexity and performance
degradation in high vehicular scenarios, we propose in this
paper novel hybrid and adaptive weighted interpolation (WI)
channel estimators that utilize new pilot allocation schemes
for the IEEE 802.11p that insert pilot symbols into the
transmitted frame. Unlike ChannelNet and TS-ChannelNet
estimators, where the applied interpolation techniques are
performed in time and frequency, the developed WI estimators
require only weighted time interpolation of the inserted pilot
symbols. The number of inserted pilots is controlled and
adapted according to the mobility condition. In particular, one
orthogonal frequency-division multiplexing (OFDM) symbol
with all pilots is inserted at the end of the transmitted frame in
low mobility scenario and as the mobility increases, more pilot
OFDM symbols are required. All the other symbols within the
transmitted frame are fully allocated by data subcarriers and
considered as data symbols. The estimated channel for the
data symbols is considered as a weighted summation of the
estimated channels at the inserted pilot symbols. According
to the used frame structure, the receiver treats the received
frame as subframes, thus achieving lower latency at the re-
ceiver, since the channel estimation starts upon receiving each
subframe instead of waiting for the whole frame. Moreover,
in order to gain more transmission data rate (TDR), few pilots
can be inserted within the pilot OFDM symbols depending on
the channel delay profile.

Further performance improvement can be achieved by in-
tegrating optimized SR-CNN or DN-CNN as post processing
modules after the WI estimators. The proposed WI estimators
enjoy low-complexity and robustness, and achieve good per-
formance in high-mobility vehicular scenarios. Additionally,
the proposed WI estimators contribute in latency reduction at
the receiver, besides gaining more transmission data rates.

To the best of our knowledge, there is no recent FBF
estimators that modify the IEEE 802.11p pilot allocation, how-

ever, the work proposed in [18], [19] employ modified frame
structure but for SBS channel estimation, where a midamble
pilot symbol is inserted frequently within the transmitted frame
and used for estimating the channel for all successive symbols.

The contributions of this paper can be summarized as
follows:
• Proposing a hybrid, adaptive, low-complexity, and robust

WI channel estimators that modify the pilot allocation
schemes of the IEEE 802.11p within the transmitted
frame and adapt the employed scheme according to the
mobility condition.

• Deriving analytically the expression of the employed
interpolation matrix for the proposed pilot allocation
schemes.

• Providing a brief overview of the CNN networks, espe-
cially those used in the state-of-the-art of the channel
estimation, such as SR-CNN, DN-CNN.

• Integrating an optimized SR-CNN and DN-CNN net-
works on top of the WI estimators to enhance the bit error
rate (BER) and normalized mean-squared error (NMSE)
performance.

• Showing that the proposed WI estimators outperform
ChannelNet and TS-ChannelNet estimators in terms of
latency and transmission data rates.

• Providing a detailed computational complexity analysis
for the studied channel estimators, where we show that
the proposed WI estimators outperform the benchmarked
estimators with substantial reduction in complexity.

The remainder of this paper is organized as follows: in
Section II, the IEEE 802.11p standard and the system model
are described. Section III provides a detailed description of the
recently proposed ChannelNet and TS-ChannelNet estimators.
The proposed WI estimators, as well as the analytical interpo-
lation matrices derivations are presented in Section IV. Then,
a detailed overview of the CNN based channel estimation and
the proposed optimized architectures is provided in Section V.
In Section VI, simulation results are presented for different ve-
hicular channel models conditions using different modulation
orders, where the performance of the proposed estimators is
evaluated in terms of BER, NMSE, TDR, and latency. Detailed
computational complexity analysis is provided in Section VII.
Finally, conclusions are given in Section VIII.

II. SYSTEM MODEL DESCRIPTION

IEEE 802.11p is an international standard that manages
wireless access in vehicular environments. IEEE 802.11p
defines the communications between high-speed vehicles
(vehicle-to-vehicle (V2V)) and between the vehicles and the
roadside infrastructure (vehicle-to-infrastructure (V2I)) in the
licensed intelligent transportation systems band [20]. IEEE
802.11p uses OFDM transmission scheme with K = 64 total
subcarriers. Kon = 52 active subcarriers are used, and they
are divided into Kd = 48 data subcarriers and Kp = 4
pilot subcarriers. The remaining 12 subcarriers are used as
a guard band. IEEE 802.11p standard employs two long
training symbols (LTS) preamble symbols at the beginning
of the transmitted frame that are used for signal detection
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Table I: IEEE 802.11p physical layer specifications.

Parameter IEEE 802.11p
Bandwidth 10 MHz

Guard interval duration 1.6 µs
Symbol duration 8 µs

Short training symbol duration 1.6 µs
Long training symbol duration 6.4 µs

Total subcarriers 64
Pilot subcarriers 4
Data subcarriers 48
Null subcarriers 12

Subcarrier spacing 156.25 KHz

and channel estimation at the receiver. Moreover, it supports
transmitting data at different data rates employing different
modulation orders. Table I shows the IEEE 802.11p physical
layer main specifications. A detailed discussion of the IEEE
802.p standard and all its features is presented in [3].

In this paper, we assume perfect synchronization at the
receiver, and we consider a frame that consists of two LTS
at the beginning followed by I OFDM data symbols. The
received OFDM symbol ỹi[k] can be expressed in terms of
the transmitted OFDM symbol x̃i[k] as follows

ỹi[k] = h̃i[k]x̃i[k] + ṽi[k], k ∈ Kon. (1)

Here, ṽi[k] denotes the noise of the k-th subcarrier in the i-
th OFDM symbol. h̃i[k] represents the time variant frequency
response of the channel for the i-th OFDM symbol. Moreover,
let Ỹ [k, i] ∈ CKon×I and X̃[k, i] ∈ CKon×I be the received
and transmitted OFDM frame respectively. Then, (1) can be
expressed in a matrix form as follows

Ỹ [k, i] = H̃[k, i]X̃[k, i] + Ṽ [k, i], k ∈ Kon, (2)

where Ṽ [k, i] ∈ CKon×I and H̃ ∈ CKon×I denote the noise
and the time variant frequency response of the channel for all
symbols within the transmitted OFDM frame respectively.

III. SOA OF FBF CHANNEL ESTIMATORS

In the section, the conventional 2D LMMSE estimator
and recently proposed CNN-based estimators schemes are
presented and discussed.

A. Conventional 2D LMMSE estimator

The basic idea of the conventional 2D LMMSE estimation
is to employ the channel correlation matrices and the noise
power in the channel estimation of each data subcarrier within
the received OFDM frame, such that

ˆ̃
hLMMSEi = Rh̃i,h̃p

(
Rh̃p,h̃p

+ σ2I ′
)−1

h̄LS. (3)

Rh̃i,h̃p
∈ CKpI×1 represents the k-th column of the cross

correlation matrix between the real channel vectors h̃i and
h̃p at the data and the pilot subcarriers within the received
OFDM frame respectively. Moreover, Rh̃p,h̃p

denotes the auto

correlation matrix of h̃p, I ′ ∈ RKpI×KpI is the identity

matrix, and h̄LS = vec

{
ˆ̃HLS

}
∈ CKpI×1 represents the LS

estimated channel vector at the pilot subcarriers within the
received OFDM frame, where

ˆ̃HLS[k, i] =
Ỹ [k, i]

P̃ [k, i]
, k ∈ Kp, 1 ≤ i ≤ I. (4)

P̃ [k, i] is the frequency domain pre-defined pilot subcarriers
and Kp denotes the allocated sparse pilots indices within the
received OFDM symbol.

The conventional 2D LMMSE estimator achieves almost
similar performance as the ideal channel, however it suffers
from high computational complexity, therefore, making the it
impractical in real-time scenario. In contrast, CNN provides a
good performance-complexity trade-off by learning the chan-
nel statistics while recording an acceptable low computational
complexity. Therefore, it is employed in the FBF channel
estimation as an alternative to the 2D LMMSE estimator.

B. ChannelNet estimator

In [16], the authors propose a CNN-based channel estimator
denoted as ChannelNet scheme, where 2D RBF interpolation is
applied as an initial channel estimation. The basic motivation
of the 2D RBF interpolation is to approximate multidimen-
sional scattered unknown data, from their surrounding neigh-
bors known data, employing the radial basis function [21].
To do so, the distance function is calculated between every
data point to be interpolated and its neighbours, where closer
neighbors are assigned higher weights. After that, the RBF
interpolated frame is considered as a low resolution image,
where SR-CNN is utilized to get better estimation. Finally,
in order to alleviate the impact of noise within the high
resolution estimated frame, DN-CNN is implemented on top
of the SR-CNN resulting in a high resolution, noise allevi-
ated estimated channels. The ChannelNet estimator considers
sparsed allocated pilots within the IEEE 802.11p frame and it
first applies the LS estimation to the pilot subcarriers within
the received OFDM frame as illustrated in (4). After that, The
2D RBF interpolation is obtained by the weighted summation
of the distance between each data subcarrier to be interpolated
and all the pilot subcarriers within the received OFDM frame,
such that

ˆ̃HRBF[k, i] =

KpI∑
j=1

ωjΦ(|k −Kf [j]|, |i−Kt[j]|). (5)

Kf = [Kp1 , . . . ,KpI ] ∈ R1×KpI and Kt =
[(1)×Kp , . . . , (I)×Kp ] ∈ R1×KpI denote the frequency and
time indices vectors of the sparsed allocated pilot subcarriers
within the received OFDM frame. ωj represents the RBF
weight multiplied by the RBF interpolation function Φ(.)
between the (k, i) data subcarrier and the (Kf [j],Kt[j]) pilot
subcarrier. In [16], the RBF gaussian function is applied, such
that

Φ(x, y) = e−
(x+y)2

r0 , (6)
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Fig. 1: Proposed WI estimators block diagram.

where r0 is the 2D RBF scale factor and it varies according
to the used RBF function. We note that changing the value of
r0 changes the shape of the interpolation function. Moreover,
the RBF weights wRBF = [ω1, . . . , ωKpI ] ∈ RKpI×1 are
calculated using the following relation

ARBFwRBF = h̄LS, (7)

where ARBF ∈ RKpI×KpI is the RBF interpolation matrix
of the pilots subcarriers, with entries ai,j = Φ(Kf [i],Kt[j])
where i, j = 1, . . . ,KpI . After computing WRBF, the RBF es-
timated channel for every data subcarriers within the received
OFDM frame can be calculated as shown in (5). Finally, the
RBF interpolation estimated frame ˆ̃HRBF is fed as an input
to SR-CNN and DN-CNN in order to improve the channel
estimation accuracy, and alleviate the noise impact.

The ChannelNet estimator limitations lie in: (i) 2D RBF
interpolation high computational complexity that results from
the computation of (7) for the channel estimation of each
data subcarrier. (ii) The 2D RBF function and scale factor
should be optimized according to the channel variations. (iii)
The integrated SR-CNN and DN-CNN architectures have
considerable computational complexity. We note that, the
ChannelNet estimator uses a fixed RBF function and scale
factor, therefore, it suffers from considerable performance
degradation especially in low SNR regions where the impact
of noise is dominant, and high mobility vehicular scenarios,
where the channel varies rapidly within the OFDM frame.

C. TS-ChannelNet estimator

TS-ChannelNet [17] is based on applying ADD-TT inter-
polation to the received OFDM frame. After that, an accu-
rate estimation is obtained by implementing SR-ConvLSTM
network in order to track vehicular channel variations by
learning the time and frequency correlations of the vehicular
channel. First, the LS estimation is applied using the two LTS

received preambles denoted as ỹLTS1
[k], and ỹLTS2

[k], and the
predefined frequency domain preamble sequence p̃[k] such
that

ˆ̃
hLTS[k] =

ỹLTS1 [k] + ỹLTS2 [k]

2p̃[k]
. (8)

After that, decision-directed (DD) channel estimation is ap-
plied by employing the demapped data subcarriers of the
previous received OFDM symbol to estimate the channel for
the current OFDM symbol. The DD estimation consists of the
following steps

1) Equalization: the i-th received OFDM symbol is equal-
ized by the previously DD estimated channel, such that

ỹeqi [k] =
ỹi[k]

ˆ̃
hADD-TTi−1 [k]

,
ˆ̃
hADD-TT0

[k] =
ˆ̃
hLS[k]. (9)

2) Demapping: ỹeqi [k] is demapped to the nearest constel-
lation point to obtain d̃i[k].

3) DD estimation: update the DD estimated channel for
the i-th received OFDM symbol, by dividing ỹi[k] with
d̃i[k] as expressed below

ˆ̃
hDDi [k] =

ỹi[k]

d̃i[k]
. (10)

It is worth mentioning that the DD estimation suffers from
a considerable accumulated demapping error that is enlarged
within the frame, especially at low SNR region. Therefore,
to reduce its impact, this error ˆ̃

hDDi
[k] is converted to ĥDDi

in the time domain using inverse fast Fourier transformation
(IFFT), such that

ĥDDi
= F H

K
ˆ̃
hDDi

, (11)

where FK ∈ CK×K denotes the K-DFT matrix. Then, by
truncating ĥDDi

to the significant L channel taps, i.e.

ĥDDi,L
= ĥDDi

(1 : L). (12)
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(a) Low mobility. (b) High mobility. (c) Very high mobility. (d) Pilot allocation schemes.

Fig. 2: Proposed IEEE 802.11p frame structure employing different pilot allocation schemes.

After that, ĥDDi,L
is converted back to the frequency domain

such that
ˆ̃
hTTi

= FonĥDDi,L
, (13)

where Fon ∈ CKon×L represents the scaled DFT matrix that
is used to convert ĥDDi,L

back to frequency domain, which is
obtained by selecting Kon rows, and L columns from the K-
DFT matrix. Applying the average time truncation operation to
ˆ̃
hDDi

[k] alleviates the effect of noise and enlarged demapping
error. Moreover, ˆ̃

hTTi
[k] estimated channel is further improved

by applying frequency and time domain averaging consecu-
tively as follows

ˆ̃
hFTTi

[k] =

λ=β∑
λ=−β

ωλ
ˆ̃
hTTi

[k + λ], ωλ =
1

2β + 1
. (14)

The final ADD-TT channel estimates is updated using time
averaging between the previously ADD-TT estimated channel
and the frequency averaged channel in (14), such that

ˆ̃
hADD-TTi

[k] = (1− α)
ˆ̃
hADD-TTi−1

[k] + α
ˆ̃
hFTTi

[k]. (15)

Motivated by the fact that the vehicular time-variant channel
can be modeled as a time-series forecasting problem, where
historical data can be used to predict future observations [22].
The authors in [17] apply SR-ConvLSTM network on top
of the ADD-TT interpolation, where convolutional layers
are added to the LSTM network in order to capture more
vehicular channel features, hence improving the estimation
performance. Therefore, the ADD-TT estimated channel for
the whole received frame is modeled as a low resolution
image, and then SR-ConvLSTM network is used after the
ADD-TT interpolation. Unlike ChannelNet estimator where
two CNNs are employed, TS-ChannelNet estimator uses only
SR-ConvLSTM network, thus the overall computational com-
plexity is relatively decreased. However, TS-ChannelNet still
suffers from high computational complexity due to integrating
both LSTM and CNN in one network.

IV. PROPOSED WEIGHTED INTERPOLATION ESTIMATORS

The proposed WI estimators employ different pilot alloca-
tion schemes to the IEEE 802.11p frame structure as shown
in Fig. 2. These frame structures are proposed motivated
by the fact the vehicle velocity is a known parameter that
can be exchanged between all vehicular network nodes. For

example, in urban environments (inside cities) the car ve-
locity must not exceed 40 Kmphr, thus vehicles and road
side units within this environment will use the low mo-
bility frame structure, and similarly for highways environ-
ment. Therefore, the frame structure selection is performed
in an adaptive manner according to the vehicle velocity.
The proposed frame structures preserve the first two LTS
preamble symbols similar to IEEE 802.11p standard, so that
the synchronization and frame detection processes will not be
affected by the proposed modifications. Moreover, only P pilot
OFDM symbols are required in the transmitted frame, such
that ỸP = [ỹ

(p)
1 , . . . , ỹ

(p)
q , . . . , ỹ

(p)
P ] ∈ CKon×P . q denotes the

inserted pilot symbol index, where 1 ≤ q ≤ P . The other
Id = I−P OFDM data symbols are preserved for actual data
transmission.

The proposed estimators proceed according to two criteria:
(i) Vehicular mobility condition, where three frame structures
are defined as shown in Fig. 2. (ii) The pilot allocation
schemes, where there exist two schemes as shown in 2d, such
that

• Full pilot allocation (FP): where Kon pilots are inserted
within each pilot symbol and LS estimation is applied to
estimate the channel for each inserted pilot symbol. The
IEEE 802.11p basic LS denoted as simple LS (SLS) esti-
mation is applied using the two LTS received preambles
ỹLTS1

[k], and ỹLTS2
[k] as shown in (8), and using each

received pilot symbol such that

ˆ̃
hSLSq

[k] =
ỹ
(p)
q [k]

p̃[k]
= h̃q[k] + ṽq[k], k ∈ Kon. (16)

ṽq[k] represents the noise at the q-th received pilot
symbol. On the other hand, the accurate LS (ALS) relies
on the fact that h̃q = Fonhq,L, where hq,L ∈ CL×1
denotes the channel impulse response at the q-th received
pilot symbol that can be estimated as follows

ĥq,L = F †on
ˆ̃
hLSq

= hq,L + F †onṽq, k ∈ Kon, (17)

where F †on = [(F H
onFon)−1F H

on] is the pseudo inverse
matrix of Fon. After that, the accurate LS estimation can
be obtained by applying the discrete Fourier transform
(DFT) interpolation of ĥq,L as follows

ˆ̃
hALSq

= Fonĥq,L = Fonhq,L+WALSṽq, k ∈ Kon. (18)
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WALS = FonF
†
on denotes the accurate LS DFT interpola-

tion matrix.
• L pilot allocation (LP): this allocation is motivated by

the fact that vehicular channel models mainly consists of
12 taps, then calculating hq,L requires only L pilots in
each pilot symbol, and can be computed as follows

ĥq,L = F †p
ˆ̃
hLSq = hq,L + F †p ṽq, k ∈ Kp. (19)

ˆ̃
hLSq

here represents the LS estimated channel for the
q-th pilot symbol at the L equally spaced inserted pilot
subcarriers, where Kp = L and F †p = [(F H

p Fp)
−1F H

p ] is
the pseudo inverse matrix of Fp ∈ CKp×L which refers
to the truncated DFT matrices obtained by selecting Kp
rows, and L columns from the K-DFT matrix. After
that, DFT interpolation based estimation can be used
employing ĥq,L to estimate the channel for the q-th pilot
symbol as follows

ˆ̃
hDFTq = Fonĥq,L = Fonhq,L + WDFTṽq, k ∈ Kon.

Here WDFT = FonF
†
p is the DFT interpolation matrix.

After estimating the channel at the pilot symbols according
to the selected configuration, the proposed WI estimators apply
the following two steps
• Grouping: The estimated channels of the P pilot symbols

are grouped into P matrices, such that

ˆ̃Hq = [
ˆ̃
hq−1,

ˆ̃
hq], q = 1, · · ·P. (21)

We note that ˆ̃
h0 =

ˆ̃
hLTS and ˆ̃

hq refers to the implemented
LS estimation according to the utilized pilot allocation
scheme.

• Weighted Interpolation estimation: According to the
grouped ˆ̃H matrices, the received frame can be divided
into P sub-frames, where f denotes the sub-frame index,
such that 1 ≤ f ≤ P . Therefore, the estimated channel
for the i-th received OFDM symbol within each f -th sub-
frame can be expressed as follows

ˆ̃HWIf = ˆ̃HfCf (22)

where ˆ̃Hf ∈ CKon×2 denotes LS estimated channels at
the pilot symbols within the f -th sub-frame. Cf ∈ R2×If

denotes the interpolation weights of the If OFDM data
symbols within the f -th sub-frame. We note that If is
calculated according to the selected frame structure where
it is equal to Id, Id

2 , and Id
3 in low, high, and very high

mobility scenarios respectively.

Therefore, the estimated channel for the received OFDM
data symbols can be seen as a weighted summation of
the ˆ̃Hf matrix. Cf interpolation weights are calculated
by minimizing the mean squared error (MSE) between
the ideal channel H̃f , and the LS estimated channel at
the OFDM pilot symbols ˆ̃Hf as derived in [23]. This
minimization results in Cf expressed in (20), where J0(.)
is the zeroth order Bessel function of the first kind,
Ts is the received OFDM data symbol duration, and
Eq denotes the overall noise of the estimated channel
at the q-th pilot symbol. Eq is calculated according to
the chosen pilot allocation scheme, and employed LS
estimation, where it equals to σ2, σ2trace

{
WALSW

H
ALS

}
,

and σ2trace
{
WDFTW

H
DFT

}
for SLS, ALS and LP LS

estimation respectively.
In fact, the weight elements of Cf for all the sub-frames

can be calculated offline for several vehicular scenarios by
employing different fd and Id values, Therefore, decreasing
the online complexity and making the proposed WI estimators
more efficient in real cases scenarios. Moreover, a trade-off
between the mobility condition controlled by fd, the inserted
pilot symbols P , and the used frame length Id should be con-
sidered. As the mobility increases, more pilot symbols should
be inserted within the transmitted frame. Therefore, this trade-
off is managed by the vehicular application requirements, so
that the transmitter will adapt the transmission parameters
according to these requirements. Fig. 1 shows the proposed
WI estimators block diagram.

V. CNN-BASED CHANNEL ESTIMATION

A. CNN Overview
A CNN is a neural network that consists of one or more

layers and is used mainly for processing structured arrays of
data such as images [24]. CNN network has generally become
the state of the art for many visual applications such as image
classification, due to its great ability in extracting patterns from
the input image. CNN is a set of several layers stacked together
in order to accomplish the required task. These layers include
• Input layer: It represents the 2D or 3D input image.
• Convolutional layer: It is used for feature extraction that

is implemented using predefined filters called kernels.
The kernel scans the input matrix to fill the output matrix
denoted as feature map.

• Pooling layer: This layer is applied to reduce the number
of parameters when the images are too large. Pooling
operation is also called sub-sampling or down-sampling
which reduces the dimensionality of each feature map but
retains important information.

Cf = E

[
H̃f

ˆ̃HH
f

] [
E

[
ˆ̃Hf

ˆ̃HH
f

]]−1

=

[
E

[
H̃f

ˆ̃
hH

q

]
E

[
H̃i

ˆ̃
hH

q+1

]]
E

[∥∥∥h̃q

∥∥∥2
]
+ Eq E

[
h̃qh̃

H
q+1

]
E
[
h̃q+1h̃

H
q

]
E

[∥∥∥h̃q+1

∥∥∥2
]
+ Eq+1


−1

=
[
J0(2πfd(f − 1)Ts) J0(2πfd(If + 1− f)Ts)

] [ 1 + EΦq J0(2πfdIfTs)
J0(2πfdIfTs) 1 + Eq+1

]−1

.

(20)
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Fig. 3: SR-CNN architecture.

Fig. 4: DN-CNN architecture.

• Activation layer: An activation function is applied to the
CNN layer’s output. The most used common activation
function is the ReLU function. It is used to introduce
non-linear processing to the CNN architecture since the
input-output CNN pairs relation might be non-linear.

• Fully connected layer: This layer forms the last block
of the CNN architecture, and it is utilized mainly in
classification problems. It is a simple feed forward neural
network layer, consisting of one or more hidden layers.

• Batch normalization: It is used to make the CNN output
more stable by normalizing the output of each layer.
Moreover, batch normalisation layer reduces overfitting
and speeds up the CNN training.

• Output layer: This layer is configured according to the
studied problem, for example, in classification problems
the CNN output layer is a fully connected layer with
softmax activation function, while in regression problems,
the CNN output does not use any activation function.

Automatically detecting meaningful features given only an
image and its label is not a trivial task. Therefore, the convolu-
tional layers are the most essential elements within any CNN
since the convolutional layers learn such complex features by
updating their kernels values during training phase to obtain
the best input-output mapping. This update is performed by
minimizing the CNN loss function that measures how far are
the inputs from the outputs. After that, the performance of the
trained CNN model is evaluated in the testing phase where
new unobserved inputs are fed to the trained CNN model.

B. SR-CNN and DN-CNN Networks
Besides classifications problems, there are special CNN ar-

chitectures denoted as SR-CNN and DN-CNN that are mainly

used for regression problems. SR-CNN [25] is used to improve
the quality of the input image, where the input-output mapping
is represented as a deep CNN that takes the low-resolution im-
age as the input and outputs the high-resolution one. SR-CNN
consists of three convolutional layers as shown in Fig. 3: (i)
Patch extraction and representation, (ii) Non-linear mapping,
and (iii) Reconstruction. Let Xm ∈ Rhm×wm×dm be the
input image to the m-th SR-CNN convolutional layer, where
hm, wm, and dm denote the image height, width, and depth
respectively, and X1 ∈ Rh1×w1×d1 represents the input image.
The convolutional filters are denoted by the weights and biases
matrices Wm ∈ Rvm×vm×dm×fm and Bm ∈ Rfm×1, where
vm refers to the convolutional filter size, and fm denotes the
total number of filters used in the SR-CNN m-th convolutional
layer. The m-th convolution layer applies fm convolution
operation to its Xm input image as follows

Y(m) = F(m)

(
W(m) ∗X(m)

)
, X(m+1) = Y(m), (23)

where F(m) represents the activation function applied to the
m-th convolutional layer output. We note that, it is possible
to add more convolutional layers to increase the non-linearity
mapping between the SR-CNN convolutional layers, but this
will increase the complexity of the SR-CNN model and
thus demands more training time. The integrated SR-CNN
architecture related mainly to the investigated problem and
the dataset structure, whereas the best SR-CNN architecture
and parameters can be fine tuned by intensive experiments
or by using the grid search algorithm [26] that selects the
best suitable SR-CNN hyper parameters in terms of both
performance and complexity. The loss function of the SR-CNN
is represented by the MSE between the reconstructed high
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Table II: Optimized SR-CNN and DN-CNN parameters.

Parameter Values
Input/Output dimensions 2Kon × I × 1

SRCNN (v1, f1; v2, f2; v3, f3) (9,32; 1,16; 5,1)
DNCNN (v, f ) (3, 16)

DNCNN D 7
Activation function ReLU
Number of epochs 250
Training samples 8000
Testing samples 2000

Batch size 128
Optimizer ADAM

Loss function MSE
Learning rate 0.001
Training SNR 30 dB

resolution images Y , and the true images Y (T ), such that

MSESR-CNN =
1

NTrain

NTrain∑
i=1

∥∥∥Yi − Yi
(T )
∥∥∥2 , (24)

where NTrain denotes the number of training samples. The
minimization of MSESR-CNN is achieved by updating W
and B matrices such that the best input-output mapping is
obtained. To do so, various optimizers can be exploited such
that the stochastic gradient descent [27], root mean square
prop [28], and adaptive moment estimation (ADAM) [29].

On the other hand, DN-CNN [30] improves the image
quality by separating the noise from the input noisy image
using a special CNN architecture. After that, the input noisy
image is subtracted from the extracted noise resulting in the
denoised image. In order to extract the noise from a noisy
image, residual learning [31] is applied so that the noise
included in the input image is learnt in the DN-CNN training
phase by minimizing the following DN-CNN loss function

MSEDN-CNN =
1

NTrain

NTrain∑
i=1

∥∥∥Vi − Vi
(T )
∥∥∥2 , (25)

where Vi represents the extracted noise included in the noisy
input image Xi, and Vi

(T ) denotes the exact noise, such that
Vi

(T ) = Yi
(N) − Xi. As shown in Fig. 4, the DN-CNN

employs in the first layer convolution and ReLU activation
function to generate the initial feature maps from the input
noisy image. After that, successive (Conv + BN + ReLU)
layers are considered to extract the noise features, since the
analysis performed in [30] shows that integrating convolution
with batch normalization followed by ReLU, can gradually
separate the clean image structure from the noisy observation
through the DN-CNN hidden layers. Finally, a convolutional
layer is used for output image reconstruction. In summary,
the DN-CNN architecture has two main tasks: the residual
learning is used to learn the noise features, and the batch
normalization which is incorporated to speed up training
as well as to boost the denoising performance. The main
complexity of the DN-CNN architecture lies in its depth (D)

that denotes the number of used (Conv+ BN + ReLU) layers.
As D increases the complexity of the DN-CNN architecture
increases. Similarly to SR-CNN, all the DN-CNN parameters
can be tuned using grid search algorithm.

Unlike ChannelNet estimator, where both SR-CNN and
DN-CNN networks are used on top of the RBF interpolation,
extensive experiments are applied in this paper using the hyper
parameters tuning grid search algorithm [26] in order to select
the best CNN network configuration corresponding to the
mobility condition. Based on the selected CNN parameters, an
optimized SR-CNN is employed on top of the WI estimators
in a low mobility scenario, whereas an optimized DN-CNN
is considered in high mobility one. By doing so, better
performance can be achieved with a significant decrease in the
overall computational complexity as we discuss in the next
sections. We note that employing, low-complexity SR-CNN
and DN-CNN architectures is due to the good performance
of the initial WI estimation, since as the initial estimation
accuracy increases, the CNN computational complexity de-
creases. Moreover, our investigations show that by employing
the proposed WI estimators, there is no need to use both
SR-CNN and DN-CNN, since the computational complexity
increases without any significant performance gain.

We note that CNNs networks work with real valued data,
therefore after applying the WI interpolation estimator, ˆ̃HWI ∈
CKon×Id is converted from complex to real valued domain
by stacking the real and imaginary values vertically in one
matrix, such that ˆ̃H

(R)
WI ∈ R2Kon×Id . Then ˆ̃H

(R)
WI is fed as an

input to the optimized SR-CNN or DN-CNN according to the
mobility scenario. Finally, the output of the employed network
is converted back to the complex domain. The optimized
SR-CNN and DN-CNN networks are trained on SNR= 30 dB
for each mobility scenario, since in high SNR region, the CNN
network is able to learn better the channel due to the low noise
impact in high SNR region [32]. Moreover, ADAM optimizer
is used with MSE loss function. Table II shows the proposed
optimized SR-CNN and DN-CNN parameters.

VI. SIMULATION RESULTS

In this section, the performance of the proposed linear
WI estimators is evaluated compared to the conventional 2D
LMMSE that exploits all the pilots defined in the IEEE
802.11p standard, ChannelNet, and TS-ChannelNet estimators
using BER and NMSE. The simulations are conducted em-
ploying three vehicular scenarios as shown in Table III. These
scenarios are based on the tapped delay line (TDL) vehicular
channel models proposed in [33], which are obtained by a
measurement campaign that was implemented in metropolitan
Atlanta, and can be defined as follows

• Low mobility: where VTV Urban Canyon (VTV-UC)
vehicular channel model is considered. VTV-UC channel
model has been measured between two vehicles moving
in a dense urban traffic environment at V = 45 Kmph
which is equivalent to fd = 250 Hz.

• High mobility: This scenario measures the communica-
tion channel between two vehicles moving on a highway
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Table III: Vehicular channel models characteristics following Jake’s Doppler spectrum.

Channel
model

Channel
taps

Vehicle velocity
[kmph]

Doppler
shift [Hz]

Average path gains [dB] Path delays [ns]

VTV-UC 12 45 250
[0, 0, -10, -10, -10, -17.8, -17.8,
-17.8, -21.1, -21.1, -26.3, -26.3]

[0, 1, 100, 101, 102, 200, 201,
202, 300, 301, 400, 401]

VTV-SDWW 12 100-200 500-1000
[0, 0, -11.2, -11.2, -19, -21.9, -25.3,

-25.3, -24.4, -28, -26.1, -26.1]
[0, 1, 100, 101, 200, 300, 400,

401, 500, 600, 700, 701]

0 10 20 30 40
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

0 10 20 30 40
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

0 10 20 30 40
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

(a) NMSE for linear methods.
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(b) NMSE with DL post processing.

Fig. 5: NMSE employing I = 100, mobility from left to right: low (v = 45 Kmph, fd = 250 Hz), high (v = 100 Kmph, fd =
500 Hz), very high (v = 200 Kmph, fd = 1000 Hz). The CNN refers to SRCNN and DNCNN in low and high/very high)
mobility scenarios, respectively.

having center wall between its lanes. Moreover, the vehi-
cles are moving in the same direction at V = 100 Kmph
which is equivalent to fd = 500 Hz with a 300–400 m
separation distance between them. This vehicular channel
model is denoted as VTV Expressway Same Direction
with Wall (VTV-SDWW).

• Very high mobility: In order to further evaluate the per-
formance of the benchmarked channel estimators, VTV-
SDWW vehicular channel model is used with V = 200
Kmph which implies fd = 1000.

A. NMSE Evaluation

The NMSE performance of the proposed estimators depends
mainly on the employed WI estimation, where using low
number of pilots as the case in the proposed WI-LP estimator
leads to considerable performance degradation as we can
notice in Fig. 5a. Whereas, the proposed WI-FP-SLS and
WI-FP-ALS achieve better performance than WI-LP due to
the employment of full pilots symbols within the frame. The
accuracy of WI-FP-ALS is higher at low SNRs due to the
exploitation of the frequency correlation via interpolation at
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(a) BER with linear estimation.
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(b) BER with DL post processing.

Fig. 6: BER for I = 100, QPSK, mobility from left to right: low (v = 45 Kmph, fd = 250 Hz), high (v = 100 Kmph, fd = 500
Hz), very high (v = 200 Kmph, fd = 1000 Hz). The CNN refers to SRCNN and DNCNN in low and high/very high) mobility
scenarios, respectively.

the cost of increased complexity. By employing all the pilots
in the frame (4 pilots per OFDM symbol), 2D-LMMSE (100)
significantly outperforms the WI estimators. In order to reduce
the latency, we consider to apply the 2D-LMMSE on subframe
basis with a subframe length of 10 OFDM symbols denoted
as 2D-LMMSE (10). The estimation accuracy in this case is
reduced by 10 dB with the decrease of the subframe length.
Nevertheless, the accuracy of 2D-LMMSE (10) is better than
the WI estimators due to the high correlation of the pilots.

The performance of the WI approaches is reduced by the
increase of mobility. This mainly depends on the frame struc-
ture, and the Doppler spread through the coherence interval
between the pilots symbols, which can be defined as

∆C = ∆pIfdTs, (26)

where Ts is the OFDM symbol duration, ∆pI number of
symbols between successive pilot symbols. A smaller value
indicates more correlation between the pilots that can be
exploited in the time-domain interpolation. Based on the frame

structure shown in Fig. 2, at very high mobility (fd = 1000
Hz), ∆p = 33 symbols, which corresponds to ∆C = 33 ×
103Ts, whereas in low and high mobility, ∆C = 25× 103Ts.
As a consequence, it is clear that the NMSE at very high
mobility increases compared to the other cases because of the
larger coherence interval between the pilots. The high mobility
case is only influenced by the Doppler interference, which can
be observed from the error floor at high SNRs. This is also
the situation in both 2D-LMMSE estimators as the NMSE
increases with the increase of mobility at high SNRs.

Fig. 5b shows the NMSE performance of the CNN-based
estimators. It can be noticed that the proposed estimators are
able to outperform the ChannelNet and TS-ChannelNet esti-
mators in different mobility scenarios. It is worth mentioning
that using CNN post processing after the WI-based estimators
reveals a considerable robustness against mobility. This is due
to the ability of the optimized SR-CNN and DN-CNN in sig-
nificantly alleviating the impact of Doppler interference. The
DL-based post processing networks provide a performance
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(a) BER with linear estimation.
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(b) BER with DL post processing.

Fig. 7: BER for I = 100, 16QAM, mobility from left to right: low (v = 45 Kmph, fd = 250 Hz), high (v = 100 Kmph, fd = 500
Hz), very high (v = 200 Kmph, fd = 1000 Hz). The CNN refers to SRCNN and DNCNN in low and high/very high) mobility
scenarios, respectively.

trade-off between the linear WI and 2D-LMMSE using the
full pilots in the frame.

B. BER Evaluation

Fig. 6a depicts the BER using the discussed linear estima-
tion techniques employing QPSK. The relative performance
follows the same trend of the channel estimation performance
shown in Fig. 5a in each mobility case. In general, the
impact of the estimation error is lower in low SNR region
and this impact increases with the increase of the SNR.
Although the NMSE gap between WI-FP-ALS, WI-FP-SLS,
WI-LP decreases with the increase of the SNR, the BER gain
achieved by WI-FP-ALS is maintained until reaching an error
floor. In different mobility scenarios, the trade-off between
estimation error and time diversity gain can be observed
where the performance is attributed to the main following
factors; i) channel estimation error, and ii) time diversity due
to increased Doppler spread. The estimation error degrades the
BER performance, whereas the time diversity improves it. In

total, the estimation error dominates over the diversity gain.
Nevertheless, the case of 2D-LMMSE experiences improve-
ment due to better channel estimation, although the codeword
is smaller than that used in WI-FP-ALS.

The impact of the proposed DL-based post processing is
shown in Fig. 6b. First, it can be clearly seen that the post
processing enhances the BER as a result of enhancing the
channel estimation, Fig. 5b. Next, we compare our proposed
linear, and DL-enhanced estimation with the SoA DL-based
ChannelNet and TS-ChannelNet. We can observe the signifi-
cant BER performance superiority of the proposed estimators,
where WI-LP records similar performance as TS-ChannelNet,
while WI-FP-SLS estimator slightly outperforms WI-LP by
around 1 dB gain in terms of SNR for a BER = 10−3. On the
other hand, the proposed WI-FP-ALS estimator outperforms
both ChannelNet and TS-ChannelNet by around 6 dB and 3
dB gain in terms of SNR for a BER = 10−3, respectively.

The performance of ChannelNet and TS-ChannelNet ac-
counts of the predefined fixed parameters in the applied
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Fig. 8: BER performance of VTV-SDWW high mobility
channel model employing QPSK and different frame lengths.

interpolation scheme, where the RBF interpolation function
and the ADD-TT frequency and time averaging parameters
need to be updated in a real-time manner. Moreover, the ADD-
TT interpolation employs only the previous and the current
pilot subcarriers for the channel estimation at each received
OFDM symbol. On the contrary, in the proposed WI estimators
there are no fixed parameters, the time correlation between
the previous and the future pilot symbols is considered in
the WI interpolation matrix (20), and the estimated channel
at all channel taps is considered in the overall estimation.
These aspects lead to the proposed estimators performance
superiority.

In addition, ChannelNet and TS-ChannelNet estimators suf-
fer from a considerable performance degradation that is domi-
nant in very high mobility scenario. However, the proposed
estimators show a robustness against high mobility, this is
mainly due to the accuracy of the WI interpolation, com-
bined with optimized SR-CNN and DN-CNN. Although CNN
processing is applied in the ChannelNet and TS-ChannelNet,
this post CNN processing is not able to perform well due
to the high estimation error of the 2D RBF and ADD-TT
interpolation techniques in the initial estimation. As a result,
we can conclude that employing robust initial estimation as
the proposed WI interpolation schemes allows the CNN to
learn better the channel correlation with lower complexity, thus
improving the channel estimation. Finally, we note that the
performance of the 2D-LMMSE estimator is comparable to the
performance of ideal channel but it requires huge complexity
as we discuss in the next section, which is impractical in real
scenario.

C. Frame Length

Fig. 8 shows the BER performance of high mobility ve-
hicular scenario employing QPSK modulation and different
frame lengths. It can be clearly noticed that the proposed WI-
FP-ALS estimator is able to outperform ChannelNet and TS-

Table IV: BER performance gain (dB) of the proposed WI-
FP-ALS compared to the TS-ChannelNet estimator in different
mobility scenarios.

Scheme
Low High Very High

WI SRCNN WI DNCNN WI DNCNN
QPSK 4 5 3 4 2 5

16QAM 2 6 3 4 5 10

ChannelNet for different frame lengths, this is due to the ro-
bustness of the proposed WI-FP-ALS estimator, unlike the 2D
RBF and ADD-TT interpolation techniques that suffer from
a considerable estimation error even when a short frame is
considered, which affects the performance of ChannelNet and
TS-ChannelNet. Moreover, employing the optimized DN-CNN
after the WI-FP-ALS estimator improves significantly the BER
performance. Table IV illustrates the performance gain of the
proposed WI-FP-ALS-DN-CNN estimator compared to the
TS-ChannelNet estimator in high mobility scenario, where
employing the optimized DN-CNN leads to 5 dB and 10 dB
gain in terms of SNR for a BER = 10−3 for QPSK and 16QAM
modulation orders respectively as shown in Fig. 7b.

D. CNN Architecture

The ChannelNet estimator employs SR-CNN and DN-CNN
after the 2D RBF interpolation. The used SR-CNN consists
of three convolutional layers with (v1 = 9; f1 = 64), (v2 =
1, f2 = 32) and (v3 = 5, f3 = 1) respectively. Moreover, the
DN-CNN depth is D = 18 with 3×3×32 kernels in each layer.
On the other hand, SR-ConvLSTM network consists of three
ConvLSTM layers of (v1 = 9; f1 = 64), (v2 = 1, f2 = 32)
and (v3 = 5, f3 = 1) respectively is integrated after the ADD-
TT interpolation in the TS-ChannelNet estimator. We note that,
the SR-ConvLSTM network combines both the CNN and the
LSTM networks [34], which increases the overall computa-
tional complexity as we discuss later. In contrast, the employed
optimized SR-CNN and DN-CNN decreases significantly the
complexity due to the accuracy of the proposed WI estimators.
In conclusion, as the accuracy of the pre-estimation increases,
the complexity of the employed CNN decreases, since low-
complexity architectures can be used and vice versa.

VII. COMPUTATIONAL COMPLEXITY ANALYSIS

In this section, a detailed computational complexity, TDR,
and latency analysis of the 2D LMMSE estimator, ChannelNet,
TS-ChannelNet, and the proposed WI estimators are presented.

A. Computational Complexity Analysis

The computational complexity is expressed in terms of
real valued multiplication/division and summation/subtraction
mathematical operations required for a full OFDM frame
channel estimation. Each complex-valued division requires 6
real valued multiplications, 2 real valued divisions, 2 real
valued summations, and 1 real valued subtraction. On the other
hand, each complex valued multiplication can be expressed by
4 real valued multiplications, and 3 real valued summations.
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Table V: CNN-based estimators Overall computation complexity in terms of the total required real valued operations.

Scheme
Interpolation CNN

Mul./Div. Sum./Sub. Mul./Div. Sum./Sub.
ChannelNet K2

pI
2(4 +KdI) +KpI(2 + 3KdI) KpI(5KpI + 5KdI − 2) 350144KonI 42432KonI

TS-ChannelNet 24KonI + 4LKonI 18KonI + 5KonIL 226880KonI 81472KonI

FP-SLS-SR-CNN 2KonP + 2Kon + 4KonId 2Kon + 2KonId
7008KonId 1120KonIdFP-ALS-SR-CNN 4K2

onP + 2KonP + 2Kon + 4KonId 5K2
onP + 2KonId

LP-SR-CNN 2LP + 4KonLP + 2Kon + 4KonId 5KonLP + 2KonId

FP-SLS-DN-CNN 2KonP + 2Kon + 4KonId 2Kon + 2KonId
84096KonId 9856KonIdFP-ALS-DN-CNN 4K2

onP + 2KonP + 2Kon + 4KonId 5K2
onP + 2KonId

LP-DN-CNN 2LP + 4KonLP + 2Kon + 4KonId 5KonLP + 2KonId

1) 2D LMMSE estimator: The conventional 2D LMMSE
estimator requires first the LS estimation as that requires 2KpI
divisions. Then, the matrix inverse operation requires 4K3

pI
3

multiplications and 3K3
pI

3 summations. Finally, the corre-
lation matrices are multiplied by the LS estimated channel
vector resulting in K2

pI
2+K2

dK
2
pI

4 multiplications. Therefore,
the overall computational complexity of the conventional 2D
LMMSE estimator is 4K3

pI
3 + K2

pI
2 + K2

dK
2
pI

4 + 2KpI
multiplications and 3K3

pI
3 +2KpI summations. We note that,

in case the full W2D-LMMSE matrix is calculated offline, the
computational complexity of the 2D-LMMSE estimator is
reduced to 4KdK

2
pI

2+2KpI multiplications and 3KdK
2
pI

2+
2KdKpI

2 − 2KdI summations. We can notice that the 2D
LMMSE suffers from very high computational complexity that
make it impractical estimator in real-time scenarios.

2) ChannelNet estimator: employs the RBF interpolation
followed by SR-CNN and DN-CNN networks. Thereby, the
computational complexity of the ChannelNet is given by

CCChannelNet = CCRBF + CCSR-CNN + CCDN-CNN. (27)

As shown in (4), the calculation of ˆ̃HLS requires
2KpI divisions. wRBF calculation requires 4K2

pI
2 multiplica-

tions/divisions and 5K2
pI

2 − 2KpI summations/subtractions.

On the other hand, ˆ̃HRBF computation requires KdI(K2
pI

2 +
3KpI) multiplications/divisions and 5KdKpI

2 subtrac-
tions/summations. Therefore the total computational com-
plexity of the RBF interpolation can be expressed by
K2
pI

2(4 + KdI) + KpI(2 + 3KdI) multiplications/divisions
and KpI(5KpI + 5KdI − 2) summations/subtractions. After
that, the ChannelNet estimator applies SR-CNN followed by
DN-CNN on top of the RBF interpolation. CCSR-CNN and
CCDN-CNN can be computed as follows

CCSR-CNN =

J∑
j=1

hjwjdjv
2
j fj + hjwjdjfj

=

J∑
j=1

hjwjdjfj(v
2
j + 1).

(28)

CCDN-CNN =

J∑
j=1

hjwjdjfj(v
2
j + 1) +

D∑
j=1

4hjwjdj , (29)

where J denotes the number of CNN layers. We note
that the second term in CCDN-CNN represents the num-

ber of operations required by the batch normalization con-
sidered in the DN-CNN network. Therefore, the SR-CNN
used in the ChannelNet estimator requires 16064KonI mul-
tiplications/divisions and 4288KonI summations/subtractions,
while the ChannelNet DN-CNN computations require
334080KonI multiplications/divisions and 38144KonI summa-
tions/subtractions.

3) TS-ChannelNet estimator: applies the ADD-TT interpo-
lation followed by the SR-ConvLSTM network. Accordingly,
the overall computational complexity of the TS-ChannelNet
estimator can be expressed as follows

CCTS-ChannelNet = CCADD-TT + CCSR-ConvLSTM. (30)

The ADD-TT interpolation applies two equalization steps (9),
and (10) after the LS estimation in (8) that requires 2Kon sum-
mations, and 2Kon divisions. Each equalization step consists
of Kon complex valued division, therefore the equalization
in (9), and (10) requires 16Kon multiplications/divisions and
6Kon summations/subtractions. The time domain truncation
operation applied in (13) requires 4LKon multiplications and
5KonL−2Kon summations. After time domain truncation, the
ADD-TT interpolation applies frequency and time domain av-
eraging. The frequency domain averaging (14) requires 10Kon
summations, and 2Kon multiplications. Moreover, the time
domain averaging step (15), requires 4Kon real valued divi-
sions, and 2Kon real valued summations. Therefore, the overall
computational complexity of the ADD-TT interpolation for the
whole received OFDM frame requires 24KonI + 4LKonI real
valued multiplications/divisions, and 18KonI + 5KonIL real
valued summations/subtractions, and its computational com-
plexity is expressed in terms of the overall operations applied
in the input, forget, and output gates of the SR-ConvLSTM
network, such that

CCConvLSTM =

J∑
j=1

hjwjdjfj(8v
2
j + 30). (31)

Based on (31), the SR-ConvLSTM network utilized in
the TS-ChannelNet estimator requires 226880KonI multi-
plications/divisions and 81472KonI summations/subtractions.
TS-ChannelNet estimator is less complex than the ChannelNet
estimator, since it employs only one CNN on top of the
ADD-TT interpolation, unlike the ChannelNet estimator where
both SR-CNN and DN-CNN are used.
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Fig. 9: Computational complexities of the proposed WI esti-
mators employing P = 2.

4) Proposed WI estimators: WI estimators computational
complexity depend mainly on the selected frame structure,
the pilot allocation scheme, and the selected optimized CNN.
The overall computational complexity of the proposed WI
estimators can be expressed as follows

CCWI = CC ˆ̃HWI
+ CCO-CNN. (32)

In case of inserting full pilot symbols, there are two options,
SLS estimator that requires only 2KonP + 2Kon divisions,
and 2Kon summations. The second option is employing ALS,
where 2KonP + 2Kon divisions, followed by 4K2

onP mul-
tiplications, and 5K2

onP summations are required. On the
other hand, when Kp = L pilots are inserted with each
pilot symbol, then the LS estimation requires 2LP + 2Kon
divisions, 4KonLP multiplications, and 5KonLP summations.
After selecting the required frame structure and pilot allocation
scheme, the proposed estimators apply the weighted interpo-
lation as shown in (22), where the channel estimation for each
received OFDM frame requires 4KonId divisions and 2KonId
summations. Finally, the optimized SR-CNN is utilized in
low mobility scenario and it requires 7008KonId multiplica-
tions/divisions and 1120KonId summations/subtractions, while
the optimized DN-CNN is exploited in high and very high mo-
bility scenarios requires 84096KonId multiplications/divisions
and 9856KonId summations/subtractions

The proposed WI-FP-ALS records the higher computational
complexity among the other proposed estimators in all mobil-
ity scenarios, due to the WALS calculation in (18). Moreover,
the proposed WI-FP-SLS estimator is the simplest one. Fig. 9
shows the computational complexity of the proposed WI
estimators employing P = 2 pilot symbols within the frame.

Table V shows the overall computational complexity of
the benchmarked estimators in terms of real valued oper-
ations. It is worth mentioning that the proposed WI esti-
mators achieve a significant computational complexities de-
crease compared to ChannelNet and TS-ChannelNet estima-
tors, where ChannelNet and TS-ChannelNet estimators are 70
and 39 times more complex than the proposed FP-ALS-SR-
CNN estimator respectively. Moreover, the proposed estima-

Frame

DecodingCE

CE CE Decoding

CE CE CE Decoding

Fig. 10: Processing latency of the proposed WI estimators.

tors achieve at least 7027.35 times less complexity than the
2D LMMSE estimator, with an acceptable BER performance,
thus making them a good alternative to the 2D LMMSE. We
note that FP-ALS-DN-CNN is 12 times more complex than
FP-ALS-SR-CNN since the optimized DN-CNN architecture
complexity that is employed in high and very high scenarios
is higher than the optimized SR-CNN architecture which is
used in low mobility scenario.

B. Transmission data rate and latency analysis

The TDR and the latency introduced at the receiver in order
to recover the transmitted bits are important issues in vehicular
communications, especially for real time applications [35].
The transmission data rate is influenced by the number of
allocated data subcarriers within the transmitted frame:

TDR =
KDF log2(M)ρ

TsI
, (33)

where KDF and ρ denote the total allocated data subcarriers
within the transmitted frame, and the employed code rate
respectively, and M represents the utilized modulation order.
Moreover, the buffering time ϕ can be expressed by the
total duration that the receiver should wait before starting the
channel estimation, such that ϕ = TsI ,where Ts represents
the received OFDM data symbol duration. ChannelNet and
TS-ChannelNet estimators employ Kp = 4 pilot subcarriers
within each transmitted OFDM symbol, however ChannelNet
estimator requires sparsed pilot allocation within the trans-
mitted OFDM frame, and thereby, increasing the complexity
of pilots extraction at the receiver, since the allocated pilots
subcarriers indices differs between the OFDM symbols within
the frame. Therefore, ChannelNet and TS-ChannelNet estima-
tors have similar transmission data rate as defined in the IEEE
802.11p standard. However, they suffer from high buffering
time at the receiver, since the full frame should be received
before the channel estimation starts leading to high latency.

As shown in Table VI, the proposed WI estimators record
different TDRs gains according to the selected frame structure.
Moreover, the proposed WI-2P and WI-3P estimators require
lower buffering time than the proposed WI-1P, ChannelNet,
and TS-ChannelNet estimators, since it divides the frame into
several sub frames as shown in Fig. 10. Hence, the channel
estimation process starts earlier. Therefore, the proposed WI
estimators contribute in reducing the total required latency.
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Table VI: Transmission data rate and buffering time analysis for the benchmarked schemes.

Scheme ChannelNet TS-ChannelNet
Proposed 2D WI

WI-1P WI-2P WI-3P
FP LP FP LP FP LP

TDR gain 0 % 0% 7.25% 8.08% 6.16% 7.83% 5.08% 7.58%
ϕ [µs] 800 800 800 400 265

Finally, we note that the transmission parameters and the
chosen frame structure should be adapted according to the
mobility condition, required data rate, and the acceptable
latency by the vehicular application.

VIII. CONCLUSION

In this paper, FBF channel estimation in vehicular communi-
cation is studied, where the limitations of the conventional 2D
LMMSE estimator and the motivation behind employing CNN
processing in the channel estimation are presented. Moreover,
The recently proposed CNN-based channel estimators have
been extensively surveyed. In this context, we have proposed
a hybrid, adaptive, and robust WI channel estimators for the
IEEE 802.11p standard, where pilot symbols are inserted
within the transmitted frame, with several pilot allocation
schemes adapted according to the mobility condition. Un-
like the recently proposed ChannelNet and TS-ChannelNet
estimators that suffer from high computational complexity,
performance degradation in high mobility vehicular scenarios,
and high latency at the receiver, the proposed WI estimators
have reduced computational complexity and robustness in high
mobility scenarios. Moreover, they require low buffering time
at the receiver and more TDR gain is achieved since all
the OFDM symbols within the transmitted frame are fully
allocated to data. Additionally, the employed SR-CNN and
DN-CNN architectures are optimized through intensive exper-
iments in order to alleviate the high complexity problem. Sim-
ulation results have shown the performance superiority of the
proposed WI estimators over ChannelNet and TS-ChannelNet
estimators in all vehicular scenarios with a substantial re-
duction in computational complexity, where ChannelNet and
TS-ChannelNet are more complex than the proposed WI-
FP-ALS-SR-CNN by 70 and 39 times respectively. On the
other hand, the proposed estimators are less complex than the
conventional 2D LMMSE estimator by at least 7027.35 times
while recording a convenient BER performance especially in
high mobility vehicular scenarios, which makes them good
alternatives to the conventional 2D LMMSE estimator.
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