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Abstract — Nowadays, the heterogeneous wireless nano-network topology becomes a meed for diverse applications
based on heterogeneous networks composed of regions of different node densities. In Wireless Nano-networks (WNNs),
nodes are of nano-metric size and can be potentially dense in terms of neighbouring nodes. Nano-nodes have limited
resources in terms of processing, energy and memory capabilities. In nano-network(s), even in a communication range
limited to tens of centimeters, thousands of neighbours can be found. We proposed a fine-grained duty-cycling method
(sleeping mechanism), appropriate to nanonodes, which aims to reduce the number of receptions seen by a node during
data packet routing. The present study reveals the usefulness of implementing the sleeping mechanism in heterogeneous
networks, as well as configuring a dynamic awaken duration for nodes based on a density estimation algorithm. We
also proposed an algorithm that helps in increasing the reliability of the packet received by the destination node.

Keywords — Density estimation, heterogeneous nano-network, sleeping mechanism, routing.

1. INTRODUCTION

Nano-network(s) are made up of tiny nodes, called
nanonodes, of a nanometric size. These nodes use elec-
tromagnetic waves from the THz band (0.1-10 THz) [1]
for their communication. Nano-nodes possess sensors,
actuators, a processor, and a memory. They can move
and communicate with each other [2]. These nodes are
limited in their computing capabilities, storage, and en-
ergy. Therefore, they need to collaborate with other
nodes to fulfil their tasks [3].

1.1 Modulation and routing techniques

Given the very limited energy of nanonodes, a modu-
lation technique based on femtosecond pulses for tera-
hertz communications called Time Spread On-Off Key-
ing (TS-OOK) was proposed by Jornet and Akyildiz [4].
TS-OOK is based on femtosecond-long pulses where
communication data is sent using a sequence of pulses
interleaved by a randomly selected constant duration
(Fig. 1). TS-OOK uses an electromagnetic pulse of du-
ration T}, to transmit a bit “1”, and silence (no trans-
mission) for bit “0”. The time between two consecutive
bits is T. Due to hardware and power constraints, the
spreading ratio 8 = T /T, can be very large. Using T,
= 100 femtosecond, the total available bandwidth in the
network is very high, in the order of terabit per second.

In very dense nano-network(s), a nanonode cannot fre-
quently update its neighbourhood list. Also, the com-
munication range is short and the desired destination
node is often beyond its communication range. There-
fore, it is necessary to have a routing protocol that per-
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Fig. 1 — TS-OOK modulation.

forms the tasks of data routing between nodes. A tra-
ditional addressing scheme like IP is useless. An alter-
native addressing way must be used. For that, a spatial
addressing routing protocol that forwards messages in
the direction of a destination could be used.

Stateless Linear-path Routing (SLR) [6] is a spatial ad-
dressing and routing protocol we use in our evaluation.
It implements a coordinate-based routing, in which data
packets are routed in a linear routing path. The SLR
protocol has two phases: (1) initial/addressing phase
and (2) routing phase.

1.2 Applications and node limitations

Nano-network(s) can be potentially used in a wide range
of applications and fields such as: (1) health field (e.g.
monitor human vital signs, drug delivery systems), (2)
military field (e.g. border control to prevent any pen-
etration), (3) agricultural field (e.g. monitoring the
temperature, humidity, and water level of plants), (4)
telecommunication sector [5]. In such applications the
network topology is often heterogeneous. A heteroge-
neous nano-network is a network composed of zones of
different densities. Nowadays, many applications use



this type of networks. For example, in agricultural ap-
plications, some areas have high nodes’ density while
others have a small density due to the varied geograph-
ical terrains. Also, the human body is considered as a
natural heterogeneous network because of its internal
and external structure.

An even more severe limitation (and a main difference
from traditional wireless networks) lies in the inability
of a single node to process the whole channel capacity.
In the typical networks, a node may always listen to the
channel and take whatever packet concerns it. There
is no way for a tiny, energy constrained nanonode to
sustain Th/s traffic. This translates into a much smaller
effective channel capacity, as all nodes in an area may
saturate their reception capability way before saturating
the channel itself.

A typical solution to this problem is to let the nodes
sleep from time to time. A traditional sleeping mech-
anism cannot be applied in a nano-scale network.
Our proposition differs significantly from the previous
schemes that make nodes sleep or awaken for periods
longer than a packet. To cope with the very specific
characteristics of nanonetworks, our idea is to make the
node inactive for a fraction of T (the time between two
consecutive bits). We then make it awake in order to
receive the intended bit. Such a mechanism aims to pre-
serve node resources (CPU, memory, energy), therefore
extending network lifetime.

In this paper: (1) we show that the sleeping mecha-
nism works in a heterogeneous nano-scale network, (2)
we propose a method to automatically tune the awaken
duration of a node depending on the average density
of neighbours (awakenNodes), (3) we propose an algo-
rithm for packet retransmission at the destination zone,
and (4) we test this method and show its impact on
increasing received packets by the destination node.
The rest of this paper is organized as follows. Section 2
introduces applications used within heterogeneous net-
works. Section 3 describes the algorithms used in the
paper. Packet retransmission algorithm is explained in
the Section 4. Evaluation via simulations takes place in
Section 5. Finally, we conclude in Section 6.

2. APPLICATION FIELDS

Different approaches in the literature focus on designing
and developing routing protocols for heterogeneous elec-
tromagnetic nanonetworks. Nowadays, the nano-scale
communication technology enters into many important
sectors such as health, military, and agriculture.

2.1 Health sector

Heterogeneous networks pervade in many applications
where nodes are distributed depending on the environ-
ment conditions. Due to their nanoscale size, nanon-
odes can be deployed at different scales [7] inside the
human body and across a variety of environmental con-

texts. Nanonode uses are not limited to sensing and
monitoring human vital signs, but it may cover some
other operations when needed.

Fig. 2 — Drug delivery in human body.

An example of a medical application that can be as-
signed to nanonodes and needs high reliability and ac-
curacy is drug delivery (Fig. 2). Heterogeneity resides
in the human body through the variation in the size and
shape of the human organs [8]. Nanomedicine may be
defined as the use of nano-devices and nanostructures
for monitoring, repairing or controlling human biologi-
cal systems at the molecular level [9]. The nanonodes
spreading in blood vessels can monitor the glucose level,
and at the same time release the insulin to regulate the
glucose level. The risk lies when the patient forgets to
take his medicine especially those related to the control
of certain levels of enzymes in the blood (as in the ex-
ample above). With this type of technology, the patient
becomes more able to control his health troubles.

This heterogeneity of the human body poses a major
challenge to the routing protocol by traversing areas of
different densities.

2.2 Agriculture sector

Agriculture is an important source of livelihood in most
parts of the world. Wireless nano-sensor(s) have been
used in modern agriculture and farming (Precision Agri-
culture (PA)), defined as the techniques of applying
farming parameters and resources for production opti-
mization, and reducing human effort [10].

To improve productivity (e.g. detection of plant viruses,
soil humidity degree), a farmer needs to monitor numer-
ous parameters (Fig. 3). Wireless nano-sensors need to
be used to realize the vision of intelligent agriculture.
One can deploy autonomous nano-sensors around the
plants to monitor soil condition and plant viruses, which
gives them all the information about the environmental
conditions of the plants using a simple portable device.
WNSN technology will contribute in generating the
tools for establishing a real-time plant monitoring sys-
tem, composed of a chemical nano-sensor merged with
plants.  Chemical nano-sensor nodes are miniatur-
ized machines that interact with the environment to



Fig. 3 — Nanonetwork technology impact in agriculture.

collect chemical compounds disseminated by plants.
Micro-gateways can interconnect data collected from the
nanonetwork to the external network, and to the deci-
sion officer of the analytical laboratory [11].

2.3 Civil engineering sector

Developments in nanotechnology can benefit construc-
tion engineering by enabling the practical deployment of
structural condition monitoring systems for large civil
engineering systems (Fig. 4). Nanonodes can be inte-
grated into a composite material that can provide in-
formation on its performance and environmental condi-
tions by monitoring structural loads, temperature, and
humidity. It can be used for the construction of smart
buildings [12]. Also, they could be coated into bridges,
as prevention monitoring against degradation and crack-
ing in order to alert the decision-making authorities
well before the damage is detectable by human inspec-
tors [13].

Nanonodes could also be embedded into roads and struc-
tures to allow engineers to monitor deterioration and
cracking, thus saving physical intervention. Road sen-
sor networks could gather and provide data to transport
operators to better control and detect congestion and
incidents.

2.4  Environment sector

Environmental safety is one of the sectors where nan-
otechnology may have a major impact. Through the
installation of nano-sensors in high density public loca-
tions (e.g. hospitals, airports, and restaurants), author-
ities can trace the circulation of viruses and notice how
various types of people are affected. Nanosensor net-
works could also be utilised to monitor the environment,
such as pollution and gas emission.

Water is the lifeblood of the world, hence the importance
of monitoring its quality and safety. We can benefit from
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Fig. 4 — Smart composite materials based on nanotechnology, for
civil engineering applications.

nano-sensors in detecting bacteria, diseases and other
harmful infectious agents, especially when improvement
is made close to the point of use at the household. Nano-
sensors can also be used in flood-prone rivers near res-
idential places. These sensors can measure the water
level in rivers, and send the information to the control
and decision room in real time (Fig. 5).
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Fig. 5 — A water monitoring architecture.

To summarise, numerous applications use heterogeneous
wireless networks. The biggest challenge remaining is
the design of the routing protocols, which will face the
challenges of different node densities in several regions,
and in this context we focus on the influence of the sleep
mechanism on the delivery of data packets to their de-
sired destination. This is the focus of the evaluation
section in this article.



3. BACKGROUND

In this work, we target potentially very dense, multi-
hop nano-network(s). The contributions of this paper
are presented later, but they are built upon a collection
of protocols already independently designed for those
dense nano-networks. In this section we give the neces-
sary background concerning these protocols that we are
using together: the routing protocol (SLR), the nano-
sleep mechanism itself, and the density estimation pro-
tocol (DEDeN).

It is important to note that the choice of the routing
protocol here is mostly inconsequential to the contri-
bution. In this paper we do not present a new rout-
ing protocol. In regard to the very specific concurrent
transmission behaviour of wireless nano-network(s), we
instead present a mechanism to reduce the load on each
node. This mechanism can be adapted to various rout-
ing protocols and here we choose SLR for the sake of
convenience.

3.1 SLR protocol

Stateless Linear-path Routing (SLR) is a spatial rout-
ing/addressing protocol. It implements a coordinate-
based routing, in which data packets are routed in a
linear routing path. Coordinates are defined as an in-
teger number of hops from special nodes called anchors
(Fig. 6). All nanonodes are assumed to be placed in a
cubic space, where anchors’ nodes are placed at the ver-
texes (two anchors for a 2D area / three anchors for 3D
area).

The SLR protocol has two phases: (1) addressing/initial
phase and (2) routing phase.
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Fig. 6 — SLR addressing phase.

In the initial phase, addressing, as shown in Fig. 7, two
anchor nodes (placed at the vertexes of 2D network)
broadcast a packet (beacon) to the whole network. Bea-
con messages include a hop distance field initialized to 0,
which increments with each retransmission. The node
coordinates are the hop counter in those beacons and
correspond to the distance to the anchors. This phase
will be performed only once at the network deployment.
In the routing phase (Fig. 7), packets contain the SLR

address of the sender and receiver. A greedy approach is
used to route the packets to their intended destination.
When a node receives a message, it checks if it is located
on the path from the source to the destination. If and
only if it is the case, the node forwards the message.
This check uses basic integer computation appropriate
for the low nanonode computation capabilities.

Note that because of the way the coordinates are de-
fined, they can be shared by multiple nodes (which be-
longs to the same SLR zone). Consequently, SLR is a
protocol that routes a packet to the correct zone instead
of a specific node.

Fig. 7 — SLR initial phase (left) and SLR routing phase (right).

3.2 Sleeping mechanism

We start be emphasizing that the nano-sleep we
present in this section is different in both means and
objectives from the sleep mechanism (often call duty-
cycle) that we commonly find in traditional networks.

In traditional networks, making a node sleep and wake
up in defined intervals aims at preserving energy and
thus increasing the life span of the network. A node
always wakes up for a duration long enough to allow
the reception of one or more frames. It processes the
received packets and then goes back to sleep by turning
off most of its reception and processing capabilities. By
doing so, it preserves a substantial amount of energy.
As the packets are sent sequentially over the channel,
the longer the awaken duration, the larger the number
of packets received. We could also say that while it is
awake, a node has to be able to process the full through-
put of the network. It then completely ignores packets
sent while it is sleeping.

Our proposed nano-sleeping mechanism differs from
those used in a macro-scale network by its fine gran-
ularity, asynchronicity, and decentralization. The main
problem it solves is the potential overwhelming of a node
when too many packets coexist on the channel. With
TS-OOK, multiple nodes targeting different receivers
can indeed transmit at the same time, and there is no
hard limit to how many packets can concurrently co-
exist on the channel. Because of that, using a traditional
awaken duration may cause a node to be overwhelmed
when the number of packets concurrently transmitted
exceed its decoding capabilities. Nano-sleeping is de-



signed to tackle this problem, by allowing a node to
concentrate on a small number of packets while com-
pletely (and safely) discarding the others.

A nanonode does not stay awake for the duration of
one or several packets, but for a much shorter duration,
a fraction of the Ts value. In our proposed sleeping
mechanism, all nodes have the same awake-sleep cycle,
equal to Ts. Inside the cycle, all the nodes have the same
awake duration (or percentage of T), but the beginning
of the awake interval is different for each node, and is
randomly determined. The mechanism ensures that if a
node is able to pick the first bit of a packet, it will be
able to pick all the following ones. More details on this
sleeping mechanism are described in [14].

Fig. 8 depicts an example, where receiver nodes Recvl,
Recv2 and Recv3 wake up at different times, but for the
same duration. Recvl and Recv2 are able to pick the
bits from flows 1 and 2, as they arrive when they are
awake. Recv3 is able to pick bits only from flow 3.
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Fig. 8 — Sleep mechanism with three nodes and three flows.

The very high frequency of awake and sleep transitions
make it significantly different from a traditional duty-
cycle. Fully turning on and off processing capabilities at
such a speed may not be technically achievable, but that
is not the main point of our protocol anyway. Instead,
we just consider that nodes do not process bits (pulses
in TS-OOK) outside of their awaken duration.

As nodes do not turn off most of the hardware, the en-
ergy saving is limited (but still definitely exists, given
that ignored frames are not processed and potentially
retransmitted).

As we will see later, the benefit of this mechanism lies
in an increase of the overall effective channel capacity.
This benefit becomes really significant as the local node
density increases and nodes can have individual lower
and lower awaken durations.

3.3  Density estimator algorithm

Because nodes do not have much memory or processing
power, elaborate routing protocols that try to find opti-
mum forwarder(s) cannot work well if at all. Hopefully,
we can improve routing protocols by using the local den-
sity of the network to limit their retransmission rate. We
need a way for the nodes to discover by themselves how

many neighbours they have.

A traditional solution to this problem is that each node
sends "HELLO” packets. All nodes would only need
to maintain a list of the neighbours from which they
have received an HELLO packet to know the local den-
sity. This solution is simple and efficient if the density
is low, but it becomes prohibitively costly in resources
consumption as the density increases.

Density Estimator for Dense Networks (DEDeN) is an
algorithm tailored to wireless nano-networks. It allows
a node to estimate the number of its neighbours (also
called node degree, node density, neighbour density,
neighbourhood density, local density, or simply den-
sity).

DEDeN works by making nodes transmit an initializa-
tion message, and all nodes that receive it start the dis-
covery process. With a very low (but known in advance)
probability, they may start sending small beacons. As
the probability is known, nodes receiving those beacons
can easily compute an estimated local density. If the
confidence in the estimation in not high enough, nodes
start another round, with a higher beaconing probabil-
ity. The confidence increases with the number of packets
received and the probability to transmit.

The confidence and the error range of the estimation
can be adjusted to the requirements of the user with a
predictable overhead. Depending on how it is initiated,
DEDeN enables a unique node or all nodes to estimate
the neighbourhood density. The algorithm may be exe-
cuted each time this neighbourhood density is needed.
For additional information about the density estimator
algorithm, refer to [15].

4. RETRANSMISSION ALGORITHM
AT THE DESTINATION ZONE

As explained in the previous section, the proposed sleep-
ing mechanism should reduce the congestion and pre-
serve node resources consumption. When a packet ar-
rives at the destination zone, if the destination node is
asleep, it will lose the data.

It is important to note that the proposed sleeping mech-
anism was implemented and tested in a homogeneous
network. In this paper we are now evaluating this pro-
tocol in an heterogeneous network (areas of different
nodes density). All nodes have the same awake-sleep
time T}, but they are different in their awaken duration
and awaken starting time.

We propose an algorithm that increases the destination
node chance of receiving a packet even if it was asleep
when the packet reached the destination zone. The al-
gorithm is to be used only by nodes at the destination
zone. No matter the network density, it never saturates
the radio channel and does not require much memory
or computations. The only memory needed is the buffer
to store the received packet to retransmit it at the end
of the node awaken duration. A summary of the packet
retransmission algorithm is presented in Algorithm 1.



Algorithm 1 Packet retransmission algorithm executed
by all nodes at the destination zone except the destina-
tion node.
alreadyseen = false
waiting Time
wT1ts = aD - (pcktrecp - aS)mod T
wT2ts = - (aD - (pcktrecp - aS))mod T
if packet type is data and reach the destination zone
then
if Sleeping mechanism is used then
if packet lalreadyseen and the received node is
not the destination node then
if pcktrecp mod Ts > aS then
waiting T'ime = wT1ts
else pcktrecp mod T < aS + aD - T
waiting Time = w T2ts
end if
end if
end if
end if

We recall that this algorithm works when the packet
reaches the destination zone. The algorithm works on
homogeneous and heterogeneous networks, with equal or
different awaken durations. In this algorithm we took
into consideration the case when the awaken duration
spans over two time cycles. We describe the algorithm
as follows:

o waitingTime: Represents the time the node should
wait before packet retransmission at the end of its
awaken duration.

o wTl1ts: Formula to calculate the node waiting time
if the awaken duration range is 1 T.

o wT2ts: Formula to calculate the node waiting time
when its awaken duration spans for 2 T5.

e aD: Represents the node awaken duration.
e aS: Represents the node awaken starting time.

o pcktrecp: Represents the time when the node re-
ceives the packet.

Fig. 9 depicts an example of a packet retransmission
at the destination zone. In our proposed algorithm, all
the nodes have the same awake-sleep cycle Ts. Inside
the cycle, all the nodes are different in their awake du-
ration aD (or percentage of Ty), also the beginning of
the awake interval for each node aS are randomly deter-
mined. When a node receives the packet, the algorithm
checks whether the node is not the destination node. If
this is the case, the algorithm will be applied.

Node 3 represents the destination node. Node 1 receives
the packet, and since it is not the destination node, it
executed the algorithm. The algorithm computes the
waiting time to retransmit the packet at the end of the
node awaken duration. By coincidence, nodes 2 and 4

Ts Ts

Time

—I
o
|
|

.
I

—
|
1
I —
1
I !
! |
1 1 .
[
I Awaken Period — — — Packet reception
. = = Packet retransmitted - — — Packet reception

at the destination zone

Fig. 9 — The effect of the retransmission algorithm at the desti-
nation zone.

are awake during the packet retransmission by Node 1.
It happens that a node can receive several copies of the
packet, which is the case for Node 4. This is due to the
simultaneous awake of the node with the retransmission.
Finally, the figure shows that the destination node
awaken time does not overlap with any of the other
nodes. Node 4 retransmits the packet at the end of his
awaken duration, and it is received by the destination
Node 3. Therefore, in the absence of the retransmission
algorithm, the destination node would not have received
the packet in the case where it was in sleep mode.

5. EVALUATION

In this section, we evaluate our proposed ideas through
simulations since a detailed analytical study is not pos-
sible. BitSimulator [16] is used in our simulations due
to its characteristics.

BitSimulator has been designed to allow simulations
of applications and routing protocols in wireless nano-
networks. It differs from other network simulators by
its accuracy as it can simulate every bit of payload
and their potential collisions. It also targets ultra-dense
nano-networks (hundreds of thousands of nodes). It is
highly optimized for speed and accompanied by a Visu-
alTracer, an interactive visualization and analysis tool
that greatly helps in dense and complex scenarios. Tech-
nical details and information about full reproducibility
of our results are provided on a separate website’.

In our previous publication [14], we proposed a novel
sleeping mechanism in a homogeneous nano-network
which is totally different to the traditional sleeping
mechanism applied in ad hoc networks. We define a
homogeneous network as a network in which node den-
sity is constant. Therefore, all nodes will have the same
awaken duration. In this kind of network, the nano-

I\http://eugen.dedu.free.fr/bitsimulator
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sleep mechanism has been proven to work, and has con-
tributed to improving the nodes’ energy consumption as
well as increasing network lifetime.

Nano-networks have different applications in various
fields, extending from environment monitoring, indus-
trial manufacturing, and agriculture to an enormous
number of applications in medicine (like drug delivery,
diagnostics and surgical operations).

Nowadays, the health sector is one of the most impor-
tant sectors in which nanotechnology is involved. A
nano-network can collect vital patient information and
provide it to computing systems, providing more accu-
rate and efficient health monitoring. These real appli-
cations will mostly be implemented in a heterogeneous
nano-network due to its structural nature. This is why
in this paper it was necessary to understand and vali-
date the behaviour of the routing protocol used in places
where nodes have different densities.

5.1 Network scenario

In our simulations, the network topology consists of a
heterogeneous network as a 2D area of size 6 mm x 6 mm,
shown in Fig. 10. It is composed of three rectangles of
size 6 mm x 2 mm, with node average densities of: (rect-
angle 1: 160, rectangle 2: 80, and rectangle 3: 60). Nodes
are always placed randomly except anchors, sources, and
destinations nodes. Source nodes are placed at the bot-
tom of the network near the edges.

3 Dest Node ‘% -
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Fig. 10 — The network topology used, with 2 flows and 3 rectan-
gles of different densities.

Given the environment size and the communication
range (0.5mm), the furthest possible receiver is in the
corner at /2xrectangle side/2 = 4.2 mm away from the
source. It means that a packet from the source needs at
least 17 hops ((4.2/0.5) x 2 = 17) to reach the furthest
possible node. Table 1 lists the parameters used in the
simulations.

Table 1 — Simulation parameters

6mm * 6 mm
6 mm * 2mm

Size of simulated network
Size of rectangles

Number of nodes 4500
Communication radius 500 pm
Hops to reach the furthest node 17
B (time spreading ratio) 1000
T, 100 fs

There are 2 flows. The source nodes are at the bottom
right and bottom left of the network, while the desti-
nation nodes are at the top left and top right. Flow 1
traverses the network from left to right through differ-
ent nodes’ density areas (high, then medium, then low),
while is the opposite for flow 2. According to the previ-
ous network settings, packet routing will be somewhat
complicated and challenging.

The sleeping mechanism is applied to all nodes. To avoid
random effects, each point in the following figures rep-
resents the average of 10 simulations, each with a differ-
ent random generator seed to set the beginning of the
sleeping period for nodes. In each simulation round, the
awaken duration percentage and the number of neigh-
bours are changed, while the other parameters are kept
identical.

5.2  Comparison metrics

We analyse the sleeping mechanism efficiency using
three metrics:

e Packet reachability: The number of packets that
have reached the destination node. If several copies
of the same packet reaches the destination, only one
packet is counted.

o Total number of sent packets: The total number of
sent packets in the network, for instance in a multi-
hop transmission a same packet is sent by several
nodes (routers), hence it is counted several times.

o Awaken duration: The interval of time where the
node is awake. After this duration, the node goes
back to sleep for the rest of the duty cycle (T%).
In BitSimulator, through the command line we can
specify the percentage of awaken duration as a vari-
able, or the average density of neighbour nodes
(awakenNodes) via DEDeN that calculates it au-
tomatically.

5.3 Same awaken duration for all nodes

We recall that the time between two consecutive bits
is Ts = T, * B.. To determine an awaken percentage
for every node in the network (e.g. 20% is equivalent to
20000 fs) means that all nodes will awake for this per-
centage in a time duration equal to T. Inside the cycle,
all the nodes have the same awaken duration (or a per-
centage of T), but the beginning of the awake interval
is different for each node and is randomly determined.



Fig. 11 shows the average of packet reachability, i.e. at
least one packet succeeding in reaching the destination
node. We notice that packets are unable to reach the
destination for an awaken duration ranging from 5 to
20%. This is due to the insufficient number of awaken
nodes especially in low density areas, the flow propaga-
tion stops at the beginning. Recall that we are testing
in a heterogeneous network, where areas’ densities are
different.
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Fig. 11 — Percentage of arrived packets depending on awaken
duration, for 2 flows.

Increasing the awaken duration immediately increases
the average packet reachability. An awaken duration of
70000 fs allows all packets from flow 1 to be received.
Recalling that due to the sleeping phenomenon, it is
possible for the packet to arrive while the destination
node is asleep, and this results in the packet being lost.
This is what the curve shows at 80000fs (flow 1). For
flow 2, an awaken duration of 80000 fs allows a total
packet reception. Note that 100% of awaken duration
means that all nodes in the network are awake all the
time.

Given that the destination is far away from the source,
the packet transmission between nodes occurs by hops,
so a packet is sent several times, by several nodes in
the path. The number of packets sent varies with the
node awaken duration. Fig. 12 shows that the number of
packets sent is very close to 0 at the beginning for both
flows, due to the low number of awake nodes. Increasing
the awaken duration percentage raises the number of
awaken nodes, which results in an increasing number of
packets sent too. This number reaches a value of 238
(flow 1) and 179 (flow 2) where the awaken duration is
90%.

5.4 Different awaken durations for nodes,
based on local density

The sleeping mechanism dispatches the load of sent
packets among neighbouring nodes. Therefore, taking
into account the neighbouring nodes’ density to deter-
mine the nodes awaken period can be beneficial to the
transmission process. Fig. 13 shows a disparity in the

Number of sent packets
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Fig. 12 — The number of packets sent varies with node awaken
duration.

nodes’ awaken duration range. For an average density
of 60 neighbours, the node awaken duration ranges be-
tween 30000 fs and 100000 fs. For a density of 100
neighbours, the node awaken duration range starts at
50000 fs. As the average of neighbours’ nodes increases,
the awaken duration range shrinks and goes close to
100000 fs.
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Fig. 13 — Number of awaken nodes in a duration range for differ-
ent average densities.

Packet reachability can be significantly improved de-
pending on the average density. For example, when
specifying awakenNodes=20 to BitSimulator, each node
executes a node density estimation algorithm and com-
putes the awake interval according to a simple formula.
Starting from 20 as average density, packet reception
starts increasing (Fig. 14). An average density of 50
neighbours is sufficient for packets to reach their desti-
nations for flow 1, whilst 60 neighbours for flow 2 are
needed. Sleeping improves network behaviour by lim-
iting the amount of traffic an individual node can see,
but provisions have to be made to ensure the destination
node is not sleeping when data packets reach it (exam-
ple flow 2 at 130 neighbours nodes, where the curve has
lost its stability). Note that, in this scenario, an aver-
age density of 190 means that all nodes are awake all
the time.

When average density is low, most packets are not trans-
mitted (because packet propagation stops at the begin-
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Fig. 14 — Percentage of arrived packets depending on neighbours
nodes average, for 2 flows.

ning or in their path to the destination). Fig. 15 shows
that for low average densities (e.g. 20, 30), the number
of packets sent is quite low (close to 0). Indeed, with
the increasing of the neighbours’ nodes average density,
packets sent will exponentially increases. For 140 neigh-
bours, the number reaches its highest value at 238 for
flow 1 and 182 for flow 2. We notice that with 60 neigh-
bours’ nodes (where all packets reach their destination),
the total number of packets sent for flow 1 is 205 and
155 for flow 2.
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Fig. 15 — Packet transmission cost depending on the average of
neighbours’ nodes.

5.5 Processing at the destination zone

As explained before, the proposed sleeping mechanism
reduces the congestion problem and preserves node re-
source consumption along the path from the source to
the destination. But the very definition of destination
may change depending on the application. If the des-
tination is defined as an SLR address, it means that
we want the packet to reach this SLR zone and that at
least one node in this zone must receive this packet. In
that case, the mechanism we proposed is efficient and
can be used as is. Omn the other hand, if we aim to
reach a specific node at the destination zone, then more
aspects have to be taken into consideration. When a
packet arrives at the destination zone, the destination
node by chance may be asleep and consequently misses

the packet. Different strategies might be used to solve
this problem, depending on the node peculiarities, the
local density and the application requirement. The al-
gorithm is well explained in Section 4.

Fig. 16 shows the impact of applying our proposed re-
transmission algorithm to all the nodes at the destina-
tion zone. The algorithm clearly enhances the average
of packet reception with the flow 1-patch compared to
flowl-nopatch (without the algorithm). A value of 40
neighbours nodes ensures an average of 100% of packet
reception by the destination node. Indeed, the positive
impact is also clearly shown for flow 2-patch at the 130
of awake neighbours, comparing to the flow 2-nopatch,
where the destination node missed the packet because
it was asleep. The proposed algorithm shows its effect
in increasing node chances in receiving the packet if it
was asleep at the moment the packet reaches its zone
(Fig. 17).
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Fig. 16 — The impact of the retransmission algorithm.
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Fig. 17 — The retransmission algorithm applied at the destination
zone increases the number of exchanged packets in that zone.

5.6 Average density vs awaken percentage

The node awaken interval, considered the main differ-
ence between the two ways of applying a sleeping mech-
anism. The DEDeN algorithm allows a node to esti-
mate the number of its neighbours. Based on this value,



nodes will set their awaken interval (awaken duration)
(Fig. 18). However, fixing an awaken percentage (e.g.
80%), means that all the nodes in the network will be
awake for the same duration (e.g. 80000 fs).
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Fig. 18 — Number of full-awake nodes over different average den-
sity values.

The longer the node sleeps, the lower the consumed re-
sources. The difference in nodes awaken duration is
considered a special peculiarity of the average density
(awakenNodes). An average density of 60 neighbours
shows an awaken duration distribution (less resource
consumption) ranging between 20000 and 100000 fs
(different awaken duration for each node). Furthermore,
for an awaken percentage of 90%, all the nodes in the
network (4500 nodes) will be awake along this duration
(Fig. 19).
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Fig. 19 — Number of nodes depending on an awaken duration of
90% and 60 neighbour nodes.

The total number of sent packets is a metric we rely
on to compare between the methods used in apply-
ing the sleep mechanism (awakenDuration vs awakenN-
odes). Based on the results in the previous sections,
setting the node awaken duration based on node neigh-
bour density (using DEDeN) will help in decreasing the
number of packets sent by 14% when compared to a
fixed awaken percentage (awakenDuration).

To conclude, in heterogeneous networks, the SLR rout-
ing protocol is acting well when crossing areas of sev-
eral densities. It smoothly deals with nodes of different
awaken durations, and packets are successfully delivered
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to their intended destination. Applying DEDeN allows
nodes to have different awaken durations compared to
a static awakenDuration. This leads to a decrease in
packet transmission cost, and preservation of node re-
sources (CPU, energy, memory), therefore an increase
in network lifetime. Moreover, applying the retrans-
mission algorithm at the destination zone increases the
chances for the destination node to receive its intended
packet. Therefore, this algorithm helps to increase the
reliability of data arrival to the destination node, which
is an important parameter in some applications.

CONCLUSION AND FUTURE

WORK

This paper presents the effect of the sleeping mechanism
in a heterogeneous nano-network. The new idea embeds
a density estimator algorithm (DEDeN) to automati-
cally tune the node awaken interval (awakenDuration).
The estimator algorithm can be executed in different
times (network deployment, or when a node needs to es-
timate its number of neighbours). It shows its usefulness
when used in conjunction with the sleeping mechanism.
It becomes clear that relying on average neighbour node
density has a positive influence in preserving node re-
sources (CPU, energy, memory ...) and decreases the
number of sent packets comparing to results based on
static percentage of awaken duration.

Considerations have also been taken for the specific case
of the destination zone (packet loss by the destination
node because its sleep may coincide with the packet’s
arrival at the destination zone). An algorithm has been
proposed in case the application needs data packets to
reach a specific node in the destination zone.

As future work, we would like to consider different al-
gorithms and variations to handle what happens at the
destination zone. Especially, a destination could be ex-
pressed as “any node in the destination area that pro-
vides a given service” instead of all nodes in the zone or
a single, specific node.
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