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Abstract—This research work is part of the VEA (Virtual 
Environment for Animal experimentation) project. The aim of 
this project was to develop an alternative method based on 
virtual reality for learning the correct gestures in animal 
experimentation while respecting the rules of ethics (the Rule 
of 3Rs). Our goal was to facilitate this learning via digital 
means, and to provide trainers with an educational toolkit that 
allowed them to recreate virtual reality scenarios and to assess 
each learner’s progress. In this paper, we are particularly 
interested in the design and operationalisation of learning 
situations in virtual environments, and propose solutions in the 
form of virtual action models that allow the user to learn the 
correct gestures. 

Keywords: VEA, Animal Experimentation, Pedagogical 
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I.  INTRODUCTION 
The potential benefits of VR in terms of conducting 

educational activities have been explored over the past 
decade. Learning environments that use VR techniques are 
known as VRLE (virtual reality environments for human 
learning). These allow teachers to exploit the potential of VR 
and to create original and dynamic teaching situations that 
are free from the constraints that may exist in real training 
scenarios, such as risk or uncertainty. In our research, we are 
particularly interested in the educational design of VR-
oriented activities. To anticipate the unfolding of this type of 
learning activity, the teacher must pay particular attention to 
the pedagogical treatment, which is based on an explanation 
of the pedagogical scenario [1]. When designing the 
scenario, the teacher must also anticipate the interaction 
between the different components of the learning scenario, 
such as the activities, resources, tools and roles involved [1], 
to ensure that it creates the desired mental processes in the 
learners. In this paper, we present research carried out as part 
of the VEA (Virtual Environment for Animal 
experimentation) project, conducted in collaboration with the 
Biological Engineering department at the Laval Institute of 
Technology, France. The aim of this project is to propose an 
alternative method based on VR to allow the user to learn the 
correct gestures while respecting the rules of ethics (the Rule 
of 3Rs)[2][3]. Our goal is to facilitate this learning through 
digital means, and to provide trainers with an educational 
toolkit that allows them to recreate VR scenarios and to 
assess the learner’s progress. In this paper, we are 
particularly interested in the design and operationalisation of 
learning situations in virtual environments, and propose 
solutions in the form of virtual action models that allow the 

user to learn correct gestures. This article is divided into six 
sections: in Section 2, we discuss the relevant scientific 
background; Section 3 presents the educational context to the 
project; Section 4 describes the virtual action model; Section 
5 describes the main functionalities of the developed 
prototype, which includes our model of action to allow 
teachers to design and adapt their pedagogical situations; and 
Section 6 presents the conclusion. 

II. SCIENTIFIC BACKGROUND 
We are interested in the interaction (virtual action) 

between humans and the virtual world (virtual objects). An 
educational activity is a succession of actions that a learner 
must accomplish in a virtual environment. Thus, to describe 
virtual educational activities, it is sufficient to describe the 
actions corresponding to each activity. In addition, the fact 
that a user can act in the virtual environment constitutes the 
key element that justifies the use of VR in learning 
situations, from our point of view. According to Patel [4], the 
aim of interaction and immersion is to promote the learning 
of gestures and behaviours through situational awareness and 
the transfer of skills from virtual to real. These concepts are 
rarely perfectly feasible in a given application, and this aim 
is mostly an objective to be achieved as far as possible. 
However, they must be realised, even modestly, in a system 
based on VR techniques. The identification of user actions is 
complex in VR, because it is necessary both to formalise the 
way in which interactions are supported and to specify the 
VR devices that will allow these actions to be realised. 
According to [5], there are three levels of immersion and 
interaction: sensorimotor immersion and interaction (I²), 
cognitive I², and functional I². Depending on the 
environment used, the user (learner) must perform actions 
that can always be broken down into a few basic behaviours 
called virtual behavioural primitives (VBPs). VBPs form the 
objectives at the functional level of I² [6]. The concept of a 
VBP has been described in detail in [7]. For optimal use, we 
refine the VBPs into sub-categories, each containing specific 
VR actions. We also associate some of the most frequently 
recommended VR devices with each category [8]. The 
VRLE designer can therefore choose the VR actions to be 
realised by the learner, the information that is presented, and 
the devices that are provided to the learners in order to 
accomplish the actions and to facilitate their learning as 
much as possible. The user performs VBPs using virtual 
devices, such as a VR controller and any other element that 
can create sensory stimuli and allow the user to interact with 



a virtual environment in the same way as in a real 
environment.  

III. EDUCATIONAL CONTEXT 
In France, the BBA (Biological and Biochemical 

Analysis) option of the National Educational Program of the 
DUT Biological Engineering is composed of different 
modules relating to animal physiology, pharmacology and 
toxicology, and includes training in animal experimentation 
that is distributed across two years of study. One of the main 
objectives of these modules is to train students in the 
approaches used to experiment on animals. Animal 
experimentation [2] consists of using animals as a surrogate 
or model to better understand the physiology of an organism 
and its responses to various factors (e.g. food, environment, 
pathogens) or substances, in order to test, verify or evaluate 
their performance, efficacy, safety or toxicity. Research on 
animal models is regulated at the legislative and regulatory 
level. European and French legislation have been the subject 
of regular revision due to increasing concerns over animal 
welfare [3]. As part of this project, we developed a virtual 
environment for animal experimentation (a small mammal 
model). The main objective of this research is to offer 
students and teachers in the Biological Engineering 
department of the Laval University Institute of Technology, 
France, an alternative VR method of learning the correct 
gestures while respecting the rules of ethics (the 3Rs rule) 
[3]. We focused on the example of an educational situation 
consisting of placing a catheter in a canal, vein or artery of 
an anesthetised animal. To achieve this, the learner must 
carry out a set of activities, for example: (1) anaesthesia of 
the animal via intraperitoneal injection; (2) placing the 
animal in the supine position; (3) fixing the animal; (4) 
incising (cutting) the skin from the shoulder girdle to the 
base of the chin; (5) introducing a tracheal catheter; etc. The 
format of this paper (three pages) does not allow us to 
describe the design and development of all these activities in 
detail. Before presenting the functionalities of the VAE 
environment, we first describe our action model, and 
illustrate it with the example of a virtual cutting action. 

IV. VAE: WHAT VIRTUAL ACTION MODEL? 
To describe an educational situation, a teacher identifies 

the educational activities involved and the corresponding 
educational objectives. He or she then defines the actions to 
be realised by the learners. We use the term action to 
describe an interaction with the virtual environment and the 
related cause-and-effect relationships. Within a virtual 
environment, an action establishes the necessary link 
between the use of the virtual environment and the learning 
activity. The proposed action model can serve as a reference 
for the learner's conception of an educational activity, and for 
the scripted development of events that may occur within the 
virtual environment. In our model (Figure 1), each action has 
a virtual object, which may be pedagogical or raw. In its 
turn, each object has a specific role involving the object, on 
which it acts, the change in its position due to the action, the 
object through which the learner can generate the action, etc. 
These roles have semantic labels and are called thematic 

roles. As illustrated in Figure 1, the VR action entity 
VRAction is the central entity of the action model. It is 
characterised by a well-defined pedagogical objective, a 
description, and instructions that must be followed in order 
to perform the action properly. We note that some actions 
must be performed in a predefined order. Actions can be 
divided into four categories of VBPs identified in Section 2. 
In order to describe these actions in more detail, we have 
used reference shapes called checkpoints. These may be 
spherical or cubic, depending on the needs of the teacher. To 
represent them, we use interfaces that define a non-
instantiable class structure. 

 

 
Figure 1.  The VR action model 

V. VAE: EXAMPLE OF AN EDUCATIONAL ACTIVITY  
In this example of an educational situation, the objective 

is to place a catheter in a canal, vein or artery in an 
anesthetised animal. The learner is led to carry out the cut 
action to open the skin of the animal (a rat) from the shoulder 
girdle to the chin base. This action requires two virtual 
objects, the scissors instrument, used to perform the cutting 
action, and the rat object, on which the action is performed. 

 

 
Figure 2.  Checkpoints used when cutting the skin of an animal 

In order to describe this action more precisely, we use 
four checkpoints (Figure 2): StartCheckpoint, which 
designates the start of the action; ProgressCheckpoint, which 
measures the progress of the action; EndCheckpoint, which 
marks the end of the action; and FailCheckpoint, which 
reflects an unsuccessful action by the learner. In this 
example, the type of checkpoint is cubic. In the case where 
the learner has successfully completed the cut action, an 



animation is triggered to show that this action has been 
successfully completed. The teacher defines one or more 
Fail checkpoints to specify zones in which actions were not 
correctly carried out. Figure 2 shows the four checkpoints 
used for the cut action. 

VI. VAE: FUNCTIONALITIES 
The design, development and evaluation of the VAE 

application were realised using an agile iterative process in 
several phases. The environment allows learners to train in a 
virtual world on various educational activities as part of their 
practical work (both within the laboratory and in a real 
context), and also allows the teacher to configure and adapt 
certain activities according to the students' needs. 

 

 
Figure 3.  The main Interface of VEA 

The main functionalities of VAE are: (1) Connecting: to 
connect, the user (teacher or learner) must use a VR headset 
with a VR controller, which allows them to affect the 
environment and its objects; (2) Moving within the virtual 
laboratory: once immersed in the VR environment, the user 
can move freely, and can also use the teleport function to go 
from one place to another; (3) Visualising and manipulating 
virtual objects: with the two VR controllers, the learner can 
manipulate the different laboratory objects, and in particular 
the tools that are required to realise the practical work on 
animal experimentation; (4) Using the practical worksheet: 
to understand the different activities that need to be realised, 
the learner can consult the steps listed in the practical 
worksheet; (5) Time spent: this functionality allows the 
learner to be aware of the time spent on each activity. The 
teacher can associate a particular duration with each 
educational activity or virtual action; (6) Access to 
educational resources: the teacher can provide the learner 
with educational capsules (in video format). This 
functionality can aid the learner in realising their practical 
work; (7) Validation of realised actions: this functionality 
indicates (in real time) whether or not the action realised by 
the learner is correct, based on the concept of checkpoints, as 
described in previous sections. Figure 3 illustrates the main 
interface of VAE. An link is provided to an illustration of the 
overall VAE functionalities.1 

                                                             
1http://perso.univ-lemans.fr/~loubah/videos/VideoRatPresentation.mp4 

VII. CONCLUSION 
VR offers new experiences to users via increasingly 

efficient methods of interaction and immersion. These are of 
great interest in the domain of education. This work was 
based on a co-design process in which several teachers from 
the Biological Engineering department teaching team 
participated in the design of different VAE models through 
an iterative, user-centred approach. The elements developed 
in this project provide an experimental framework for our 
research work. Our objective is to study issues related to the 
design and operationalisation of pedagogical situations in 
VRLEs, and to propose solutions that can assist teachers in 
designing, reusing and deploying their pedagogical scenarios 
in a VRLE [8]. Our aim is to offer technical and 
methodological solutions that are reusable and adaptable, i.e. 
that can be applied in numerous environments, regardless of 
the field or the type of task to be completed. The process of 
designing and producing a VRLE must consider the 
pedagogical requirements of teachers in order to fulfil their 
needs [8]. We carried out experiments throughout the 
development process to verify that the functionalities and 
interaction methods were well adapted to students, and that 
they allowed for easy operation and assessment of one or 
more skills. Proposals for improvement were integrated into 
the final version of the VAE tool, and the teaching team is 
very satisfied with the results. In the context of the COVID-
19 pandemic, we were not able to test the application with 
first year Biological Engineering students, and this 
experiment has been postponed to a later date. 
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