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Abstract

TheWEST experiment is currently operating with tungsten plasma-
facing components and testing ITER-like divertor monoblocks. In or-
der to support WEST experiments interpretation, numerical analy-
ses were carried out. Starting from WEST experimental data, realis-
tic background plasma conditions were reproduced through SolEdge-
EIRENE and used as input for ERO2.0 simulations to investigate tung-
sten migration. Tungsten contamination due to the different plasma-
facing components was modelled under different plasma conditions,
highlighting a non-negligible contribution of tungsten coming from
the tokamak main chamber. Tungsten penetration factor was com-
puted and used as an indication for tungsten screening by the back-
ground plasma at the different tokamak plasma-facing components.
Simulations showed the main chamber components to be very weakly
screened. Light impurities charge was showed to influence not only
tungsten sputtering, but also its probability to enter the confined
plasma. Simulations results indicated that even when the tungsten
source is not heavily influenced by self-sputtering, contamination of
the confined plasma can be strongly impacted by it in low density
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background plasma conditions. Finally, a one-to-one comparison be-
tween tungsten visible spectroscopy at the lower divertor from exper-
imental data and from synthetic diagnostics was performed, showing
that it is possible to reproduce a realistic lower divertor signal follow-
ing experimental evidence on light impurities asymmetry between the
targets.

1 Introduction
Tungsten (W) is one of the most suitable materials for the inner wall of mag-
netic confinment fusion devices due to its very high heat conductivity, high
melting point, low fuel retention, and low sputtering yield. Nevertheless,
even small quantities of partially ionised W ions entering in the confined
plasma as impurities can trigger very high power losses through radiation
and hence a reduction of central plasma temperature and, consequently, of
the fusion reaction rate. For this reason, in view of future fusion reactors,
we need to study W impurities source and transport starting from currently
operating machines through both experiments and modeling.
The ITER divertor will also be made of bulk Wmonoblocks [1]: these plasma-
facing components (PFCs) are at present being tested in the W Environment
Steady-state Tokamak (WEST) [2]. This machine is equipped with PFCs
made of bulk W or W-coated CFC and presents strong core radiation losses
most probably due to W contamination. At present, only the gross W erosion
is experimentally estimated in WEST [3,4] whereas no experimental estimate
of the net W erosion is available. Therefore, modeling efforts are required
to study W prompt redeposition and net erosion as well as to identify which
PFCs are responsible for the highest contamination of the confined plasma.
In this work we used numerical modelling to study W net sources and trans-
port mechanisms in WEST L-mode discharges: starting from experimental
data we modelled the background plasma with 2D transport simulations us-
ing the SolEdge-EIRENE package [5] and we subsequently performed 3D
Monte Carlo (MC) simulations to study W contamination with the ERO2.0
code [6]. Similar approaches were adopted for several wall materials us-
ing different numerical models: OEDGE- ERO2.0 for berylium in ITER [7],
EMC3-EIRENE for carbon in LHD [8], and SOLPS-ITER-IMPGYRO for W
in ITER [9].
H-mode discharges were not modelled in this work. Nevertheless, it has to
be remarked that the presence of edge localised modes during H-mode can
have a vital impact on machines equipped with W PFCs [10].
The paper is organized as follows: in section 2 a representative WEST plasma
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discharge and the corresponding plasma simulations are presented; in section
3 the set-up of the MC simulations tracking W impurities is described; in
section 4 the role of the different PFCs in WEST W contamination from the
simulations is discussed followed by an analysis of the influence of light im-
purities on the capability of heavy wall impurities to reach the separatrix in
section 5; in section 6 the role of self-sputtering in plasma contamination in
different plasma conditions is discussed; finally, in section 7 a direct compari-
son with experimental data of the WI emission line from visible spectroscopy
is carried out.

2 Modelling of the WEST background plasma
The numerical studies onW contamination performed in this work were based
on the modelling of the WEST plasma discharge #55797 (figure 1). This is
a typical WEST plasma discharge without external seeding of impurities.
When the current flat-top phase is reached, the injected power is around 1
MW (3.4 s). Subsequently, external heating through LH antennae is injected
amounting to about 5 MW in the flat-top phase (5.5 s) with the central line
integrated density (CLID) achieving 4.5×1019 m−2. Modelling was performed
on two different phases of the discharge: the first one is in the interval of time
3− 3.5 s, at the end of the Ohmic phase, and the second one in the interval
of time 5− 5.5 s, during the end of the external heating ramp-up.
In figure 1b the magnetic flux coordinate ψN iso-surfaces of the magnetic
reconstruction [11] are shown. ψN is defined as ψN = (ψ−ψax)/(ψsep−ψax),
where ψ is the magnetic flux, ψax is the magnetic flux at the magnetic axis,
and ψsep is the magnetic flux at the separatrix. Poloidal positions of WEST
main PFCs are also shown in the figure.

The simulations of the plasma during the two phases were performed
using the code package SolEdge-EIRENE. The package consists in a cou-
pling between the multi-fluid code SolEdge [5] and the MC neutral solver
EIRENE [12]. For this work we used the latest SolEdge version, named
SolEdge3X [13–15]. At the time of writing, the modelling of complex non-
axisymmetric 3D limiters in SolEdge required further development. Hence,
the SolEdge-EIRENE simulations presented in this work were performed in
2D mode assuming an axisymmetric wall. This idealisation strongly over-
estimates the antenna limiter surface wetted by the plasma in the machine.
For this reason, the axisymmetric antenna in the simulation was positioned
further away from the plasma compared to its actual position during the
experiment, in order to lower the plasma flux at this component surface.
Further considerations about the effects of an axisymmetric antenna on W
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Figure 1: a) Time trace of input and radiated power, central line integrated
density (CLID), and plasma current in WEST discharge #55797. b) Mag-
netic flux coordinate ψN following the magnetic reconstruction of the dis-
charge (produced with NICE [11]), central line of sight used for measure
CLID (green line), and wall adopted in the SolEdge-EIRENE simulations
(red dashed line), purple line indicates the separatrix.

erosion and migration in the model are presented in section 4. The wall ge-
ometry adopted in the simulations is shown in figure 1b (red dashed line).
The 2D simulations were performed assuming Deuterium (D) plasma since
there was no seeding of external impurties in the discharge. The intrinsic
content of light impurities in the tokamak was preferred to be added later in
ERO2.0 simualtions as a free parameter to study its effect W sputtering and
deposition (see sections from 4 to 7).
The net power crossing the separatrix PSOL was considered to be lower than
the actual one registered in the experiment to account for the radiation in
the scrape-off layer (SOL) due to light impurities, so the adopted values were
PSOL = 0.45 MW for the Ohmic phase and PSOL = 2.50 MW for the external
heating phase, respectively.
The gas puff was located at the outer midplane (OMP) and was adjusted to
obtain a peak value of electron temperature Te comparable to the experimen-
tal one estimated by Langmuir probes embedded in the lower outer divertor
target [16, 17]. The simulations were performed without self-consistent tur-
bulence modelling, in the so-called transport mode. Hence, transport coeffi-
cients were adopted as a proxy for turbulent transport in the perpendicular
direction. The transport coefficient for particles and momentum were cho-
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sen to be equal to the experimentally estimated average anomalous diffusion
value in WEST L-mode discharges D = ν = 0.3 m2/s, while the energy ones
for ions and electrons were set to the standard value χi = χe = 1 m2/s [18].
A uniform recycling coefficient R = 0.99 was adopted on the wall contour for
modelling WEST W tiles, while the pump albedo coefficient was set to be
Rpump = 0.95 (typical assumption for WEST pumping system). Drifts were
switched off.
The plasma density during the two considered phases differ substantially in
the SOL, with a factor of roughly 4 between them at the targets peak values,
and also at the OMP separatrix so they will be referred to as "low" and
"high" density plasma simulation in the following. The experimental data
will be anyway shown with their acquisition time.
Comparison between SolEdge-EIRENE simulations and the lower divertor
Langmuir probes are shown in figure 2, exhibiting a good match between
probes and simulations at the divertor targets. It is possible to notice how,
having adjusted the gas puff on the outer target peak Te, electron density
ne values at the targets are also reasonably recovered. While simulations are
converged with respect to outer divertor target Te, consistency of midplane
profiles had to be verified. Edge density profile could be reconstructed from
interferometry [19] inversion and sweeping reflectometry [20]. Note that in-
terferometry inversion is subject to large uncertainties at the plasma edge
due to weak constrains on the steep local gradients.
Plots of ne at OMP and comparisons with experimental interferometry are
presented in figure 3, showing a qualitative agreement. For the first time
interval of 3-3.5 s also the reflectometry data are reported, it is possible to
see how simulations are closer to them than to the interferometry data. It
has to be remarked that in simulations the plasma particle flux at the up-
per divertor is not negligible with respect to the lower divertor, with just a
factor of 7 between the peak values. This is not consistent with what is usu-
ally seen in WEST experiments in lower single null magnetic configurations,
where there is usually a factor of 10-100 between the divertors particle flux
peak values. It is in principle possible to improve the reconstruction by an
ad-hoc modification using experimental data [21] and this approach should
be considered for future work, but this empirical correction is not always
possible and was not repeated for this work.

The fluid simulations were used as fixed steady state background for
ERO2.0 simulations (see sections 3-7). For this reason the SolEdge-EIRENE
simulations will be referred to as background plasmas in the following.
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Figure 2: Comparison between simulations and Langmuir probes during t =
3− 3.5 s (a and b), and during t = 5− 5.5 s (c and d).
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Figure 3: Comparison between simulations and interferometry during t =
3− 3.5 s (a), and during t = 5− 5.5 s (b).
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3 Wall impurities erosion and transport simu-
lations set-up

To estimate W re-deposition a kinetic description is needed. Also, the high
number of possible W ionisation states makes it very demanding to study W
transport with a multi-fluid code. For these reasons, a MC impurity tracker
was more suitable for this study. ERO2.0 was the code adopted for the
numerical modelling of W erosion and 3D transport across plasma [6, 22].
SolEdge-EIRENE simulations were used as input to obtain fluid background
plasma for ERO2.0. The SolEdge EIRENE results data provided to ERO2.0
as input were spatial distributions of ne (considered to be equal to the ion
density), Te, the main ion temperature Ti, the main ion parallel velocity v‖,
and the magnetic field ~B. Uniform values of concentration were used for
each light impurity ionisation state. Even if ERO2.0 is a 3D code, the wall
geometry is fixed here by the background plasma through an axial revolution
of the 2D poloidal section used in SolEdge-EIRENE simulations and so the
antenna-limiter is considered to be an axysimmetric object, rather than a
set of discrete toroidal distributed antennae as in the experiment. This has
some important implications, as will be discussed in section 4.
Oxygen (O) was used as a proxy for the light impurities present in WEST (O,
carbon, boron, nitrogen and others), and it was considered to be part of the
background plasma inside the ERO2.0 simulations. Its global concentration
was generally set to be 3% of the background plasma ions density (reason-
able average value in WEST from experimental observations [4]), excluding
special cases in which lower values were chosen to study the influence on the
simulation of the parameter itself or in the case in which it was needed to
compare results with experimental data, as it will specified in the text.
It is worth it to remark that considering different light impurities as a proxy
would not in general change the conclusions of this work. The presence of
light impurities in the plasma influences both W erosion and transport in
tokamaks. In ERO2.0 simulations W sputtering is influenced by the pres-
ence of light impurities in the background plasma through the energy of the
projectile ions impacting the wall, considered to be equal to Ei = 2Ti+3ZTe,
with temperature in eV (no convolutive effects of the Maxwellian energy dis-
tribution on the plasma interaction with a W wall are accounted by the code).
This hypothesis may be not accurate if light impurities Mach number goes
beyond unity under the effect of the friction with main ion plasma flowing at
its own sound speed [23]. However, this assumption remains a common stan-
dard in absence of a more precise modelling of light impurities behaviour in
the sheath [24], and the effect of light impurities impacting the wall at speeds
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similar to the main ion sound speed might be discussed elsewhere.
The sputtering threshold energy depends on the mass ratio between the pro-
jectile ion and the target wall atom [24]. In WEST L-mode plasma discharge
conditions described here, Te and Ti are low enough to neglect W sputter-
ing caused by D. On the other hand, the mass ratio between O (or carbon,
or nitrogen) and W is high enough to make the light impurities sputtering
completely dominate over the main ion sputtering.
W transport processes in ERO2.0 are computed following the Fokker-Planck
model. In this model, the two collisional operators (friction and diffusion
in the velocity space) are both influenced by the light impurities presence.
Under the hypothesis introduced by ERO2.0, light impurities influence the
collisional operators quadratically with the background effective charge Zeff

and through the background plasma effective mass meff (key parameter for
the background plasma Maxwellian distribution).
High ionisation states of light impurities strongly influence the heavy impu-
rities erosion. Moreover, they affect also their collisions across the plasma.
However, if light impurities concentration is sufficiently low, the influence of
light impurities on the collisional operators of the Fokker-Planck model is
narrower than than the effect on the W sputtering yield.
For example, passing from a background plasma with 1% of O1+ to one with
3% of O3+, Zeff will pass from 1 to 1.1 , and meff will pass from 2.10 amu
to 2.42 amu. On the other hand, the O incident energy Ei will pass from
2Ti + 3Te to 2Ti + 9Te. Considering Te = Ti = 20 eV and an incidence angle
with the wall equal to 60◦, the sputtering yield would pass from 1.2 × 10−4

to 4.9 × 10−3. From the previous example it is possible to understand how
W sputtering is very sensible to the light impurities content. Hence, the
uniform concentration of O ionisation state was set in order to model better
the SOL region where the plasma-wall interaction occurs than the confined
region inside the separatrix. Previously published multi-ion runs of SolEdge-
EIRENE [21] suggest that not only the the lowest ionisation states are present
in the SOL, but even a small amount of the highest ones. For simplicity, the
only O ionisation states taken into account in the simulations are O+, O2+,
and O3+, assuming a concentration ratio with the total O concentration (sum
over all the ionisation states) of 75 : 100, 15 : 100, and 10 : 100 respectively
(except the case in which it will be explicitly differently reported). These
assumptions are based on the fact that, at the wall, light impurties lower
ionisation states are expected to be found in higher content, since they are
ejected by the wall as neutrals.

The sampling of the particles sputtering position, i.e. the probability of
the particles to start their trajectory at a certain point of the wall, was cho-
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sen for this work to be equal to the normalized W gross erosion flux at the
wall, while for the starting velocity distribution we adopted the Thompson
distribution dY ∝ E(E+Eb)

−αdE for the sputtering energy (where Y is the
sputtering yield, E is the energy of the sputtered particle, Eb is the bond
energy of wall particles and α was set to be the standard value 3), while
we adopted a simple cosine distribution for the polar angle, considering the
direction normal to the wall surface coincident with the 0 angle direction.
Finally, uniform distribution for the azimuthal angle was adopted in simula-
tions. Actually, more accurate distributions for the polar angle [25] and for
the azimuthal one [26] are present in literature. However, common choices
were prefered to make the simulations results interpretation simpler. For the
sputtering yield, SDTrimSP5.0 simulations data were used [27].
No explicit terms for thermal forces were used in the Fokker-Planck model.
Nevertheless, the collisional operators used in the simulations have a depen-
dece on Ti. Hence, temperature gradients had anyway an indirect effect on
the particles transport. The line emissions are calculated after the transport
computation as nimnePECλ(Te), where nim is the density of the impurity in
the ionisation state of emission of the considered line and PECλ is the photon
emission coefficient for the line λ [28]. The perpendicular anomalous diffusion
coefficient Dan

⊥ was set, except where it will be explicitly differently reported,
to be the value estimated for WEST in former works equal to 0.3 m2/s [18].
Outside the sheath, the electric field ~E was considered to be null.

4 Role of the different plasma-facing compo-
nents in tungsten contamination

The heavy impurities contamination of the main plasma cannot be straight-
forwardly related to heavy impurity sources. In fact, even if the lower di-
vertor is the PFC experiencing the highest incident particle and energy flux,
the plasma particle flux itself screens wall impurities through friction. on
the other hand, PFCs receiving a smaller incident particle flux could be the
source for impurities that more likely end up crossing the separatrix and en-
tering the confined plasma [29].
For this reason, it is important to test the contamination related to differ-
ent PFCs, analyzing one component at a time in the simulations. This was
done performing different ERO2.0 runs using only one PFC at a time as W
source. This approach is reasonable only assuming that self-sputtering of a
PFC caused by W originating from all other PFCs can be neglected. How-
ever, this working assumption was considered to be acceptable since, due
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to the W strong screening, W particles are likely to re-deposit on the same
PFCs from which they are sputtered.
The 6 PFCs for which this study was performed are antenna-limiter, inner
wall, upper divertor, ceiling, baffle, and lower divertor. The latter was di-
vided into its inner target and its outer target. Figure 4a shows the position
in the poloidal section of these PFCs. Tables 1 and 2 show the peak values of
the plasma parameters at the different PFCs in the two background plasma.
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Figure 4: a) WEST PFCs modelled in ERO2.0 as W source. Black crosses
indicate the strike points. b) Core contamination Nin as a function of W
erosion rate φW for each PFC in low and high density plasma case, with
Dan
⊥ = 1 m2/s.

PFC peak value ne [m−3] Te [eV] Ti [eV] v‖ [ms−1]
Inner target 2.3× 1019 16.2 16.6 3.5× 104

Outer target 8.4× 1018 26.9 19.9 4× 104

Upper divertor 5.2× 1018 19.2 20.2 3.2× 104

Inner wall 1.2× 1015 0.9 6.7 1.2× 104

Ceiling 2.2× 1017 6.0 10.0 2.1× 104

Antenna 2.0× 1015 1.0 3.9 1.0× 104

Baffle 2.5× 1018 11.5 15.0 1.2× 104

Table 1: Low density background plasma properties peak values at the dif-
ferent PFCs.
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PFC peak value ne [m−3] Te [eV] Ti [eV] v‖ [ms−1]
Inner target 1.1× 1020 23.6 20.0 3.1× 104

Outer target 8.2× 1019 29.2 22.0 3.4× 104

Upper divertor 8.2× 1019 24.5 25.5 3.4× 104

Inner wall 2.7× 1015 1.1 9.3 1.7× 104

Ceiling 5.9× 1017 7.7 13.1 2.1× 104

Antenna 3.8× 1015 1.4 5.1 1.1× 104

Baffle 1.2× 1019 10.7 17.6 1.6× 104

Table 2: High density background plasma properties peak values at the dif-
ferent PFCs.

Figure 4b shows the total number of W particles found inside the separa-
trix in the simulations Nin as a function of the W erosion rate φW (expressed
in s−1) for each considered PFC in both low and high density plasma cases us-
ing Dan

⊥ = 1 m2/s. In the low density case, Ti and Te at the antenna were too
low for compute sputtering to occur, since the interpolated SDTrimSP5.0
results for O impacting W present a sputtering threshold at Ei = 20 eV.
Therefore, no results are given for that PFC. On the other hand, for the high
density case it was possible to study all the PFCs. It is possible to see how,
passing from low density to high density conditions, φW increases but in most
of the cases Nin decreases, as simpler models would forecast [30], and also in
accordance with former SolEdge-EIRENE + ERO2.0 modelling on WEST
geometry [31].
This is not true for the baffle, as discussed further below in this section.
Figure 4 also shows how, despite having a weaker source, the main chamber
PFCs do not have a negligible contribution to the confined plasma contami-
nation. However, there is strong uncertainty about the W source of some of
the main chamber PFCs: the plasma flux at the upper divertor, and so the W
erosion at this component, could be affected by uncertainties on the position
of the secondary X-point in the magnetic equilibrium reconstruction. On the
other hand, it should be remarked that the axisymmetric antenna modelled
in the simulations is not as close to the separatrix as the actual, toroidally
discrete, WEST antennae were during the experiment (see 1b, grey line).
Therefore, Ti and Ti at this PFC are underestimated, and so is the sputter-
ing yield (which is a very strong non-linear function of the Ti and Ti).
The PFCs screening was assessed performing a study of the so-called W
penetration factor τW [32, 33] defined in equation 1:
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τW =
Nin

φW
(1)

τW can be simply derived as follow: consider a single point model of the
core W content. The balance of W particles inside it is given by equation 2:

dNin

dt
= −Nin

τ cW
+ αφW (2)

Where Nin is the number of W particles inside the core, τ cW is the confin-
ment time of W particles and α is a screening factor that takes into account
all the redeposition phenomena that could cause eroded W particles to im-
pact the wall before entering the core. It is straightforward that, if the initial
core W content is zero, in the final steady state the core W content is given
by equation 3:

Nin = αφWτ
c
W = φWτW (3)

In which we find again the τW defition presented in equation 1. It has to
be remarked that, since α is tipically very small for W, τW can be several order
of magnitude smaller than the physical time scales describing W confinment
inside the core. The meaning of τW is related to the probability of a particle,
starting from a certain PFC, to enter the confined plasma. This gives an
estimation of how much a PFC is screened, despite the source strength or
the related uncertainty in the model. Moreover, computing τW for different
values of Dan

⊥ allows one to assess the importance between this free parameter
of the model on W contamination.

Dan
⊥ is the simulation input parameter most affected by uncertainty but

also one of the most relevant for what concerns W transport, so it is essential
to perform a scan. The considered values of Dan

⊥ are 0.3 and 1 m2/s, values
in the typical diffusion range in plasma SOL [24], also found to be consistent
with WEST experiments [18,21,34], and the higher values 3 and 10 m2/s to
model very high diffusion conditions.
The results (tab. 3 and tab. 4) show that, despite a much stronger source,
the divertor PFCs (namely lower divertor targets and baffle) present a smaller
value of τW compared to the main chamber PFCs one, even at the highest
considered value of Dan

⊥ .
The small τW values at the divertor can be explained both by its position
and by the strong plasma flow that acts as a screen for impurities. On the
other hand, the antenna and the inner wall have the highest τW as their po-
sition causes particles to reach easily the separatrix. Moreover, at midplane
the particle flux is 5 orders of magnitude lower than the one at the outer
target. A non-axisymmetric antenna would have a different τW that could
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be even higher, if positioned closer and the separatrix, while the forecast of
the overall source of all the antennae combined would be complicated with-
out a 3D numerical model (less eroded surface, but higher Ti and Te, and
higher plasma recycling that enhances ne). Also the effects of a more com-
plex transport model (including e.g. an explicit term for thermal forces, a
not null electric field ~E outside the sheath, non-uniform Dan

⊥ distribution)
are interesting opportunities for future developments.

log10(τW[s]) Dan
⊥ = 0.3 m2/s 1 m2/s 3 m2/s 10 m2/s

Inner wall −3.19 −2.91 −2.81 −2.94
Upper divertor −4.07 −4.16 −4.24 −4.43

Ceiling −7.07 −5.10 −4.05 −3.80
Baffle < −12 −7.23 −5.43 −5.17

Inner target −8.02 −7.53 −6.64 −6.21
outer target < −12 −6.90 −6.54 −5.63

Table 3: log10(τW[s]) in low density plasma case. Simulations were not sta-
tistically capable to detect very low values, these are expected to be < −12.

log10(τW[s]) Dan
⊥ = 0.3 m2/s 1 m2/s 3 m2/s 10 m2/s

Antenna −4.64 −3.63 −3.34 −3.40
Inner wall −3.76 −3.23 −3.06 −3.12

Upper divertor −6.46 −6.24 −5.92 −5.64
Ceiling < −12 −7.16 −4.75 −4.26
Baffle −8.54 −5.95 −5.70 −5.80

Inner target −11.56 −8.92 −7.56 −7.21
outer target −11.86 −8.20 −7.91 −7.44

Table 4: log10(τW[s]) in high density plasma case. Simulations were not
statistically capable to detect very slow values, these are expected to be
< −12.

In the high density case, τW is noticeably smaller for most of the PFCs.
This is explained by the enhancement of prompt redeposition with ne [35].
Exceptions to this behavior are represented by the inner wall and the baf-
fle. For the former τW values are slightly lower in the high density case, but
they remain on the same order of magnitude. For the latter, at low Dan

⊥
values, τW becomes higher when ne is higher. This is caused by the very
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small perpendicular distance of this PFC to the separatrix, combined to the
fact that high density slightly enhances perpendicular transport (while the
parallel transport is weakened). The upper divertor and the ceiling τW are
the ones that mostly decrease between the two cases. This is caused by the
possible overestimation of plasma flux and screening at the top of the ma-
chine as described above (see section 2).
In the simulations, at low Dan

⊥ values the probability for W particles to reach
the confined region is reduced by parallel transport and the friction with the
plasma. These mechanisms flush W particles back towards the PFCs, causing
them to redeposit before they can enter the confined plasma. In this regime,
increasing Dan

⊥ helps particles entering the core, so τW increases with Dan
⊥ . At

high Dan
⊥ values, diffusion is strong enough to make most particles enter the

core. A further increase of Dan
⊥ not only makes particles more easily enter the

confined plasma, but also leave it. This is the reason why at high Dan
⊥ values

τW reahces a plateau or even a small roll-over. Even if counterintuitive, the
results obtained in the high diffusion cases are in qualitative agreement with
analytical transport models for generical sputtered impurities described in
litterature [24].

5 Role of light impurities content in tungsten
contamination

If τW was independent of the conditions of the background plasma at the
wall, it would be possible to linearly scale Nin with the erosion rate using
equation 1. However, the properties of the incident plasma flux at the wall
influence heavy impurities transport in several ways. Since in L-mode the
sputtering of heavy impurities is mostly caused by light impurities, it is worth
studing the effect of O content on τW. Here we use the outer lower divertor
target as a proxy for all the PFCs since in the former study it had very low
τW, so it is supposed to be very sensitive to changes of input parameters that
could enhance contamination. In this exercise, 3 different configurations of O
content in the plasma were considered: 1% and 3% of O (with the same ions
mixture described above in section 3) and finally 3% of only O3+ content.
This analysis was performed on the low density plasma background.
Results are shown in tab. 5: 1% O and 3% O concentration cases lead to
equivalent τW (despite small fluctuations for low Dan

⊥ explicable by the effect
of MC noise on very small τW values).

The cases with 3% O3+ show values of τW up to 100 times higher then
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O.T. log10(τW[s]) Dan
⊥ = 0.3 m2/s 1 m2/s 3 m2/s 10 m2/s

1%O −9.97 −8.50 −6.43 −5.58
3%O −10.12 −8.15 −6.54 −5.63
3%O3+ −8.05 −7.00 −6.28 −5.42

Table 5: Outer target log10(τW[s]) in low density plasma case under different
plasma O contents. In the first two cases the mixture of O charge states
described formerly in the paper was used (section 3), in the last one only
O3+ was considered.

the ones in the previous 2 cases. These τW values get closer to the previous
two cases as Dan

⊥ increases. The reason is that Ei depends on Z, therefore,
higher charge of plasma components not only increases W erosion but also
increases the initial energy that sputtered W atoms can reach. This, in turn,
influences the impurities capability to avoid redeposition before crossing the
separatrix (as it will be discussed in more detail in the next section). Similar
considerations were pointed out in [36]. If Dan

⊥ is high, the difference in light
impurities charge is not particularly relevant. When Dan

⊥ is equal or less than
1 m2/s this effect has instead a strong impact on a very screened component
as the outer divertor target. In [30] it is also possible to see how the fraction
of non-redeposited W particles can change significantly if the energy of the
sputtered W atoms increases. It has to be pointed out that between the first
2 cases and the last one Zeff changes by the 15%. This also have effects on
the results, but they were not further investigated here.
In high diffusion conditions the initial energy of sputtered W neutrals be-
comes less relevant, but simulations with 3% O3+ content show anyway τW
values 1.5-2 times higher than the the two other cases.
This study shows how the charge of the light impurities influences W redepo-
sition, moreover it is very well known how it also influences W erosion [24].
The combined result of these two effects is shown in figure 5 (Dan

⊥ = 3 m2/s
in these simulations). The values of φW, τW, and Nin for the two cases are
shown in table 6.

Finally, it is interesting to study the prompt, the local, and the far re-
deposition in the two simulation shown in figure 5. These were evaluated
calculating the distance from the W particles sputtering point and the point
of their deposition at the wall d. Every particle deposited less than 1 cm
away from the emission point was considered to be promptly redeposited.
This threshold length was chosen since it should be equal to a few W1+ Lar-
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(a) (b)

Figure 5: W density poloidal map using only the outer target as W source
and a background plasma (low density one) with 3% O concentration, in a)
a mixture of the first 3 O ionisation states are used (see section 3), in b) only
O3+ is present in the background. Dan

⊥ = 3 m2/s in the simulations.

Dan
⊥ = 3 m2/s φW [1019 s−1] τW [10−7 s] Nin [1019]
3%O 0.86 2.9 2.5
3%O3+ 3.03 5.2 15.9

Table 6: φW, τW, and Nin using only the outer target as W source, Dan
⊥ =

3m2/s ,and a background plasma (low density one) with 3% O concentration,
using different O charge mixture.

mor radii that, at the background plasma condition at the outer target, shall
corresponds to approximately 2 mm. Every particle deposited less than 1 m
(but more than 1 cm) away from the target was considered to be locally
redeposited, while for greater distances they were considered far redeposited.
Results are presented in table 7.

The results show that increasing the background componets charge actu-
ally decreases the fraction of prompt redeposited particles. The ratio between
local and far redeposition is similar in the two simulations, with a slightly
more likely far redeposition when the background charge is higher. In the
simulation with lower background charge, 12.5% of the non-promptly rede-
posited particles are far redeposited. With a higher background charge this
fraction rises to 13%.
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Deposition type Prompt (d < 1 cm) Local (d 6 1 m) Far (d > 1 m)
3%O 92.0% 7.0% 1.0%
3%O3+ 88.5% 10.0% 1.5%

Table 7: Particles redeposition type fraction, based on the distance d between
the particles sputtering point and the point of their deposition at the wall.
The simulations are the same described for figure 5.

6 Self-sputtering related contamination
Sputtering caused by W impurities impacting the wall is different from sput-
tering due to light species. First of all, a unitary mass ratio brings high energy
transfer into a collision, and hence the sputtering yield increases rapidly with
incident energy. Beyond a certain threshold (≈ 270 eV for an incidence angle
of 60 ◦, according to the Eckstein fit formula [37]) the cascade effect created
by W impacting the wall is so strong that it’s possible that even more than
one W atom can be sputtered for each W ion impacting the wall, so the
sputtering yield rises above 1. Also, incident energy of W impacting wall can
be higher than the one carried by a light species: W ions can easily deposit
with an ionisation state higher than 1 and this brings a high acceleration in
the plasma sheath. Moreover, near the divertor targets, plasma friction can
push W ions to a speed equal to a fraction of the plasma sound-speed (cs),
and since mW

mD
= 92 these ions have very large kinetic energy. Finally, dur-

ing W self-sputtering, the cut-off of the initial W sputtered neutrals energy
distribution has usually higher values than during sputtering by light impu-
rities [38]. In fact, considering e.g. a projectile incident energy of 200 eV
the cut-off energy value for W sputtering by O is 33 eV, while for W self-
sputtering is 130 eV. Similar considerations have been extensively discussed
in literature [39,40].
In this work self-sputtering was examined over the two different backgrounds
plasma, the simulations were iterated until reaching a convergence of the
wall erosion rate, with each ERO2.0 iteration reading self-sputtering of W
particles deposited in the previous step. O concentration was set according
to the way described in section 3.

Background plasma sputtering and self-sputtering at the two divertors
in the low density plasma background case are shown in figure 6a. The
self-sputtering contribution is not pronunced at lower divertor targets (10-
20% of intensification of the gross W flux), while a more significant erosion
enhancement can be seen the at the upper divertor (60% of intensification
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Figure 6: a) Plasma background sputtering and W self-sputtering at the two
divertors in low density plasma background case. b) Test particles sputtering
energy probability density in low density plasma background in steady-state
without and with self-sputtering. c) Poloidal W density map without self-
sputtering, and d) with self-sputtering. O concentration was set according
to the description of section 3.

of the gross W flux). However, there is only a factor of 1.3 between total
wall erosion rate in the cases with and without self-sputtering. A significant
difference in the sputtering energy of the particles (i.e. the initial energy of
sputtered W a) is observed (6b): 31 eV is the maximum sputtering energy
achieved in the simulation without self-sputtering. In the simulation with
self-sputtering, 10% of the particles reach sputtering energies from 30 eV to
beyond 100 eV.
The higher sputtering energy is explained by the high deposition energy of
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projectile W particles impacting the wall. These heavy impurities can impact
the wall at higher energy than the light ones present in the background
plasma, as explained above at the beginning of the section.

The effect of the high sputtering energy of part of the particles can be
seen in figure 6c and 6d. In this figure two different poloidal maps of nW
are shown for the simulations corresponding to the cases without and with
self-sputtering. Inside the inner boundary it is possible to read the average
W density at the inner-boundary surface nBoundW . The average W density on
the inner-boundary increases by a factor ≈ 4− 5 between the case with and
without self-sputtering so, even if the wall erosion rate has only increased by
a factor of 1.3, the density at the inner boundary noticeably increased.

This result can be explained as follows: taking as an example the lower di-
vertor, the most important redeposition mechanism is the redeposition during
the first Larmor gyration (prompt redeposition). However, this mechanism is
not influenced at all by particles sputtering energy, as it depends on the ratio
between W neutrals ionisation length and W1+ Larmor radius, and so it is
indipendent by W speed [30]. The rest of the main redeposition mechanisms
are related to the electric field present in the plasma sheath ~Esheath and the
friction with the plasma flowing to the target with a speed that, for the Bohm
criterion, increases up to the sound speed at the sheath entrance. If W ions
have high enough energy, they can exit the region of strong forces pushing
them towards the targets. Otherwise, they will be decelerated until their
trajectory is reversed and they will return to the targets (with energy being
generally lower than the one they would have exiting the high redeposition
region and then re-entering it). This explanation is similar to the one given
in [30], in which only the effect of ~Esheath was considered, while the effects
of the background plasma friction were only qualitatively discussed, but not
included in the simulations.
The results for the high density plasma background case are quite different:
the total wall erosion rate increases between the cases without and with self-
sputtering only by 1.5%. The difference of particles impact energy between
the two different plasma background cases for the simulations without self-
sputtering is shown in figure 7c: W particles in the low density case have
higher average impact energy than in the high density case (112 eV the first,
32 eV the latter). The reason is the enhancement of promptly redeposition
under high density conditions. Promptly redeposited W ions impact the
wall with an energy similar to the one they had as atoms after being sput-
tered, while particles that are not promptly re-deposited can gain energy
from the plasma with the mechanisms discribed above. Moreover, since the
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self-sputtering yield is a very non-linear function of the Ei, the difference
of impact energy is translated into a huge difference in self-sputtering yield
between the low and high density case: on average it is equal to 5.55× 10−4

in high density case, and 1.85× 10−1 in low density case.
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Figure 7: Poloidal W density map in high density plasma case a) without self-
sputtering, and b) with self-sputtering. c) W wall impact energy in low and
high density plasma case (self-sputtered impurities not included). Dashed
lines show the average impact energy for the low density plasma (LDP) case
and high density plasma (HDP) case. O concentration was set according to
the description of section 3.

This can be explained by the important role of ne in W redeposition:
both ionisation rate and plasma friction scale linearly with density, and these
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phenomena strongly influence redeposition. The effect of the higher Te in the
high density case is not straightforward: higher Te means higher sputtering
energy (or self-sputtering energy, i.e. the sputtering energy of self-sputtered
W particles), but also stronger sheath potential, ionisation rate, and friction
force (through cs). However, this study did not focus on such aspects and here
we just state that in the high density case increasing Te did not correspond
to a reduction of redeposition.
Figure 7a and 7b show poloidal nW maps in the simulations without and
with self-sputtering performed for the high density plasma case background,
density at the separatrix is lower then in the previous case. Self-sputtering
does not cause relevant changes on nBoundW . In this case, nBoundW goes from
0.9× 1013 m−3 without self-sputtering to 1.1× 1013 m−3 with self-sputtering.
This is way less relevant then the effect of self-sputtering in the low density
case, in which nBoundW goes from 0.4 × 1014 m−3 without self sputtering to
1.7× 1014 m−3 with self-sputtering.

These considerations explain how self-sputtering can be both a very im-
portant mechanism of contamination and a very difficult phenomenon to
forecast. However, simulations show that increasing density could be the
way to control this contamination threat in L-mode discharges. These con-
clusion are similar to ones made in [30] about W self-sputtering in H-mode
discharges.
The complexity of the problem highlights the need of having some comparison
with experiments. The lower divertor source is probably the more appropri-
ate quantity to compare with experiments, since it is both the stronger one
and the one that receives usually more attention by experimental measaure-
ments. Indeed, also signals are higher and measurements easier to deal with.

7 Lower divertor tungsten source: model to ex-
periment comparison

In order to compare the simulated lower divertor W source to the experimen-
tal one, synthetic diagnostics were used to reproduce visible spectroscopy.
The synthetic diagnostics consist of post-processing the 2D emission map of
a given visible wavelength of W calculated by ERO2.0 using SYNDI (a MC
beam tracer) [21], so that it is possible to obtain the line-integrated photon
flux on the WEST visible spectroscopy system lines of sight. This allows for
a direct one-to-one comparison between experiments and SolEdge-EIRENE
+ ERO2.0 simulations. Alternatively, an experimentally estimated inverse
photon efficiency could have been used to estimate the W photon flux from
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the particle flux [41]. Figure 8 shows the lines of sight considered by simula-
tions and the ones available in the experiment.
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Figure 8: Visible spectroscopy lines of sight pointing at the lower divertor.
Yellow lines were only modelled in simulations, while green ones were both
reproduced in simulations and available in the experiment.

The wavelength for which the visible spectroscopy data were analysed is
the standard WI line 400.9 nm. The two targets were simulated separately
since this allows to assume different O concentration for each target, so the
small effect of photons emitted from the other target was neglected. The
self-sputtering was also neglected as it does not influence much erosion, as
previously discussed. Since erosion depends on O content, the experimental
O visible signal OII 435.1 nm at the targets (figure 9) was used to make an
educated guess on the O concentration ratio to set in the simulations. During
the first time interval (3-3.5 s) the OII signal is strongly unbalanced between
the targets, with a difference of about one order of magnitude. Then, in the
second time interval (5-.5 s), the signal peaks at the targets become very
similar. It is not clear how much the unbalanced configuration depends on
ne and Te difference between the targets and how much it depends on an
actual O concentration difference. However, light impurities self-consistent
numerical modelling in former works have shown that it is possible to have O
concentration unbalances between the WEST divertor targets with a slightly
higher O content at the inner target [21].

An O concentration scan was performed in ERO2.0 for each target in
each plasma density case. In the low density case the O concentration values
set for the simulations were 1%, 2%, and 3% for the inner target , 0.1%,
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0.2%, and 0.3% for the outer target, while in the high density plasma the
values 0.1%, 0.2%, and 0.3% were used for both the targets. Results are
shown in figure 10: in the low density case the WI photon flux profile was
very well reproduced at the outer target for O concentration equal 0.2% ,
while for the inner target a value of 3% was needed. This difference in the
W visible signal between the targets is qualitatively similar to the one seen
in the experiment for the OII line during the interval 3 − 3.5 s. During the
interval 5− 5.5 s, the WI 400.9 nm signal recovers some symmetry. In high
density plasma simulations a good agreement at the outer target is found for
O concentration equal to 0.1% with the shape again well reproduced, while
for the inner target the shape is not recovered even when the magnitude of
the peak is similar, with the peak itself being also shifted in position.

Very good agreement was obtained for the time interval t = 3− 3.5 s on
both targets, and for the the time interval t = 5−5.5 s on the outer target. On
the inner target during the time interval t = 5−5.5 s, the observed mismatch
in the profile could be improved in future efforts by implementing spatially
resolved light impurity profiles in the code. Nevertheless, it is possible to
obtain comparable results tuning O concentration on physically acceptable
values, this can be useful to reduce the uncertainty related to the lower
divertor source and move the analyses to the study of other PFCs.
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Figure 10: visible synthetic diagnostics signal and comparison with WI 400.9
nm experimental data at inner and outer targets in low density plasma case
(a and b respectively), and inner and outer targets in high density plasma
case (c and d respectively). Notice that the signal order of magnitude in (b)
is smaller than in the other plots.

8 Conclusions
W contamination in WEST was studied through ERO2.0 numerical mod-
elling starting from SolEdge-EIRENE simulations of the background plasma
of two different phases of the WEST discharge #55797. The contamination
contribution from different PFCs was investigated, suggesting that PFCs ex-
periencing a smaller incident particle flux can can have an important role in
contamination. In accordance with former publications [30, 31], simulations
showed that passing from a low to a high density background plasma, W
sources increases but the confined plasma contamination weakens for most
of the PFCs.
To overcome the model uncertainties concerning W sources, the penetration
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factor τW was computed for each PFC for both background plasma density
case assuming different anomalous diffusion coneffiecients. This study showed
that the lower divertor is the best screened PFC in most conditions, while
the main chamber PFCs are usually very weakly screened. Besides this, the
upper divertor and the antenna-limiter need a closer investigation since they
are suspected to have an important role in WEST W contamination but also
to be subject to strong uncertainties in the model, while the baffle screening
is the most sensitive to the plasma and diffusion conditions.
The influence of light impurities plasma content in W contamination was
studied through τW using different O concentrations and charge mixtures in
the simulations, which showed that not only W sources are influenced by
light impurities charge, but also the probability of sputtered W particles to
enter into the confined plasma avoiding redeposition mechanisms.
Self-sputtering was also modelled. Results were very different in the two
plasma density cases: in the low density case W impurities impacting the
wall cause a slight erosion enhancement due to self-sputtering. Neverthe-
less, their impact speed was high enough to allow self-sputtered impurities
to have sufficient energy to escape redeposition mechanisms and heavily in-
crease confined plasma contamination. In the high density case the high
prompt redeposition does not allow W impurities to gain much energy from
the plasma, so their impact speed is not high enough to influence either ero-
sion or confined plasma contamination through self-sputtering.
Finally, a direct comparison with the WI 400.9 nm visible signal measured
at the divertor targets was performed using a synthetic diagnostic. The OII
435.1 nm line signal trend in the discharge was used as an indication for the
simulations O concentration ratio between the targets in the two modelled
plasma discharge phases. The results showed a good agreement with the
experimental data for values of O concentration between 0.1% and 3%, and
the capability of the model to reproduce a realistic W visible signal shape at
the outer target.
In the future the model could be improved by different aspects: with the
future development of 3D plasma transport code working in realistic geome-
try, the passage to 3D background plasma with a complex wall and magnetic
ripples could be an important step ahead for the modelling of W sources
from toroidally discrete objects like WEST antennas and limiters.. A self-
consistency in light impurities sputtering could improve the source and sput-
tering energy estimation. Finally, comparison with main chamber sources
would help the accuracy of the source estimation for weakly screened PFCs.
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