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A Modular Surrogate-assisted Framework
for Expensive Multiobjective Combinatorial

Optimization
Geoffrey Pruvost, Bilel Derbel, Arnaud Liefooghe, Sébastien Verel, Qingfu Zhang

Abstract—The aim of this paper is to push a step towards the
development of a surrogate-assisted methodology for expensive
optimization problems that have both a combinatorial and a
multiobjective nature. We target pseudo-boolean multiobjective
functions, and we provide a comprehensive study on the design
of a modular framework integrating three main configurable
components. The proposed framework is based on the Walsh
basis as a surrogate, and on a decomposition-based evolutionary
paradigm for maintaining the solution set. The three considered
components are: (i) the inner optimizer used for handling the so-
constructed Walsh surrogate, (ii) the selection strategy allowing
to decide which solution is to be evaluated by the expensive
objectives, and (iii) the strategy used to setup the Walsh order
hyper-parameter. Based on a thorough empirical analysis relying
on two benchmark problems, namely bi-objective NK-landscapes
and UBQP problems, we show the effectiveness of the proposed
framework with respect to the available budget in terms of calls to
the evaluation function. More importantly, our empirical findings
shed more lights on the combined effects of the investigated
components on search performance, thus providing a better
understanding of the key challenges for designing a successful
surrogate-assisted multiobjective combinatorial search process.

Index Terms—Multiobjective optimization, discrete surrogates,
decomposition.

I. INTRODUCTION

THIS paper investigates the design of efficient solving
techniques for tackling complex optimization problems,

for which evaluating the quality of one single solution is
CPU-time intensive. This is, for instance, the case in dif-
ferent application fields that undergo heavy and costly sim-
ulation efforts. More particularly, we target multiobjective
optimization problems, where a number of objectives are to
be optimized simultaneously. Multiobjective optimization is a
natural outcome in different application fields — e.g., multi-
disciplinary engineering or energy production — which require
the decision maker to be provided with a whole set of solutions
with different trade-offs among the objectives; i.e., the Pareto
set. Therefore, in expensive optimization, one has to deal
with the multiobjective nature of the problem at hand by
computing a high-quality approximation set, while minimizing
the computational effort as much as possible in terms of calls
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to the expensive evaluation function. In this context, surrogate-
assisted multiobjective evolutionary algorithms have received
intensive research investigations during the last decade [1], [2].

Generally speaking, the basic idea of most surrogate-
assisted techniques is to use a meta-model as a substitute
of the expensive objective function(s). In single-objective
optimization, the meta-model is used to efficiently sample or
pre-screen new promising solutions that are then evaluated
for real, using the true expensive function. Leveraging such
an approach to the multiobjective setting is challenging from
different perspectives. Reviewing the whole literature on the
subject is out of the scope of this paper. For a detailed
discussion, the reader is referred to [3], [4], [5], to cite
a few. However, let us comment that two inter-dependent
issues are generally addressed by existing approaches: (i) the
nature of the meta-model being used as surrogate, and (ii) the
class of the multiobjective solving technique used at the core
of the underlying optimization process. Interestingly, there
exist a number of well-established meta-models dealing with
continuous problems, so that the main effort for designing
a surrogate-assisted approach for multiobjective continuous
optimization is on the articulation of the meta-model with the
global multiobjective search procedure. Unfortunately, such an
issue has not be addressed in the context of combinatorial
optimization, since designing efficient discrete surrogates is
a relatively new research question, even when dealing with
single-objective expensive optimization. In this respect, the
main goal of our work is precisely to contribute to the
development of novel surrogate-assisted evolutionary compu-
tation techniques for expensive multiobjective combinatorial
optimization.

Looking at the specialized single-objective optimization
literature, one can find a few recent studies investigating
surrogate-assisted combinatorial optimization. To our knowl-
edge, there exist four general-purpose discrete meta-models
for combinatorial functions, namely, Radial basis function
(RBF) [6], Kriging [7], Bayesian [8], and Walsh [9] models.
The first three models are adaptations of their well-established
counterparts from continuous optimization, whereas the last
one is more specifically designed for discrete problems. In
fact, it is shown in [9] that a Walsh surrogate is extremely
accurate for approximating any pseudo-boolean function, that
is, for dealing with a priori arbitrary combinatorial opti-
mization problems with binary variables. In this paper, we
hence focus our investigations on such an optimization domain
and consider to leverage Walsh models when dealing with



2

multiobjective pseudo-boolean problems.

To the best of our knowledge, the only existing study on the
subject can be found in our recent work [10], which constitutes
the first attempt to leverage a single-objective discrete surro-
gate for multiobjective optimization. In particular, the main
goal in [10] was to show that (single-objective) Walsh surro-
gates [9], [11] can be integrated within the multiobjective evo-
lutionary algorithm based on decomposition MOEA/D [12].
The search process generates a set of offspring solutions on
the basis of the Walsh surrogate, considered as a substitute
of the true objectives, and then selects one offspring to be
evaluated using the real objectives. In this paper, we pursue
our preliminary investigations by proposing a number of novel
design components and strategies, that allow us to provide
substantial improvements in terms search performance. More
importantly, the work presented hereafter should not be viewed
as a hoarse-racing against previous works, or for solving a
given optimization problem. Instead, we aim at gaining a more
fundamental understanding of what makes a surrogate-assisted
approach effective. For this purpose, and besides proposing
new design components, we provide a comprehensive and
systematic study on the combined effect of the different key
design choices described within a general-purpose surrogate-
assisted multiobjective combinatorial optimization (S-MCO)
framework. The considered framework is thought to be as
modular as possible, thus allowing the different design compo-
nents to be instantiated differently in a plug-and-play fashion.
More precisely, three main design components are investi-
gated, as briefly discussed below:

• Using a Walsh model as a substitute for the objectives
requires to be able to optimize it accurately. The first
design component is hence the inner optimizer used for
producing a set of promising solutions by (temporarily)
relying on the previously-trained Walsh surrogate. We
consider three different classes of optimizers, namely
MOEA/D [12], Pareto Local Search (PLS) [13], and
an independent multiple local search (MLS) [14]. Our
findings suggest that local search engines are to be
preferred for optimizing the underlying discrete Walsh
surrogate.

• Having a set of candidate solutions obtained from the
Walsh surrogate and the inner optimizer, the second
component is to decide which solution to select for the
true evaluation. This step is critical since the objectives
are assumed to be expensive, and one has to accurately
select the solution that is believed to be the most ben-
eficial for the whole multiobjective search process. We
adopt a decomposition-based approach, where the current
approximation set is structured using scalarizing weighted
functions as in MOEA/D. We consider four different
decomposition-based strategies, where each candidate so-
lution is given a score computed on the basis of their
(predicted) scalar values and the current approximation
set. We show that the effect of this component on search
performance depends on the nature of the inner optimizer,
and that a score rendering the expected improvement in
terms of the scalar value is to be preferred.

• Last but not least, as any meta-model, the Walsh surrogate
comes with a critical hyper-parameter, corresponding to
the order of the underlying Walsh basis used for fitting
the meta-model. From a theoretical perspective, every
pseudo-boolean function has an exact Walsh decompo-
sition up to some order, which depends on the level
of interaction among the variables, and which can be
computed assuming that an unlimited budget is provided.
However, when used as a surrogate, the Walsh model has
to be trained based on a relatively restricted sample with
respect to a possibly black-box (theoretically unknown)
problem. Consequently, the third component deals with
the setting of the order to be used when constructing
the Walsh surrogate. We compare three simple strategies
where the order is either (i) static, or is evolving following
two basic dynamic strategies, namely (ii) in a random
manner, or (iii) in a greedy manner, according to the
current state of the search process. We also found that
a dynamic strategy provides very competitive results,
especially when the exact Walsh order is unknown.

The remainder of the paper is organized as follows. In Sec-
tion II, we recall basic definitions for multiobjective opti-
mization, and we briefly introduce the background for mul-
tiobjective decomposition and discrete Walsh surrogates. In
Section III, we describe the different design components of the
S-MCO framework. In Section IV, we give our experimental
setup. In Section V, we report our empirical findings. In
Section VI, we conclude the paper and we discuss further
research directions.

II. BACKGROUND AND PRELIMINARIES

A. Multiobjective Combinatorial Optimization
We assume that we are given a black-box objective vector

function F = (f1, f2, . . . , fm), such that each objective fi,
i ∈ J1,mK, is to be maximized, and a set X of solutions
in the variable space. When X is a discrete set, we face a
multiobjective combinatorial optimization problem (MCOP).
In particular, we consider unconstrained pseudo-boolean multi-
objective optimization problems, such that F : {0, 1}n 7→ IRm,
where n is the problem size. Let Z = f(X) ⊆ IRm be the
set of feasible outcome vectors in the objective space. An
objective vector z ∈ Z is dominated by a vector z′ ∈ Z
iff ∀i ∈ J1,mK, zi 6 z′i, and ∃j ∈ J1,mK s.t. zj < z′j .
A solution x ∈ X is dominated by a solution x′ ∈ X iff
F (x) is dominated by F (x′). A solution is Pareto optimal, or
non-dominated, if there does not exist any other solution that
dominates it. The set of all Pareto optimal solutions is the
Pareto set. Its mapping in the objective space is the Pareto
front. Identifying the Pareto set is known to be an NP-hard
task for a wide range of MCOPs, and the Pareto set typically
contains an exponential number of solutions [15]. As such, we
often have to rely on a Pareto set approximation, for which a
large number of multiobjective evolutionary algorithms have
been proposed since the early nineties [16], [17].

B. Decomposition-based Multiobjective Optimization
In the broad range of multiobjective evolutionary algo-

rithms, approaches based on decomposition are amongst the
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state-of-art [18]. In particular, MOEA/D [12] decomposes
the multiobjective optimization problem into a set of single-
objective sub-problems that target different regions of the
Pareto front. The population of solutions Pµ =

{
x1, . . . , xµ

}
is evolved such that each solution xi, i ∈ J1, µK, is assigned to
a weight vector ωi corresponding to a given sub-problem. A
sub-problem then seeks for a high-quality solution with respect
to an aggregation function g(x | ωi, F ), parameterized by the
weight vector ωi. The population Pµ is evolved following
conventional evolutionary mechanisms, such as selection and
variation, in order to optimize the different sub-problems.

Given a weight vector ωi, the aggregation function trans-
forms an objective vector into a scalar value. One recom-
mended function that we consider in this paper is the Cheby-
shev function, to be minimized, which is defined as follows:

g(x | ω, F ) = max
j∈J1,mK

ωj ·
∣∣z?j − fj(x)∣∣ (1)

where x ∈ X , ω = (ω1, . . . , ωm) is a positive weight vector,
and z? is a reference point such that z?j > fj(x), ∀x ∈ X, j ∈
J1,mK.

One of the most distinguishable feature of MOEA/D is that
the population is evolved simultaneously and cooperatively.
A solution that is currently assigned to a given sub-problem
can become parent to an offspring generated for another
sub-problem, and vice versa. A newly-generated offspring
is compared to solutions assigned to others sub-problems
by means of their corresponding aggregation function. At
a given generation, offspring can replace multiple solutions
from the population, assuming that they improve multiple sub-
problems. In the original MOEA/D, this cooperation is limited
by a neighborhood, such that an offspring cannot be generated
by parents outside this neighborhood, neither it can replace
solutions outside its neighborhood. In our work, we consider
that the parent selection and replacement mechanisms are not
limited by such a neighborhood, and the whole population
is used instead. This design choice is motivated by two
observations: (i) recent studies reveal that this can actually
improve the performance of MOEA/D for MCOPs [19], and
(ii) we aim at accelerating the convergence of the population
to the Pareto front, because of the particularly limited budget
induced in expensive optimization.

C. Walsh Surrogates

Even in single-objective optimization, surrogate models for
black-box combinatorial functions are scarce [20]. Further-
more, to our knowledge, surrogate models have never been
applied to expensive MCOPs — with the exception of our pre-
liminary study [10]. Recently, a surrogate model was proposed
for pseudo-boolean functions [9], and has been successfully
applied in expensive single-objective optimization [11], show-
ing its superiority against previous proposals [21], [6], [7],
[8]. This model is based on Walsh functions and is described
below.

1) Walsh Basis: Walsh functions [22] constitute an enumer-
able set of functions φ` : [0, 1] → {−1, 1} which composes
a normal and orthogonal basis of the Hilbert space L2([0, 1]).
Like the trigonometric functions of the Fourrier basis, they

can be used to decompose any function from the Hilbert space
under some mild conditions [22], and have been used since the
late seventies in the theory of evolutionary computation [23].

Given a pseudo-boolean function f : {0, 1}n 7→ IR, Walsh
functions are defined as follows [9]. For any integer ` ∈
J0, 2n − 1K, following the binary representation ` =

∑
i `i2

i

with `i ∈ {0, 1}, the Walsh function φ` : {0, 1}n → {−1, 1}
is defined for any binary string x = (x1, . . . , xi, . . . , xn) ∈
{0, 1}n as follows:

φ`(x) = (−1)
∑n−1

i=0 `ixi (2)

The order of a Walsh function φ`, denoted by o(φ`), is defined
by the number of binary digits equals to 1 in the binary
representation of `. For example, the Walsh function of order
0 is φ0, the Walsh functions of order 1 are φ2p for all integers
p > 0, the Walsh functions of order 2 are φ2p+2p′ for all pairs
of integers p 6= p′ > 0, and so on.

2) Exact Walsh Transform: The so-defined (finite) set
of discrete functions is a normal orthogonal basis for the
space of pseudo-boolean functions, i.e., ∀`, `′ ∈ J0, 2n − 1K,
1
2n

∑
x∈{0,1}n φ`(x) · φ`′(x) = δ``′ . As such, any pseudo-

boolean function f can be written as:

f(x) =

2n−1∑
`=0

w` · φ`(x) (3)

w` =
1

2n

∑
x∈{0,1}n

f(x) · φ`(x) (4)

which is to recall the Fourier transform.
3) Approximated Walsh Decomposition: On one hand, the

Walsh functions φ` are uniquely defined and do not depend
on the problem at hand; see Eq. (2). On the other hand, the
values of the coefficients w` do depend on the considered
function f , as given in Eq. (4). On top of that, there might
exist an exponential number of non-zero coefficients in the
exact Walsh transform as given in Eq. (3). Roughly speaking,
the coefficients corresponding to some Walsh function of a
given order o capture the interaction among a set of o variables
in function f ; i.e., they render how the function value is
affected when the variables change. This means that, unless
a large number of variables interact with each other, many
coefficients are expected to have a zero value. This is the
case for multiple combinatorial problems with a quadratic or
cubic number of variable interactions, and hence a reasonable
assumption in practice for a wide range of problem classes.
Hence, the idea developed in [9], [11] is to approximate f
using solely the Walsh functions up to a (small) constant order
d� n, and to use an estimate ŵ` of the (unknown) coefficient
w`. More formally, given a constant order d, a function f can
be approximated by the following model:

f̃(x | d) =
∑

` : o(φ`)6d

w̃` · φ`(x) (5)

For example, a second-order approximation can be rewritten
as:

f̃(x | 2) = w̃0 +

n∑
i=1

w̃i · (−1)xi +
∑
i<j<n

w̃ij · (−1)xi+xj
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where w̃0 is the zero-order estimated coefficient, and w̃i and
w̃ij are first- and second-order estimated coefficients, respec-
tively. Intuitively, the larger the order d, the more accurate the
expansion to approximate the original function.

4) Walsh Surrogate Model: Constructing a discrete Walsh
surrogate up to constant order d consists in computing the
approximate coefficients w̃`. This can be done by fitting
the approximated model and estimating the value of w̃` as
in standard supervised machine learning approaches. More
specifically, this turns out to be a standard linear regression
problem, since Eq. (5) can be interpreted as a linear model
whose predictors are the Walsh function values. In particular,
sparse techniques can be used to minimize the number of non-
zero coefficients when the number of predictors is large [24].
Following [9], [11], we hence use the Lasso algorithm [25]
to fit the model, which is of particular interest given that the
number of Walsh functions of up to a given order d might be
greater than the number of solutions used for training.

In the following, we consider a modular integration of
Walsh surrogates into decomposition-based multiobjective ap-
proaches for solving expensive MCOPs, and we discuss the
setting of the Walsh order d, considered as a hyper-parameter
of the meta-model.

III. A SURROGATE-ASSISTED FRAMEWORK FOR
EXPENSIVE MCOP

Following our preliminary work [10], we provide a detailed
step-by-step description of a surrogate-assisted multiobjective
combinatorial optimization (S-MCO) modular framework. We
subsequently discuss the three main proposed design compo-
nents, namely: (i) the inner optimizer of the substitute Walsh
surrogate, (ii) the selection of the solution to be evaluated at
each iteration, and (iii) the setting of the Walsh order at the
training phase.

A. General Description

The high-level pseudo-code of the proposed S-MCO frame-
work is depicted in the template of Algorithm 1. The S-MCO
framework follows the general computational flow of the
(surrogate-less) MOEA/D, as described in Section II-B, with
a few exceptions. The MCOP is decomposed into µ sub-
problems, for which one seeks a high-quality solution. A pop-
ulation Pµ is initialized with µ randomly-generated solutions.
Each solution is evaluated using the expensive objectives be-
fore being assigned to a unique sub-problem. This population
is also used as the initial dataset D for training the surrogates.
The algorithm iterates over all sub-problems to perform one
generation, and subsequent generations are performed until the
budget — in terms of calls to the expensive objective vector
function — is exhausted.

For a given iteration dealing with a sub-problem i ∈ J1, µK,
the first step consists in constructing the surrogates with the
order currently chosen by the Walsh order selection component
(line 7), which to be discussed in more details in Section III-D.
Notice that the Walsh order component takes as input a History
variable, which is an artifact indicating that this component
may use some information about the search status for deciding

Algorithm 1: The surrogate-assisted framework for
multiobjective combinatorial optimization (S-MCO)

Input: Wµ :=
{
ω1, . . . , ωµ

}
: weight vectors;

g(· | ω, ·): a scalarizing function to be
minimized; d: maximum order of Walsh
functions;

1 Pµ ←
{
x1, . . . , xµ

}
: initial population of size µ;

2 D ←
{
(x1, F (x1)), . . . , (xµ, F (xµ))

}
: training data ;

3 EP ← initialize external archive (optional) ;
4 z? ← initialize reference point;
5 while global budget is not exhausted do
6 for i ∈ {1, . . . , µ} do

/* Choose the Walsh order */
7 O ← CHOOSEWALSHORDER(History, d);

/* Train Walsh models */

8 F̃ := (f̃1, . . . , f̃m)←
TRAINWALSHMODELS(D,O);
/* Copy the reference point to

use it in the optimizer and
the selection strategy */

9 z?? ← z? ;
/* Run the optimizer with the

surrogate model */

10 S ← RUNOPTIMIZER(Pµ, F̃ , z??) ;
/* Select a solution for true

evaluation */

11 x′ ← SELECTFOREVALUATION(S, ωi, F̃ , z??)
;

12 F (x′)← evaluate x′ ;
13 EP ← (optional) update external archive using

x′ ;
14 z? ← update reference point using F (x′) ;

/* Replacement process in the
population */

15 for j ∈ {1, . . . , µ} do
16 if g(x′|ωj , F ) < g(xj |ωj , F ) then
17 xj ← x′ ;

/* Update training data */
18 D ← D ∪ {(x′, F (x′))};

which order to return. For each objective function fi in
F = (f1, . . . , fi, . . . , fm), we then consider one surrogate
f̃i, hence ending up with m surrogates. These surrogates
F̃ = (f̃1, . . . , f̃m) are trained (line 8) with the same Walsh
order O and with all solutions evaluated so far, stored into
the (training) dataset D. The corresponding estimate of the
Walsh coefficients (Eq. (5)) for each surrogate f̃i are computed
following a sparse linear regression methodology, as described
in Section II-C.

In contrast with the conventional MOEA/D, S-MCO does
not generate any offspring or candidate solution right away
by using standard variation operators, such as mutation or
crossover. Instead, it temporarily relies on the surrogates, and
intensively searches for high-quality solutions. Only after,
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it selects one of them without performing any call to the
expensive objectives. In other words, after the training step,
a pool of solutions S is generated by the surrogate optimizer
(line 10), which constitutes our second component. Solutions
from S have not been evaluated with the true objectives F ,
but they have been estimated with the surrogates F̃ . This
component takes the current population as input, together with
the current surrogates F̃ and a copy of the reference point z??.
It is important to use a copy of z? in the surrogate optimizer
because the reference point will likely be updated during
the process, but only with (unreliable) estimated objective
values, whereas z? is only updated according to the true
objective values evaluated so far. The different design choices
for this inner surrogate optimization component are discussed
in details in Section III-B. The next step (line 11) selects the
most interesting candidate solution from S, to be evaluated
using the expensive objectives F . We call this component the
selection strategy, and we describe it in Section III-C. It takes
the pool of solutions S generated by the optimizer as input,
together with the surrogate model F̃ , the reference point z??

as updated by the optimizer, and the current weight vector ωi.
As output, it returns the solution to be evaluated next at the
current iteration i. Notice that the weight vector ωi given as
input of the selection component is only an artifact of our
template in order to indicate that this component may, or not,
depend on the current iteration i. In fact, the different iterations
of S-MCO, as implemented within the for loop in line 6, are
designed in the same style as MOEA/D, and might be thought
with respect to the different sub-problems. However, as it will
be discussed later, the selection strategy can be designed in
such a way that the solution being selected is believed to be
the best for the overall search progress, and not necessarily
for the particular sub-problem i.

After the selection and the (true) evaluation of the solu-
tion x′, we follow the standard process of MOEA/D, with
the update of the external archive EP , the update of the
reference point z? and the replacement of the population. At
this step, we compare the aggregation value of the candidate
solution x′ with all solutions from the current population Pµ,
according to their corresponding weight vectors. The candidate
solution x′ replaces solutions from the population wherever
there is an improvement. In other words, we do not use a
fixed-size neighborhood for replacement, as performed in the
conventional MOEA/D. We rather adopt an elitist replacement
strategy involving the whole population, which is clearly to be
attributed to the particularly restricted budget we are assuming.
The last step is to update the dataset D by adding the new
evaluated solution x′ (line 18).

The three generic components of the S-MCO framework
can be configured in different manners. Different proposed
design choices are discussed in details below.

B. Component #1: Surrogate Optimizer

In [10], we highlighted the benefit of using a multiobjective
optimizer to search for good-quality solutions with respect to
the surrogates. This was a clear improvement over using vari-
ation operators to blindly produce offspring, and pre-screening

them. It is important to notice that the surrogate optimizer does
not evaluate any solution using the true expensive objectives
F , but uses the surrogates F̃ to quickly estimate their quality.
Assuming that the goodness of fit of the surrogates is high, the
surrogate optimizer allows us to intensively search for good-
quality solutions in a cheap way. In this paper, we consider
three different surrogate optimizers (line 10 in Algorithm 1),
and we analyze the impact of this component on the overall
performance of the S-MCO framework:
OptimMOEA/D performs the conventional MOEA/D for a

number of generations in order to identify a Pareto
set approximation for the surrogates F̃ . OptimMOEA/D
is given the current population from the main S-MCO
algorithm, and returns the evolved population seeking to
optimize F̃ . This strategy is referred as the substitution
strategy in [10] and is actually the only optimizer that
was investigated therein.

OptimMLS (Algorithm 2) independently runs multiple local
search, one for each sub-problem defined in S-MCO.
More precisely, given the surrogates F̃ , for each single-
objective sub-problem defined by the weight vector ωi,
i ∈ J1, µK, a standard hill-climber is performed to
compute a good-quality solution. Each hill-climber is ini-
tialized with a random solution, and iteratively selects an
improving solution using a standard 1-bit-flip neighbor-
hood, until the search stops in a local optima with respect
to the aggregation function g(· | ωi, F̃). OptimMLS then
returns a pool of µ (local optimal) solutions, one per sub-
problem.

OptimPLS (Algorithm 3) is based on Pareto Local
Search [13]. It maintains an unbounded archive of mutu-
ally non-dominated solutions, initialized with a random
solution. At each step, one solution is selected at random
from the archive, all its neighbors are evaluated with
respect to F̃ , and are used to update the archive. The
current solution is then tagged as visited in order to avoid
a useless re-exploration of its neighborhood. The search
process stops once all solutions from the archive are
tagged as visited. The content of the archive corresponds
to the pool of solutions returned by OptimPLS.

C. Component #2: Selection Strategy

The selection of the solution to be expensively evaluated
from the whole pool returned by the surrogate optimizer
(line 11 in Algorithm 1) is another important component of
the S-MCO framework. At this stage, let us recall that the
algorithm is at some iteration i ∈ J1, µK, which can be thought
as corresponding to a particular sub-problem ωi, and that it
needs to decide which solution is the most beneficial to be
evaluated using the real (expensive) objectives. An intuitive
strategy is to attempt to improve sub-problems in a round-robin
manner, and thus to select the solution whose estimated scalar
value (computed on the basis of the objective values predicted
by the surrogate) is the best for the current sub-problem. Such
a choice could also be motivated from an exploration perspec-
tive, since it allows the search effort to be evenly distributed
among the sub-problems. This was actually proposed in our
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Algorithm 2: Multiple Local Search (MLS)

Input: Wµ :=
{
w1, . . . , wµ

}
: vectors of weights;

F̃ := (f̃1, . . . , f̃m): estimation of the
function F ;

g(· | ω, ·): a scalarizing function to be
minimized;

N : X ← 2X : a neighborhood relation;
1 S ← ∅ ;
2 for ωi ∈ Wµ do
3 LocalOptimum← False;
4 x∗ ← random (initial) solution;
5 while ! LocalOptimum do
6 x′∗ ← x∗;
7 foreach x′ ∈ N (x∗) do
8 if g(x′|ωi, F̃) < g(x′∗|ωi, F̃) then

x′∗ ← x′; ;

9 if g(x′∗|ωi, F̃) < g(x∗|ωi, F̃) then
10 x∗ ← x′∗;
11 else
12 LocalOptimum← True;

13 S ← S ∪ {x∗} ;

14 return S

Algorithm 3: Pareto Local Search (PLS)

Input: F̃ := (f̃1, . . . , f̃m): estimation of the function
F ;
N : X ← 2X : a neighborhood relation;

1 x← random (intial) solution;
2 S ← {x} ; // Archive of non dominated

solutions
3 R← {x} ; // Remaining non visited

solutions
4 while R 6= ∅ do
5 x′ ← select a solution at random in R;
6 foreach x′′ ∈ N (x′) do
7 if x′′ is not dominated by any solution in S

then
8 for x ∈ S do
9 if x is dominated by x′′ then

S ← S \ {x};
10 S ← S ∪ {x′′} ;
11 for x ∈ R do
12 if x is dominated by x′′ then

R← R \ {x};
13 R← R ∪ {x′′};

14 R← R \ {x′};
15 return S

preliminary work [10]. However, it remains unclear if such
a design choice is optimal for expensive MCOPs, since the
budget is very restrictive and more aggressive strategies could

potentially lead to a better convergence behavior. In this paper,
we hence investigate four different selection strategies, based
on the (predicted) aggregation value or the improvement of
candidate solutions.

More specifically, for an iteration i ∈ Ji, µK, we consider
the following four selection strategies:
Selectlocal chooses the solution x′ with the best aggrega-

tion value for the sub-problem considered at the current
iteration and correspondingly to the weight vector ωi.

x′ := argminx∈S g(x | ωi, F̃)

Selectglobal chooses the solution x′ with the best aggrega-
tion value with respect to any sub-problem ` ∈ J1, µK,
independently of the current iteration:

x′ := argminx∈S min
1≤`≤µ

g(x | ω`, F̃)

SelectBI (best improvement) chooses the solution x′ that
improves the most the aggregation value of any solution
from the population, independently of the current itera-
tion:

x′ := argminx∈S min
1≤`≤µ

g(x` | ω`, F̃)− g(x | ω`, F̃)

SelectBInorm (best improvement, normalized) is based on
the previous strategy, but the improvement value is nor-
malized by the actual aggregation value of the current
solution associated with each sub-problem. The selected
offspring x′ is then:

x′ := argminx∈S min
1≤`≤µ

g(x` | ω`, F̃)− g(x | ω`, F̃)
g(x` | ω`, F̃)

It is important to notice that, in order to determine the quality
of a solution, the selection strategy uses the surrogates F̃
and not the expensive objectives F . The (real) evaluation
function F is only used at line 12 in Algorithm 1, after the
selection strategy returns the candidate solution chosen for the
considered iteration.

D. Component #3: Walsh Order

As pointed out in Section II-C, the Walsh surrogate requires
an order up to which the coefficients are expanded, which is
the only hyper-parameter to set prior to fitting. The choice of
the Walsh order is an important and difficult task for black-
box problems. This choice dictates the number of coefficients
in the surrogate model (Eq.(5)). This does not only impact the
theoretical model accuracy, depending on the problem being
solved. It also impacts the fitting process itself, because the
model complexity increases with the number of coefficients.
Let us illustrate this with a problem of size n = 50. In such
a case, there are 51 coefficients for a Walsh order d = 1,
1 276 coefficients for an order d = 2, and 20 876 coefficients
for an order d = 3. A high number of coefficients eventually
improves the approximation of the actual function, but then a
larger dataset is expected in order to accurately train the model,
which can be an issue since we can only assume a restricted
size for the training dataset. By contrast, a low number of
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coefficients can be insufficient to accurately approximate the
actual objectives.

In the following, we assume that the order used to effec-
tively train the Walsh model is bounded by some maximum
constant value dmax. This is a reasonable assumption in
practice, since otherwise the number of Walsh coefficients
to estimate would grow exponentially, and the cost of fit-
ting would not be reasonable. We also remark that such an
assumption is in line with the fact that many challenging
combinatorial optimization problems can be decomposed in
an exact manner using Walsh functions of bounded order.
However, it remains unclear which concrete order to consider
within a given range J1, dmaxK, and whether this order shall
remain static or if its optimal value changes during the curse
of the search process when integrated into a surrogate-assisted
approach. Consequently, we investigate three simple strategies
for setting the Walsh order, as described below.

Orderstatic corresponds to a parameterized strategy for set-
ting the Walsh order. The order is then a static parameter
of the S-MCO framework, and its value is chosen for the
whole search process, i.e., the Walsh surrogate is fitted
considering a fixed order value d ∈ J1, dmaxK, where d is
assumed to be a parameter provided by the end-user.

Orderrandom is a basic dynamic strategy where the order is
set randomly every time the model is trained. In other
words, at each iteration, the value of the Walsh order is
picked uniformly at random within the range J1, dmaxK.
The advantage of this strategy is to use all orders without
being completely limited by an improper static setting.
This random choice will also serve as a baseline when
measuring the impact of this component in our empirical
investigations.

Ordergreedy dynamically adjusts the Walsh order during the
search process, depending on the data collected so far.
At the end of each iteration i ∈ J1, µK, we store how
many sub-problems were improved (in line 17) after
evaluating the offspring selected for true evaluation. Let
us denote by pj the number of improved sub-problems,
where j corresponds to the jth true function evaluation.
We thereby track the number of improved sub-problems
over a window of t (last) iterations, where t is a user-
defined parameter. At the beginning of each iteration,
we then compute the average, over the window t, of
the number of improved sub-problems, denoted pt. If
pt < 1, then the strategy consists in changing the Walsh
order according to a particular schedule, as discussed
in the following. Let dcurr be the Walsh order used at
some current iteration i ∈ J1, µK. Let also dprev be the
Walsh order used at the previous iteration (i.e., iteration
i − 1 or µ). Now let us assume, at the beginning of
the next iteration, that we have pt < 1. Then, the new
order dnew returned by the selection strategy is given by
dnew = dcurr+1 if either dcurr = 1 or dprev < dcurr < dmax;
otherwise, we set dnew = dcurr − 1.
The idea behind this greedy dynamic strategy is to start
by using a small Walsh order, and to observe whether
any improvement is obtained in the population. In this

case, we keep using the same successful order. Otherwise,
we increase the order, and hence the model complexity,
in the hope of obtaining a better fitted surrogate, thus
allowing the search process to identify an improving
offspring. However, when attaining the maximum allowed
complexity for the model dmax, we continue scanning
for possible orders by decreasing the current value, and
increasing it again if an order of 1 is reached. The order
value stops changing when improvement are found, and
the whole dynamic process is repeated.

IV. EXPERIMENTAL SETUP

In the remainder of the paper, we investigate the impact
of the proposed components on the performance of the con-
sidered S-MCO framework. Obviously, extensive experiments
with real-world expensive black-box MCOPs would be com-
putationally infeasible. We also recall that our main goal is
not to tackle a particular problem, but to conduct a general-
purpose study that aims at providing guidelines for designing
an effective surrogate-assisted approach. For this purpose,
we rather consider two different classes of well-established
MCOP benchmarks. They are described below, followed by a
summary of the experimented algorithm variants.

A. Benchmark Problems

We consider bi-objective NK-landscapes [26], [27] and bi-
objective unconstrained binary quadratic programming prob-
lems (UBQP) [28], as a set of challenging and representative
pseudo-boolean MCOPs. In fact, NK-landscapes allows one to
control the degree of non-linearity of the problem, we hence
consider instances with a variable degree of difficulty. UBQP
is a computationally challenging problem which is known to
embrace a remarkable range of applications in combinatorial
optimization [29].

1) Multiobjective NK-Landscapes (MNK-Landscapes).:
Solutions are binary strings of size n and the objective vector,
to be maximized, is defined as F : {0, 1}n 7→ [0, 1]m. An
objective value fi(x) of a solution x = (x1, . . . , xn) is given
by [30]:

fi(x) =
1

n

n∑
j=1

cij(xj , xj1 , · · · , xjk) (6)

where the cij : {0, 1}k+1 → [0, 1) are component functions,
and k is a parameter specifying the number of epistatic
interactions. The component function cij assigns a real-valued
contribution for every combination of xj and its k epistatic in-
teractions {xj1 , . . . , xjk}. The parameter k defines the degree
of non-linearity of the problem, and hence the ruggedness of
the landscape.

We consider bi-objective MNK-landscapes [27] with the
following setting: n ∈ {25, 50} and k ∈ {0, 1, 2}. In line with
previous studies [10], [11], this allows us to span instances
ranging from a small to a relatively large number of variables,
and with a linear (k = 0), to quadratic (k = 1) and cubic
(k = 2) number of interactions.
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Table I
S-MCO COMPONENTS AND VALUES INVESTIGATED IN THE EXPERIMENTAL ANALYSIS.

component values analyzed in

Surrogate optimizer {OptimMOEA/D,OptimMLS,OptimPLS} Section V-B
Selection strategy

{
Selectlocal,Selectglobal,SelectBI,SelectBInorm

}
Section V-A

Walsh order
{

Orderstatic,Orderrandom,Ordergreedy
}

with d ∈ {1, 2, 3} Section V-C

2) Multiobjective UBQP (MUBQP): Given a collection of
n items such that each pair of items is associated with mul-
tidimensional profit values, the multiobjective unconstrained
binary quadratic programming (MUBQP) problem seeks a
subset of items that maximizes the sum of their paired values
in each dimension [28]. The value of a pair is summed up only
if the two corresponding items are selected. A solution can be
represented as a binary string of size n. Each position from
the binary string maps to a particular variable that indicates
whether the corresponding item is included in the subset of
selected items or not. Given a solution x = (x1, . . . , xn), each
objective fk, k ∈ J1, ,mK, is defined as follows:

fk(x) =

n∑
i=1

n∑
j=1

qkijxixj (7)

where Qk = qijk is an n × n matrix of constant values,
either positive, negative or zero, k ∈ J1,mK. We consider bi-
objective UBQP instances with n ∈ {25, 50} variables and a
density of 0.9 for non-zero entries in the matrix Qk.

B. Algorithms and Parameter Setting

In order to fully examine the different components intro-
duced in the proposed S-MCO framework, we systematically
evaluate the performance of all its possible combinations.
Let us notice that the recommended surrogate algorithm
from our preliminary investigations [10] corresponds to the
S-MCO framework configured with the OptimMOEA/D and the
Selectlocal strategies. We hence shall keep this as a baseline
allowing to fully appreciate our findings. In fact, notice
that besides being able to substantially improve the search
performance compared to [10], our primary goal is to conduct
a comprehensive analysis showing the impact of the different
components on search performance, and to highlight the key
challenges for an effective surrogate-assisted multiobjective
combinatorial optimization search. Furthermore, and since we
consider three surrogate optimizers in our study, we shall
analyze the search performance obtained with each optimizer
when used as a main optimization procedure for the original
expensive problem, independently of the S-MCO framework.
This allows us to analyze the relative benefits of using a
surrogate-assisted approach.

For all S-MCO configurations, we use 50 weight vectors
such that ωi =

(
i−1
µ−1 ,

1−(i−1)
µ−1

)
, i ∈ J1, 50K. For Walsh

surrogates, a Lasso regression is used to fit the model [25].
The maximum value allowed for the Walsh order is set to
dmax = 3 which corresponds to a cubic model. Recall that
when analyzing the S-MCO variants with the Orderstatic
strategy, the actual order d used for training is a user-defined

parameter, which we set in the range d ∈ {1, 2, 3 = dmax},
i.e., three d−values are experimented for each variant using
Orderstatic. The greedy strategy to adapt the Walsh order
Ordergreedy uses a window of size t = 5. Each surrogate
optimizer comes with different parameters, whose setting is
given below. OptimMOEA/D is executed for 10 generations, as
in [10]. It uses a one-point crossover followed by a uniform
bit-flip mutation with a rate of 1/n. The solution neighborhood
considered in OptimMLS and OptimPLS is based on the bit-flip
operator; i.e., two solutions are neighbors if their Hamming
distance is 1. At last, OptimMLS uses the same 50 weight
vectors as defined previously.

C. Performance Evaluation

Overall, we experiment 60 possible configurations for the
S-MCO framework (See Table I for a summary): 3 surrogate
optimizers × 4 selection strategies × (3 + 2) Walsh order
settings, together with 3 additional surrogate-less algorithms.
Each algorithm is independently executed 10 times on the
8 considered MCOP instances (2 × 3 MNK-landscapes +
2 MUBQP), for a maximum budget of 1 500 (expensive)
evaluations and not exceeding 64 CPU hours per run. The
experiments were conducted in Python 3.7 on an Intel Core
Xeon E5-2630 (2.20 GHZ, 256 GB RAM) running under
Debian 10. Notice that we shall report the approximation
quality for different intermediate budgets, so as to render the
relative anytime performance of all configurations.

For performance assessment, we use the additive epsilon
indicator [31]. Notice, however, that our results were found to
be consistent when using the hypervolume indicator, which we
do not show in the reminder given our large set of data and for
a better clarity of the presentation. The epsilon indicator gives
the minimum factor by which an approximation set has to be
translated in the objective space in order to (weakly) dominate
a reference set. The reference set is constructed by merging
the solutions found over all runs and configurations for a given
instance, and removing dominated ones. For a given run, the
archive of all non-dominated solutions found during the search
process is used to measure approximation quality.

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we provide a detailed analysis of the
proposed framework. Since S-MCO follows a plug-and-play
scheme with 60 experimented configurations in this paper, a
main challenge is to fairly address the impact of the combined
effect of the designed components on search performance. In
fact, as our empirical findings will reveal, there is a non-trivial
interaction between the different components which we aim
at describing in a comprehensive manner. In Section V-A,
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we start by studying the interaction between the surrogate
optimizer (Component #1) and the selection strategy (Compo-
nent #2). In Section V-B, we address the relative performance
of the different S-MCO variants when the best combination
of these two components is considered. In Section V-C, the
impact of the Walsh order setting (Component #3) is studied.
In Section V-D, we finally report the relative performance of
the best obtained S-MCO configuration against surrogate-less
approaches.

A. Impact of Selection on Surrogate Optimizers

In the following, we address the relative impact of the dif-
ferent selection strategies (Component #2) on each individual
S-MCO variant obtained with a particular surrogate optimizer
(Component #1). This is summarized in Tables IV and III
for MNK-landscapes and MUBQP, respectively. The tables
show the relative rank of each selection strategy and each
static setting of the Walsh order. Notice that different budgets,
ranging from a small to a medium and a relatively high number
of true evaluations, are considered. This is to better render
the anytime behavior of S-MCO variants. It is important to
remark that the ranks shown in Tables IV and III still do not
allow to elicit in a comprehensive manner what is the best
configuration of the S-MCO framework overall. However, we
still show the average epsilon indicator value obtained for
each variant (in parentheses), which is to provide the reader
with a preliminary idea of the overall relative performance. A
more specific analysis is to follow in the subsequent sections,
after analyzing the relative impact of the selection strategy
when combined with a particular surrogate optimizer. For now,
and from Tables IV and III, we can draw two main general
observations.

Firstly, the relative rank obtained by a given selection
strategy is overall consistent over the different considered
instances, although for MNK-landscapes, the value of k, which
is the degree of non-linearity/ruggedness of the landscape,
is found to impact the relative performance. This is actually
related to the Walsh order setting. In fact, we can observe that
the Walsh order d providing the best rank consistently depends
on the value of k, such that d = k+1. For MUBQP instances,
and since the underlying problem is quadratic, a Walsh order
of 2 is always performing better. This is with no surprise
since performance is tightly related to the ability of the Walsh
surrogate to faithfully approximate the underlying landscape,
which is directly related to the choice of the Walsh order.
Overall, we can hence conclude that the rank obtained when
using a surrogate optimizer with a particular selection strategy
changes consistently with the choice of the order, suggesting
that there is an optimal setting that depends on the underlying
landscape. Interestingly, we can also observe that the ranks
vary depending on the considered budget. This indicates that
the different variants of the S-MCO framework might expose
different anytime behaviors. This is to be analyzed in more
details afterwards, in light of the other proposed dynamic
strategies for setting the Walsh order.

Secondly, we can clearly see that the selection strategy
providing the best rank is different depending on which

surrogate optimizer is considered. In other words, for optimal
performance, the selection strategy of the S-MCO framework
has to be configured differently depending on the adopted
surrogate optimizer. More specifically, with respect to the two
local search optimizers (OptimPLS and OptimMLS), we found
that they perform at their best when using the SelectBInorm

strategy for MNK-landscapes with k = 0 and k = 1, whereas
using the Selectlocal strategy is a slightly better choice for
these two optimizers when k = 2. For MUBQP, these two
optimizers perform at their best when using different selec-
tion strategies: OptimPLS performs better with the Selectlocal
strategy, and OptimMLS performs better with the SelectBInorm

and SelectBI strategies. With respect to the OptimMOEA/D
optimizer, the SelectBI strategy is the best performing one for
MNK-landscapes, whereas the Selectlocal strategy is better for
MUBQP. We also found that these two selection strategies are
definitely a better choice when using OptimMOEA/D compared
to the SelectBInorm and Selectglobal strategies. Notice that these
finding are to be contrasted with our preliminary work in [10],
where OptimMOEA/D and the Selectlocal strategies were recom-
mended; i.e., we here provide evidence that other selection
strategies are more accurate, depending on the considered
problems.

To summarize these complex dependencies, we provide in
Table II an overview of the relative performance of the selec-
tion strategies for the different surrogate optimizers, obtained
by sorting the selection strategies according to the average
ranks from Tables IV and III over the considered instances
and budgets (as given by the ‘avg. rank’ rows). Looking at
the impact of the selection strategy over the different surrogate
optimizers, it is interesting to remark that for OptimPLS and
OptimMLS, the SelectBInorm strategy is to be preferred, with an
average rank of 1.40 and 1.29 respectively, whereas its average
rank is of 4.36 when used in combination with OptimMOEA/D.
In other words, the SelectBInorm strategy can be viewed as a
relatively good selection strategy, except for OptimMOEA/D. Be-
sides, the Selectglobal strategy shows the worst results overall
and independently of the considered surrogate optimizer.

In the rest of the paper, and unless explicitly stated, we
shall always consider the best performing selection strategy
when dealing with a particular surrogate optimizer. We shall
then address the relative performance of every S-MCO variant
using a particular surrogate optimizer in combination with its
best performing selection strategy, as depicted in Table II.

B. Impact of the Surrogate Optimizer

In Figures 1 and 2, we show the convergence (anytime)
profile of the different S-MCO variants for MNK-landscapes
and MUBQP, respectively. We here aim at analyzing the
relative approximation quality obtained with the different
surrogate optimizers, and the different static settings of the
Walsh order.

As a first observation, we clearly see that the OptimMLS
and OptimPLS optimizers have significantly better convergence
profiles compared against OptimMOEA/D. This is consistent
over all considered instances, with very few exceptions. In-
terestingly, one shall recall here that the S-MCO framework
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Table II
SORTING SELECTION STRATEGIES BY AVERAGE RANK (L = SELECTLOCAL , G = SELECTGLOBAL , BC = SELECTBI , BN = SELECTBINORM

).

OptimMOEA/D OptimMLS OptimPLS

MNK-landscapes k = 0 L ≺ BC ≺ BN ≺ G BN ≺ BC ≺ L ≺ G BN ≺ L ≺ BC ≺ G
MNK-landscapes k = 1 BC ≺ L ≺ BN ≺ G BN ≺ BC ≺ L ≺ G BN ≺ L ≺ BC ≺ G
MNK-landscapes k = 2 BC ≺ L ≺ BN ≺ G L ≺ BC ≺ BN ≺ G L ≺ BC ≺ BN ≺ G
MUBQP L ≺ BC ≺ G ≺ BN BN ≺ BC ≺ L ≺ G L ≺ BN ≺ BC ≺ G

Table III
RANK AND AVERAGE EPSILON INDICATOR VALUE (×102 , BETWEEN BRACKETS) OF THE DIFFERENT ALGORITHMS AFTER 200, 700, AND 1 500

EVALUATIONS FOR MUBQP INSTANCES. FOR EACH BUDGET AND INSTANCE, A RANK c INDICATES THAT THE CORRESPONDING ALGORITHM WAS FOUND
TO BE SIGNIFICANTLY OUTPERFORMED BY c OTHER STRATEGIES W.R.T. A WILCOXON STATISTICAL TEST WITH THE BONFERRONI CORRECTION AT A

SIGNIFICANCE LEVEL OF 0.05. RANKS IN BOLD CORRESPOND TO APPROACHES THAT ARE NOT SIGNIFICANTLY OUTPERFORMED BY ANY OTHER FOR THE
CONSIDERED BUDGET AND ORDER. UNDERLINED VALUES CORRESPONDS TO THE BEST APPROACH ON AVERAGE.

Selectlocal Selectglobal SelectBI SelectBInorm
O=1 O=2 O=3 O=1 O=2 O=3 O=1 O=2 O=3 O=1 O=2 O=3

O
pt

im
M

O
E

A
/D

n
=

2
5 200 evaluations 1(371.5) 0(194.6) 0(252.2) 5(756.2) 4(639.8) 3(658.9) 3(515.5) 0(179.3) 0(234.9) 5(776.2) 4(666.2) 5(709.6)

700 evaluations 4(280.7) 0(33.7) 1(112) 6(638.3) 4(499.9) 4(388.3) 4(389.5) 0(55.8) 1(98) 5(663.9) 4(565.1) 4(476)
1 500 evaluations 4(260) 0(24.6) 0(49.7) 8(576.6) 4(344.4) 4(285.6) 4(370.6) 1(47.6) 0(46.8) 8(577.3) 4(528.6) 4(278.7)

n
=

5
0 200 evaluations 0(1421.3) 0(1853.3) 0(1841.4) 6(3302.9) 6(2957.1) 6(2986.2) 0(1551.5) 0(1784.6) 0(1728.7) 6(3324.9) 6(2860.8) 6(3027.2)

700 evaluations 0(935.6) 0(1063.3) 0(1031.7) 6(2713.7) 6(2359.3) 5(2079.5) 0(937.2) 0(1050) 0(978.8) 7(3003.5) 6(2549.3) 5(2277.9)
1 500 evaluations 1(826.4) 0(564.6) 1(883.3) 6(2222.2) 6(1664.4) 2(1403.7) 1(829.2) 0(668.9) 1(937.1) 8(2762.7) 7(2360.7) 1(1637.8)

avg. rank 0.67 5.06 0.83 5.28

O
pt

im
M

LS

n
=

2
5 200 evaluations 0(290.1) 0(399.1) 2(407.8) 10(707.4) 2(424) 2(469.3) 0(360.2) 0(333.2) 0(335.2) 0(431.7) 0(233.6) 0(315.6)

700 evaluations 5(241.7) 1(71.8) 5(239.1) 11(648.2) 7(412.5) 6(350.6) 6(339.6) 0(48.2) 1(108.1) 5(404.7) 0(16.3) 1(59.7)
1 500 evaluations 5(239.4) 1(38.3) 2(90.4) 11(584.1) 7(408.6) 6(327.2) 6(333.1) 0(36.3) 1(57.3) 6(383.3) 0(14.9) 1(31.5)

n
=

5
0 200 evaluations 0(1132.8) 3(2800.1) 3(2670.3) 3(2352.1) 3(2661.8) 3(2775.1) 0(1260.6) 3(3077.3) 3(2741.5) 0(1239.1) 3(2602.7) 3(2823.9)

700 evaluations 0(602.4) 3(1562) — 7(2309.4) 3(1585) — 1(857.1) 3(1373) — 1(830.1) 3(1598.5) —
1 500 evaluations 2(557.9) 2(793.6) — 7(2273.3) 6(1401.1) — 3(856.7) 0(149.2) — 3(830.1) 0(115.1) —

avg. rank 1.89 5.22 1.5 1.44

O
pt

im
P

LS

n
=

2
5 200 evaluations 0(343.9) 0(223) 0(248.4) 11(765.4) 4(516.3) 1(459.7) 1(409.6) 0(201.5) 0(269.4) 2(440.3) 0(341.2) 0(363.6)

700 evaluations 6(272.3) 0(19.4) 1(116.7) 10(644.9) 9(486.2) 6(391.7) 6(310.7) 1(69.8) 1(74.9) 6(320.2) 0(55.4) 1(107.1)
1 500 evaluations 6(264.3) 0(15.3) 0(50.4) 11(606) 9(470) 6(369.6) 6(287.5) 1(69.8) 1(58.5) 6(307.9) 0(55.4) 1(68.4)

n
=

5
0 200 evaluations 0(1187.5) 3(2139.8) 3(2106.1) 8(2939) 3(2471.9) 3(2410.4) 0(1308.5) 3(2352.7) 3(2403.8) 0(1309.1) 3(2471.9) 3(2410.4)

700 evaluations 0(781.3) 0(1049.5) — 7(2726) 6(1588.1) — 1(1118.7) 0(899.5) — 0(1015.3) 0(945.9) —
1 500 evaluations 3(734.3) 0(142.1) — 7(2600.6) 6(1588) — 3(1054.8) 0(177.8) — 3(960.5) 0(115.3) —

avg. rank 1.22 5.94 1.5 1.39

uses decomposition to both structure the main population of
evaluated solutions, and to select the next solution to evaluate,
independently of the inner surrogate optimizer. Hence, this first
observation shows that (i) the S-MCO framework does not
necessarily need to be configured with a decomposition-based
inner optimizer to handle the underlying surrogate, but more
importantly that (ii) other more accurate optimizers should be
used specifically to the underlying Walsh surrogate. This is
again to be contrasted with our preliminary work [10], where
MOEA/D was employed at the different design stages. To
push our discussion further, we found that the only reason that
may motivate the use of MOEA/D as an inner optimizer is its
extremely efficient computational complexity. In fact, as can
be seen in Figure 2, when dealing with the largest MUBQP
instance with n = 50, and using the most computational
demanding Walsh order d = 3, the S-MCO framework is able
to complete all iterations (up to 1 500 true evaluations) within
the maximum allowed CPU time, only when configured with
the OptimMOEA/D optimizer. This indicates that OptimMOEA/D
may be a reasonable choice only if there exists a CPU time
trade-off between the function evaluation cost on one hand,
and the optimization process on the other hand. In other words,
unless the (true) evaluation function is not too expensive,

the OptimMLS and OptimPLS optimizers should be preferred
over the OptimMOEA/D optimizer. Notice that studying in more
details such a trade-off is out of the scope of this paper, but
is worth to be investigated in future studies.

Let us now analyze in more details the two OptimMLS and
OptimPLS optimizers, which were found to lead to a better
approximation quality. Although overall they expose a similar
behavior, their relative anytime profile depends both on the
difficulty of the tackled problem, and more importantly on the
complexity of the Walsh surrogate, as implied by the choice
of the Walsh order. This is discussed in the next paragraphs
by splitting our experimented instances into three classes: (i)
linear, i.e., MNK-landscapes with k = 0, (ii) quadratic, i.e.,
MNK-landscapes with k = 1 and MUBQP, and (iii) cubic,
i.e., MNK-landscapes with k = 2. Notice that the order of the
(unknown) exact Walsh transform of any function is at most
1, 2, and 3, respectively for these classes.

For the linear instances, OptimPLS used in combination with
the (exact) Walsh order of 1, has a better anytime behavior
than OptimMLS, i.e., OptimPLS is converging very quickly to
a high-quality approximation set, and OptimMLS is only able
to obtain a better quality when a higher number of evaluations
is affordable. When using an overestimated Walsh order of 2
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Table IV
RANK AND AVERAGE EPSILON INDICATOR VALUE (×102 , BETWEEN BRACKETS) OF THE DIFFERENT ALGORITHMS AFTER 200, 700, AND 1 500

EVALUATIONS FOR MNK-LANDSCAPES. FOR EACH BUDGET AND INSTANCE, A RANK c INDICATES THAT THE CORRESPONDING ALGORITHM WAS FOUND
TO BE SIGNIFICANTLY OUTPERFORMED BY c OTHER ALGORITHMS IN THE CORRESPONDING ROW, AND W.R.T. A WILCOXON STATISTICAL TEST WITH
THE BONFERRONI CORRECTION AT A SIGNIFICANCE LEVEL OF 0.05. RANKS IN BOLD CORRESPOND TO APPROACHES THAT ARE NOT SIGNIFICANTLY

OUTPERFORMED BY ANY OTHER FOR THE CONSIDERED BUDGET AND ORDER. UNDERLINED VALUES CORRESPONDS TO THE BEST APPROACH ON
AVERAGE.

Selectlocal Selectglobal SelectBI SelectBInorm
O=1 O=2 O=3 O=1 O=2 O=3 O=1 O=2 O=3 O=1 O=2 O=3

O
pt

im
M

O
E

A
/D

k
=

0 n
=

2
5 200 evaluations 0(1.4) 0(1.8) 3(2.4) 9(5) 9(5.4) 9(5.7) 0(1) 0(1.2) 0(1.8) 0(1.3) 0(1.4) 3(2.4)

700 evaluations 0(1) 0(1.1) 2(1.3) 9(4.4) 9(4.1) 9(4.1) 0(0.7) 0(0.7) 0(0.9) 0(1.1) 0(1) 0(1.1)

1 500 evaluations 0(0.8) 0(0.8) 0(0.9) 9(3.9) 9(3.6) 9(3.2) 0(0.6) 0(0.6) 0(0.7) 0(0.8) 0(0.9) 0(0.9)

n
=

5
0 200 evaluations 0(2) 2(3.7) 2(5) 2(7.9) 6(8.6) 6(9.2) 0(2.3) 1(3.6) 2(4.7) 6(8.6) 6(9.1) 6(9.1)

700 evaluations 0(1.4) 0(1.8) 1(2.3) 5(6.5) 6(6.3) 6(8) 0(2) 1(2.3) 4(3) 6(8.3) 6(8.4) 6(8.5)
1 500 evaluations 0(1.1) 0(1.3) 0(1.4) 6(3.9) 5(4.2) 6(4.9) 0(1.7) 1(1.9) 3(2.4) 8(7.6) 8(7.6) 8(7.7)

avg. rank 0.56 7.17 0.67 3.5

k
=

1 n
=

2
5 200 evaluations 3(4.2) 0(1.5) 0(2.6) 8(8.7) 6(6.8) 8(7.7) 3(4.5) 0(1.1) 0(2.5) 3(4.2) 8(7.2) 0(1.7)

700 evaluations 5(3.4) 0(0.5) 0(0.5) 7(6.6) 6(5.7) 7(6.2) 5(3.8) 0(0.5) 0(0.6) 5(2.8) 7(6) 0(0.6)

1 500 evaluations 5(2.9) 0(0.3) 0(0.4) 7(5.7) 5(4.4) 6(4.8) 5(3.5) 0(0.4) 0(0.4) 5(2.6) 7(5.7) 0(0.4)

n
=

5
0 200 evaluations 0(5.2) 0(4.8) 1(6.3) 6(9.7) 6(10.6) 6(10.9) 0(5.8) 0(4.8) 0(5.6) 6(9.8) 6(10.7) 6(10.9)

700 evaluations 1(4.1) 0(3.2) 0(3.7) 6(7.7) 5(7.7) 6(9.1) 1(4.4) 0(2.8) 0(3.4) 6(8.7) 6(9.6) 7(9.9)
1 500 evaluations 1(3.8) 0(2.9) 0(3.1) 4(6.5) 0(5.6) 3(6) 0(3.9) 0(2.8) 0(2.8) 6(8.3) 6(8.6) 6(8.7)

avg. rank 0.89 5.67 0.78 5

k
=

2 n
=

2
5 200 evaluations 4(8) 0(5.6) 0(5.9) 6(9) 6(8.3) 4(8.4) 2(7.5) 0(4.3) 0(4.7) 5(8.2) 0(4.7) 0(5.2)

700 evaluations 6(6.5) 0(3.9) 0(3) 6(7.7) 1(5.4) 0(6.2) 6(7.2) 0(2.9) 0(2.7) 5(6.8) 0(3.6) 0(3.2)

1 500 evaluations 6(6.2) 0(3.4) 0(2) 6(7.2) 0(5) 0(5.3) 5(5.9) 0(2.4) 0(2.1) 5(6.1) 0(2.8) 0(2.7)

n
=

5
0 200 evaluations 0(8) 0(7.7) 0(7.7) 5(13.3) 5(11.6) 5(12.3) 0(9.4) 0(6.5) 0(7.3) 5(13.3) 5(11.6) 5(12.3)

700 evaluations 0(5.7) 0(4.4) 0(4.6) 6(11.2) 5(9.6) 6(10.6) 0(6.3) 0(4.6) 0(4.4) 6(11.4) 6(10.6) 6(11.8)
1 500 evaluations 1(5.4) 0(3.4) 0(3.3) 6(10.7) 4(7.8) 4(8.3) 0(5.3) 0(4.1) 0(3.7) 6(10.9) 6(9.6) 6(10.5)

avg. rank 0.94 4.17 0.72 3.67

O
pt

im
M

LS

k
=

0 n
=

2
5 200 evaluations 5(4.7) 3(3.3) 2(2.4) 3(2.2) 4(4.7) 7(5.2) 5(3.7) 3(3.2) 3(2.8) 0(1.1) 0(0.4) 1(1)

700 evaluations 4(3.1) 3(2.4) 3(1.5) 3(2.1) 8(4.1) 8(4.7) 3(2.9) 3(2.3) 2(1.8) 0(0.3) 0(0.3) 0(0.3)

1 500 evaluations 3(2.3) 3(1.7) 0(1.1) 3(2.1) 10(3.9) 10(4) 3(2.2) 3(1.7) 2(1.3) 0(0.3) 0(0.3) 0(0.3)

n
=

5
0 200 evaluations 3(5.6) 1(4.6) 1(4.9) 1(4.1) 5(6.8) 10(7.4) 1(3.7) 1(4.1) 2(5.4) 1(3.9) 0(1.7) 1(4.5)

700 evaluations 9(4.3) 1(1.2) 3(1.2) 4(1.6) 10(6.2) 10(6.4) 5(1.9) 0(0.6) 2(1) 0(0.4) 0(0.3) 0(0.5)

1 500 evaluations 9(3.3) 1(0.5) 0(0.3) 8(1.6) 10(5.9) 10(6.2) 6(0.8) 0(0.3) 0(0.2) 0(0.3) 0(0.3) 0(0.3)

avg. rank 3 6.89 2.44 0.17

k
=

1 n
=

2
5 200 evaluations 2(3.9) 1(2.7) 1(2.8) 6(6.3) 4(5.4) 6(6.3) 3(4.8) 1(1.5) 1(3.2) 4(4.7) 0(0.6) 1(1.7)

700 evaluations 6(2.9) 3(1.2) 1(0.6) 9(5.5) 7(4.8) 8(5.2) 6(3.9) 2(1) 1(0.9) 6(3.8) 0(0.4) 0(0.3)

1 500 evaluations 6(2.6) 3(0.9) 1(0.5) 9(5.1) 7(4.4) 9(4.9) 6(3.7) 2(0.8) 1(0.8) 6(3.5) 0(0.4) 0(0.3)

n
=

5
0 200 evaluations 1(4.7) 2(5.9) 1(6.2) 1(5.2) 5(6.7) 8(8.2) 0(4.3) 1(5.3) 3(6.1) 0(4.4) 0(3.2) 0(4.5)

700 evaluations 5(3.3) 1(1.6) 1(2.4) 8(5.1) 9(6.5) 9(6.6) 5(3.2) 0(0.8) 2(1.4) 5(3.5) 0(0.4) 1(1.3)
1 500 evaluations 6(2.9) 4(1) 0(0.6) 9(5) 9(6.4) 9(6.5) 6(3.2) 0(0.4) 0(0.4) 6(3.4) 0(0.3) 0(0.4)

avg. rank 2.5 7.33 2.22 1.61

k
=

2 n
=

2
5 200 evaluations 0(7.4) 0(6.4) 0(5.9) 4(8.7) 0(5) 1(7.1) 1(8.5) 0(5.7) 0(6.1) 1(8.3) 0(5.3) 0(5.5)

700 evaluations 4(5.6) 3(2.8) 0(1.1) 8(7.4) 3(3.6) 4(4.8) 7(7.1) 2(2.9) 0(0.9) 7(7.3) 2(2.5) 0(0.5)

1 500 evaluations 6(5.1) 3(2) 0(0.7) 8(7.1) 6(3.5) 6(4.6) 7(6.6) 3(2.1) 0(0.5) 8(6.9) 3(2) 0(0.5)

n
=

5
0 200 evaluations 0(7) 0(7.7) 0(8.4) 8(10.7) 0(8.8) 1(9.5) 0(8.3) 0(7.3) 0(7.6) 1(9.1) 0(7) 0(6.3)

700 evaluations 2(4.7) 0(3.6) 0(3.7) 9(10) 5(7.2) 7(8.3) 6(6.3) 0(3.2) 0(4) 6(6.6) 0(2.8) 0(3.3)

1 500 evaluations 6(4.3) 0(1.9) 0(1.9) 11(9.8) 6(6.7) 6(7.3) 7(6.1) 0(1.8) 0(2) 7(6) 0(1.4) 0(1.5)

avg. rank 1.33 5.17 1.83 1.94

O
pt

im
P

LS

k
=

0 n
=

2
5 200 evaluations 0(0.4) 0(0.4) 6(1.7) 10(6.4) 9(5.4) 9(4.9) 0(0.5) 3(0.8) 3(1.2) 0(0.4) 0(0.5) 2(1)

700 evaluations 0(0.4) 0(0.4) 0(0.3) 9(5.4) 9(4.6) 9(4.4) 1(0.5) 4(0.8) 4(1.1) 0(0.4) 0(0.5) 0(0.5)

1 500 evaluations 0(0.4) 0(0.4) 0(0.3) 10(4.7) 9(4.3) 9(3.9) 1(0.5) 4(0.8) 4(1.1) 0(0.4) 0(0.5) 0(0.5)

n
=

5
0 200 evaluations 0(0.4) 3(2.3) 6(4.7) 9(8.1) 9(6.9) 7(6.6) 0(0.5) 3(2.2) 6(4.7) 0(0.4) 0(1.5) 4(4.1)

700 evaluations 0(0.4) 0(0.3) 2(0.7) 10(7.2) 9(6.3) 9(6) 1(0.5) 0(0.6) 4(0.8) 0(0.4) 0(0.3) 1(0.5)
1 500 evaluations 0(0.4) 0(0.3) 0(0.2) 9(6.7) 9(6.1) 9(5.9) 2(0.5) 0(0.6) 6(0.7) 0(0.4) 0(0.3) 0(0.4)

avg. rank 0.94 9.06 2.56 0.39

k
=

1 n
=

2
5 200 evaluations 5(3.7) 0(0.8) 1(1.5) 8(6.8) 8(6.5) 7(6.1) 6(5) 0(0.9) 1(2.1) 5(4.4) 0(0.5) 1(1.3)

700 evaluations 6(2.8) 0(0.3) 0(0.3) 8(5.6) 8(5.6) 7(5.5) 7(4.6) 0(0.6) 2(0.6) 6(4.1) 0(0.4) 0(0.4)

1 500 evaluations 6(2.8) 0(0.3) 0(0.3) 8(5.2) 7(4.8) 7(5) 7(4.3) 0(0.6) 3(0.6) 6(4) 0(0.4) 0(0.4)

n
=

5
0 200 evaluations 1(4.6) 0(3.5) 2(5.4) 7(7.1) 8(7.5) 7(7.7) 1(4.9) 1(4) 1(5.2) 1(4.6) 0(2.4) 1(4.3)

700 evaluations 6(3.5) 0(0.6) 3(1.7) 9(6.7) 9(7.3) 9(6.7) 6(4.1) 0(0.6) 3(1.9) 6(4) 0(0.4) 1(1)
1 500 evaluations 6(3.4) 0(0.4) 0(0.4) 9(6.6) 9(7.1) 9(6.4) 6(4) 0(0.6) 0(0.5) 6(4) 0(0.4) 0(0.4)

avg. rank 2 8 2.44 1.83

k
=

2 n
=

2
5 200 evaluations 3(6.4) 0(4.8) 0(5) 9(8.9) 0(5.8) 0(6.4) 3(7.7) 0(3.9) 0(5.3) 1(6.8) 0(3.8) 0(4)

700 evaluations 7(6) 3(2.3) 0(1) 8(8) 4(3.6) 4(4.7) 5(5.9) 3(2.5) 0(0.7) 6(5.9) 3(2.1) 0(0.7)

1 500 evaluations 6(5.7) 3(1.8) 0(0.2) 8(7.1) 6(3.6) 6(4.5) 6(5.4) 3(2.3) 0(0.6) 7(5.7) 3(1.9) 0(0.5)

n
=

5
0 200 evaluations 2(8) 0(5.6) 0(6.6) 7(10.7) 0(8.1) 5(9.5) 5(9) 0(6.4) 0(6.7) 4(8.5) 0(6.2) 0(5.9)

700 evaluations 4(5.9) 0(3) 0(3.8) 10(9.9) 4(6.6) 6(7.8) 4(6.2) 0(2.7) 0(4) 6(6.3) 0(2.4) 0(3.3)

1 500 evaluations 6(5.2) 0(2.2) 0(2.3) 11(9.3) 6(5.6) 7(7.2) 6(5.7) 0(1.9) 0(2.6) 6(6) 0(1.8) 0(1.8)

avg. rank 1.89 5.61 1.94 2
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Figure 1. Convergence profile of S-MCO when using different surrogate op-
timizers with their corresponding best selection strategy on MNK-landscapes.
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Figure 2. Convergence profile of S-MCO when using different surrogate
optimizers with their corresponding best selection strategy on MUBQP
instances.

or 3, the situation is clearly reversed, and OptimMLS is found
to perform significantly better than OptimPLS independently
of the available budget.

For quadratic instances, when setting the Walsh order to
the exact transform order of 2, we found that OptimMLS and
OptimPLS have seemingly the same convergence profile for
n = 25. By contrast, for n = 50, OptimPLS is slightly
better under a restricted budget, while OptimMLS is slightly
better under higher budgets, which is to recall their behavior
for linear instances. When the Walsh order is set to an
underestimated value of 1, the approximation quality obtained
with all optimizers drops down in comparison to an (exact)
order of 2. Interestingly, using an underestimated order value
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Figure 3. Convergence profile of S-MCO when using different Walsh order
settings with the SelectBInorm strategy on MNK-landscapes.

does not prevent the S-MCO framework to keep improving
during the very first iterations, that is, with a very restricted
budget. When the Walsh order is set to an overestimated value
of 3, the overall approximation quality of both optimizers
seems to be comparable to the exact setting of the order.

Finally, for most complex cubic instances, we found that
for n = 25, an underestimated order setting of 1 or 2 is
not competitive with the exact setting of 3, independently of
the surrogate optimizer. For problem dimension n = 50, the
S-MCO framework is clearly performing very poorly for an
underestimated order of 1. However, the situation improves
when using an order of 2 for OptimPLS and OptimMLS,
which indicates that for such difficult problems, a sufficiently
large but non-exact Walsh order still allows for a reasonable
approximation.

From this set of observations, we can draw two general con-
clusions. First, the two local search optimizers OptimMLS and
OptimPLS are efficient in dealing with the discrete Walsh sur-
rogate, which is to contrast with the OptimMOEA/D optimizer.
Second, we confirm that an effective surrogate optimizer alone
is not able to provide a good performance depending on the
available budget and the Walsh order setting. The impact of
the order setting is studied next, hence addressing the last
component of the S-MCO framework.
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Figure 4. Convergence profile of S-MCO when using different Walsh order
settings with the SelectBInorm strategy on MUBQP instances.

C. Impact of the Walsh Order

In the following, we study the impact of the Walsh order
setting through the analysis of three simple strategies proposed
in this paper. We only show the results obtained with the
OptimMLS and OptimPLS surrogate optimizers, given that
they were found to substantially outperform the OptimMOEA/D
optimizer.

From Figures 3 and 4, respectively for MNK-landscapes
and MUBQP instances, it becomes now very clear that un-
derestimating the order value (relatively to the exact Walsh
transform) has a dramatic impact on the overall performance
of the S-MCO framework. Besides, overestimating the order
value does not always allow for competitive results. This
might seem surprising at first sight, since one may think that
overestimating the order can only make the Walsh model more
complex without decreasing its accuracy. While such a claim
sounds true in theory, increasing the Walsh order makes the
model much more challenging to fit and to optimize accurately
in practice. This is illustrated in Fig. 5 showing the mean
absolute error of the Walsh model as a function of the number
of solutions used for training, when executing the S-MCO
framework with OptimMLS and SelectBInorm . We clearly see
that overestimating the order can lead to a worst fitting quality
depending on the characteristic on the degree of non-linearity
of the problem and the size of the training set. This is to
be attributed to the fact that the more complex the model
is, the largest the training data should be in order for the
Lasso regression adopted in our experiments to be successful
in finding a good fit.

Furthermore, in comparison to a static setting of the Walsh
order, the two other dynamic strategies clearly provide a better
choice. In fact, they are found to be very competitive, although
there is no clear separation between the greedy and the random
strategy. In particular, the greedy strategy is not better than
the baseline random strategy independently of the surrogate
optimizer, problem instance and budget. For instance, we can
see that the greedy strategy outperforms the random strategy
for MUBQP instances of size n = 50. However, this is no
more true for n = 25 and the OptimPLS surrogate optimizer.
Similarly, the greedy strategy obtains a better convergence
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Figure 5. Mean absolute error (MAE) obtained by the Walsh surrogate
according to the number of solutions in the training dataset with the OptimMLS
optimizer combined to the SelectBInorm strategy for orders d ∈ {1, 2, 3} on
MNK-landscapes.

profile than the random strategy when using OptimPLS for a
MNK-landscapes with n = 50 and k = 0, whereas this is no
more true when combining the greedy strategy with OptimMLS.

To summarize, we conclude that both dynamic strategies
for setting the Walsh order obtain very competitive results. A
dynamic order strategy is always better than an underestimated
static order, and is better than an overestimated static order in
most cases. Surprisingly, it is even better than a static strategy
using the exact Walsh transform order for some instances;
e.g. MNK-landscapes with n = 50 and k = 1. These results
suggest that more sophisticated dynamic strategies for setting
the Walsh order are worth to be investigated in the future.

D. S-MCO vs. Surrogate-less Approaches

We conclude our analysis by reporting the performance
of the surrogate-assisted S-MCO framework in comparison
to a surrogate-less approach. For this purpose, we run the
three considered algorithms MOEA/D, PLS, and MLS in-
dependently of the S-MCO framework; see Section IV-B.
Our results are shown in Figure 6 when using the S-MCO
framework configured with the SelectBInorm strategy and the
greedy order strategy, as these two strategies were found
to be a good choice for the S-MCO framework over all
experimented instances. We clearly see that all the considered
S-MCO variants obtain substantially better approximations,
independently of the considered optimizer, instances and bud-
get. This shows the accuracy of the S-MCO framework when
configured with an accurate selection strategy and Walsh order
setting.

VI. CONCLUSION

In this paper, we proposed a study on the design of a modu-
lar surrogate-assisted framework for expensive multiobjective
combinatorial optimization. To the best of our knowledge,
this constitutes the first comprehensive investigation in this
line. Through an extensive empirical analysis, we provided a
systematic investigation of the combined effects of different
design components. In particular, we found that there is a non
trivial interaction between the strategy allowing to optimize the
surrogates used as substitute of the objectives, and the strategy
used for selecting the next solution to evaluate. Overall,
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Figure 6. Comparison of surrogate-less approaches with S-MCO using a greedy Walsh order (Ordergreedy) and the best-improvement-norm selection strategy
(SelectBInorm ).

we show that a selection strategy based on the predicted
improvements of candidate solutions with respect to a set of
decomposed single-objective sub-problems is highly effective,
while local search optimizers are more accurate to deal with
the inner optimization of the discrete Walsh surrogate. Finally,
we highlighted the importance of the Walsh order setting,
and we studied simple dynamic strategies that were shown
to accommodate a range of black-box optimization functions
with different degrees of landscape difficulty.

Although the proposed S-MCO framework is shown to be
extremely effective compared to surrogate-less multiobjective
evolutionary algorithms, there remain a number of research
questions that are left open. For instance, it would be inter-
esting to leverage the S-MCO framework to support selection
strategies based on other multiobjective search paradigms. In
fact, our framework is based on decomposition to structure the
population of evaluated solutions, and to estimate which new
offspring is the most promising for a true evaluation. Another
challenging issue is to address other discrete optimization
domains, such as permutation problems, for which other
single-objective surrogates exist in the specialized literature.
The main question is then to study at what extent the proposed
S-MCO framework can work efficiently when targeting such
settings. Notice that, in principle, the S-MCO framework
should work with any accurate single-objective surrogate
model. However, investigating the combined effects of its
components can only be a function of a target optimization
domain/problem. It is our hope that the comprehensive study
conducted in this paper will accelerate the establishment of
a unified methodology for designing and analyzing surrogate-
assisted multiobjective optimization algorithms.
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