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ABSTRACT
Organisational assessments provide a view of the state of different aspects of an enterprise so
as to understand its strengths, weaknesses and possible improvement paths. A relevant element
used to perform assessments is the assessment framework, which contains the requirements that
the entity must fulfil as well as other aspects. On the other hand, another essential element dur-
ing an assessment is the Evidence, which is any type of data reflecting the state of the assessed
entity. Among several possible assessment evidences, such as documents, e-mails, interview
extracts, and questionnaires, Enterprise Models represented through a specific Modelling Lan-
guage can serve as such, since they allow to describe diverse organisational aspects. Thus, they
can provide useful information to be considered when performing an assessment. Notwithstand-
ing, the analysis of the models is demanding in terms of time and resources, and reducing the
effort to perform such analysis could improve the assessment process. Thus, a possible man-
ner of improving the analysis process is to understand beforehand which type of information
can be found within an enterprise model taking into consideration the modelling language that
has been used to represent it and the list of requirements defined by the assessment framework
used to perform the assessment. In this sense, this work introduces a method to identify the
requirements, devised by an assessment framework, that can be answered through the analysis
of modelling elements defined using a specific modelling language. We ground our approach on
a Requirement Decomposition task following the Pseudo-Requirement Graph method, and the
matching between requirements and modelling language elements following the Goal Question
Metric paradigm. To validate our method, we perform separate evaluations of the BPMN and
ArchiMate languages, to identify the set of requirements from the ISO/IEC 33020 international
standard that can be answered through models that are defined using each language. We also in-
troduce a case study based on the analysis of a concrete business process, following the proposed
approach.

1. Introduction
The challenges faced by enterprises in a daily basis, such as mergers, acquisitions, novel technologies, and highly

dynamic market, foster them to be in a constant cycle of renewal. Enterprises are systems that are in motion [1]
to address those challenges, which could be in the form of adaptation to market needs, alignment of the operations
to novel strategies, implementation of disruptive technologies, among others. In this context, motion or changing
initiatives must be directed towards the accomplishment of objectives, goals and regulations. However, to perform
these changes, enterprises require an objective view of their state so as to understand their strengths and weaknesses,
and identify possible improvement paths.

Assessments are performed to address this issue, they allow to obtain a view of different enterprise aspects such
as enterprise interoperability [2], project agility [3], and process performance [4]. Assessments can be qualitative or
quantitative. Considering their purpose, they could be descriptive, based on providing a view of a specific entity, pre-
scriptive, based on providing improvement recommendations, and comparative, focused on performing benchmarking
between industries or regions [5]. In general, to perform an assessment, an assessment framework [6] is used, which
provides a schema to be followed by the assessors to effectively perform an assessment.

A specific type of assessment is Process Capability Assessment [7], which is focused on measuring the extent to
which a Process achieves certain specifications. There are five steps that are followed during Capability Assessment:
planning, data collection, data validation, results determination, and results presentation [8]. Among these steps, a
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particularly critical task is data collection, since the collected data must reflect the reality of the assessed entity in order
to provide relevant and reliable assessment results. In this step, there are several enterprise elements that could serve
as evidence such as documents, e-mails, interview extracts, questionnaires, or enterprise models. The latter provides a
representation of organisational aspects [9] such as structure, information, resources, goals, etc., and they can be used
for different purposes such as understanding and documenting the organisation, planning the management of change,
designing and re-engineering enterprise systems, among others [10]. In this context, an enterprise could have one or
more models that can be considered as evidence during an assessment. However, the analysis of enterprise models is
time-demanding, specially if it is performed by human assessors. Therefore, reducing the amount of necessary effort
to perform the analysis could be valuable to improve the overall assessment process. In this sense, a possible manner of
improving the analysis process is to understand beforehand which type of information can be found within an enterprise
model taking into consideration the modelling language that has been used to represent it and the list of requirements
defined by the assessment framework used to perform the assessment.

To tackle this issue, this work aims at defining amethodology to identify the requirements, devised by an assessment
framework, that can be answered through the analysis of the elements defined using a specific modelling language.
In short, we aim at providing the means to evaluate the ability of a modelling language to provide the necessary
modelling elements to identify and verify a set of assessment requirements. We consider that the proposed method
will aid assessors at identifying, through a simple process, the requirements that can be answered using enterprise
models, available for organisational assessment, by taking into consideration the modelling language in which the
model was defined. This possibility will allow assessors to reduce time when reviewing evidences during assessments,
allowing them to consider only those requirements that are visible through the enterprise model that is being analysed,
taking into consideration the modelling language used to define the model. As proof of concept, we perform a method
validation based on the analysis of the capability of Business Process Modelling Notation (BPMN) [11] and ArchiMate
[12] languages to support requirements defined by the ISO/IEC 33020 international standard for process assessment
[6]. Moreover, we also introduce a case study with the objective to show that the proposed approach can also be used
to analyse concrete enterprise models, given a list of requirements defined by some assessment framework.

The contributions of this work are: (1) to propose a methodology to identify the requirements from an assessment
framework that can be answered through the analysis of modelling elements defined by a specific modelling language,
(2) to present the implementation of the methodology to evaluate which requirements (defined in terms of results of
achievement of a Process Attribute) of the ISO/IEC 33020 can be answered by the BPMN and ArchiMate languages,
(3) to describe the possibilities of BPMN and ArchiMate to provide assessment results following the ISO/IEC 33020
measurement framework for assessment of process capability, (4) to perform an assessment of a real-world business
process through the analysis of enterprise models describing its characteristics, for such purpose we follow the method
presented in this work. Note that the proposed methodology has two main uses or levels of application: the first
level refers to the possibility to measure the ability of a modelling language to evaluate assessment requirements; the
second level is related to the proper verification of those requirements in a concrete model, which is represented using
a language able to answer them. Contributions (2) and (4) show examples of the application of the proposed approach
for the first and second levels, respectively.

This paper is organised as follows. Section 2 presents concepts that are addressed throughout the paper, along with
the related work. Section 3 details our proposed approach to perform the modelling language analysis for supporting
requirements from an assessment framework. The method validation devised to test the methodology is presented in
Section 4. Section 5 presents a case study that consists in analysing two enterprise models following our approach.
Finally, Section 6 enumerates the conclusions from our work and introduces future research perspectives.

2. Background and Related Work
This section presents basic concepts that are addressed throughout this paper. First, we introduce the notion of

assessment in enterprises with specific focus on process capability assessment. A description of concepts regarding
enterprise modelling is then presented, and we briefly introduce some common modelling languages that are used
to represent different enterprise entities. Finally, we provide a description of works that aimed to develop or apply
methods to analyse the capability of modelling languages to support maturity or capability assessment in enterprises.
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2.1. Maturity and Capability Assessment
An assessment is the act of estimating or deciding the amount, value, quality, or importance of a certain entity

[13]. In general, an assessment is composed of the following activities: planning and preparation, data collection and
validation, results determination, and results presentation.

Assessments can be classified according to different aspects. Considering the measuring mechanism, there are
two types: qualitative and quantitative. Qualitative assessments are mostly based on the use of subjective measures
to evaluate the process, generally they are based on a rating scale composed of linguistic variables (e.g. “Regular”,
“Good”, “Optimised”) [14]. On the other hand, quantitative assessment methods define numeric values to provide
a final representation of the quality of the assessed entity. Quantitative assessment is more commonly focused on
measuring performance. Regarding the openness of the assessed entity, the literature [15] considers two types of
assessment, which were inherited directly from the general system theory [16]: white-box and black-box methods.
Assessments can also be classified considering the time of application. The a priori assessment, also known as ex-ante
evaluation, is applied to assess the potential of the assessed entity. For instance, when performing interoperability
assessment, the evaluation is centred on the capability of an enterprise to interoperate with one or more organisations
considering elements that are the object of the interaction such as data, services, processes and businesses. On the other
hand, the mid-term assessment is performed during the operation of the assessed entity. As an example, a business
process could be subject of a mid-term assessment to evaluate performance, resources consumption, quality of the
activities, achievement of sub-objectives, etc., at real-time in order to take corrective or quality-enhancement actions
if needed. Finally, the a posteriori or ex-post evaluation is done with the objective to evaluate performance or quality
after the entity has finished operating. Considering the interoperability evaluation example, the appraisal would be
focused on analysing if the interaction between the organisations has been effective, efficient, compliant to standards,
etc., once that interaction has finished.

Finally, a common classification perspective to group assessments types considers if they are focused on maturity
levelling. In this sense, maturity assessment is based on the use of models that reflect aspects of an assessed entity in
terms of their capability, through the definition of qualitative attributes that are used to categorise it into one or more
clearly defined classes [17]. Specifically for business processes, maturity assessment represents an effective way to
measure them within an organisation [18]. The capability, on the other hand, represents the extent to which a single
process is explicitly or consistently deployed by an organisation; if a list of processes is considered, the assessment is
then measuring the maturity of the organisation [7]. In this sense, maturity models conceptually represent levels of
increasing capability of a maturing element, which can be qualitative or quantitative, in order to evaluate its advances
considering some defined areas [17]. Since they use levels as evaluation result, maturity assessment approaches are
considered levelling methods [15]. On the other hand, non-levelling methods, also known as non-maturity model-
based methods, are a diverse group of approaches that are not generalised for defining a maturity level (or capability
level for single processes), instead they are specialised to a particular type of system [15]. Non-levelling methods aim
at addressing specific gaps inherent to maturity and capability methods. One relevant issue that must be considered is
that maturity models do not imply a performance measurement: a high maturity level does not always imply a high
performance [7]. Thus, non-levelling methods are more suited for this task.

Figure 1 presents relevant elements of an assessment, specialised to reflect Capability assessment of Business
Processes. The elements are based on the meta-model presented in [19], and it is not intended to reflect a full view of
the assessment process, the objective is rather to show how capability assessment is linked to the requirements defined
by some assessment framework. In this work, we specifically consider the Requirements defined by the ISO/IEC
33020 [6] assessment framework for business process capability assessment. Note that, in the specialisation we are
considering Process Capability as theQuality Characteristic to be assessed, since the assessed entity is a single Business
Process. Regardless of the assessment scope, in all cases there is a list of Requirements that define the Quality Attribute
to be evaluated during the assessment.

As shown in Figure 1, a relevant component of the assessment is the assessment framework, which is a document
that provides a schema to be used for characterising some qualitative or quantitative characteristic of an assessed
entity, it includes a list of generic requirements that the entity must fulfil. It also includes the results calculation and
determination methods, which are not shown in the model for the sake of simplicity. In this context, the requirements
define a list of criteria that the Assessed Entity must fulfil in order to reach a certain level of quality or compliance to
some regulation or standard. For business processes, an assessment framework often clarifies relevant elements of the
process including actors, goals, objectives, requirements and key performance indicators in addition to the elements
described previously.
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Figure 1: An overview of the elements of an assessment. The model is specialised for Business Process Capability
Assessment.

A well-known maturity model that includes an assessment framework is the Capability Maturity Model Integration
(CMMI) [20]. It is a de facto standard that defines global best practices and a list of maturity levels to define thematurity
of an organisation. The official assessment framework to guide CMMI assessments is the Standard CMMI Appraisal
Method for Process Improvement (SCAMPI), which provides guidelines to perform appraisals grouped into three
categories according to the level of formality of the evaluation: SCAMPI A, SCAMPI B, and SCAMPI C. On the other
hand, the ISO/IEC 33020 [6] standard is a Process Assessment Measurement Framework that defines a list of process
capability levels in which each level groups one or more Process Attributes that define a list of Indicators (defined
in ISO/IEC 330xx standards as Process Attribute Outcomes) to evaluate a business process, which are requirements
themselves. It also provides a result calculation method. Note that this naming and conceptualisation of an assessment
framework could change depending on the maturity model or standard used as point of reference. For the purpose of
this research work, we use the concepts proposed by the ISO/IEC standard 330xx series since it is a well-known and
established international standard that is widely used in the literature.
2.2. Enterprise Modelling

A modelling language is a language composed of a set of elements, with which a model can be described, that
express information regarding the structure of a system or its behaviour [21]. The elements of a modelling language
are represented through a syntax that provides a description of the modelling method and the rules to combine the
modelling elements, the semantics, which describe the meaning of those elements, and the notations, which define
their visual representation [21]. Every element of the syntax of a modelling language requires the definition of its
semantics to represent its meaning and a notation defining its visual representation [21].

The elements of a modelling language are graphically represented in Figure 2. Note that the language is considered
as a component of a Modelling Technique, which itself is a component of a Modelling Method that also defines Mech-
anisms and Algorithms used for modelling, which provide the functionality to use and evaluate the models [21]. The
method essentially provides help to modellers who use one or more modelling languages and describes the activities to
be performed for the development and validation of a model [22]. Another component of the Modelling Technique is
the Modelling Procedure, which defines the steps that must be performed for applying the language to generate models.

An enterprise model is a structured representation of the state of an enterprise considering one or more organi-
sational aspects such as processes, structure, information, resources, goals, constraints and government activity [9]
as a means of understanding and analysing the enterprise [23]. The objective of enterprise models is to provide or-
ganisations the capability to perform enterprise design, analysis and operation with models as foundation, following
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Figure 2: Elements of a modelling language and other related aspects (adapted from [21]).

a model-driven approach [9]. Moreover, enterprise modelling is considered as an efficient tool to represent and exter-
nalise the knowledge of companies with the purpose of understanding and analysing their operations, and designing
novel systems from different perspectives: functions, processes, decisions, resources, information technology [24].
Thus, the purpose of an enterprise model is to reflect relevant features and characteristics of a system that is the ob-
jective of [10]. In this sense, a model is an abstraction of one or more aspects of a real-world system, situation or
phenomenon [10]. Hence, it serves as a approximation of the reality at a given point of time.

In this sense, modelling languages are tightly connected to enterprise models since they provide the elements
required to describe them. Indeed, enterprise modelling uses multiple languages, methods and tools to support the
enterprise engineering process, which is a strategic large-scale design effort that allows to enterprises to act, in an
integrated and coherent manner, towards the achievement of the business goals [25].

Enterprise Models are expressed using semi-formal Enterprise Modelling Languages (EML) [10] or with simple
graphical notations. Different types of models can be obtained through the use of EMLs such as resource models,
organisational models, structural diagrams, control sequence diagrams, among others [10]. Enterprise models can
be processed by computers and they can have static or dynamic nature, depending on the purpose of the model [10].
Moreover, they have proven to be useful in several areas that comprise the design, engineering, operations, monitoring
or maintenance activities of enterprise systems, and data collection and analysis architectures [10, 26].

In enterprise modelling, languages and frameworks for modelling must rely on general principles such as model
accuracy and relevance, and more specific ones described as follows according to [10], which were summarised from
diverse sources [27, 28, 29, 30]:

• Plural nature of enterprise models: given the complexity of an enterprise, several models are necessary to rep-
resent its aspects. Hence, the enterprise model is the combination of these granular models.

• Principle of minimalist ontology: all modelling languages must be defined through a minimal and non-redundant
set of modelling elements, with each one composed of a minimal set of attributes and properties.

• Concept ofmodelling views: efficientmodellingmethods should provide theminimal amount of non-overlapping
views (which can be considered as mechanisms that allow to focus on specific aspects of the system that are the
objective of analysis, excluding others to overcome the complexity of the system) to all relevant aspects of the
studied entity.
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• Concept of modelling levels: they represent levels of abstraction of the model devised for a specific population
of users given by the details of the system to be taken into consideration.

• Separation of enterprise behaviour and enterprise functionality: enterprise behaviour reflects the way the enter-
prise performs its work, whilst the enterprise functionality describes the tasks or activities that are executed to
perform the work. These two concepts should be separated so as to foster enterprise agility.

• Late binding of resources to process steps: resources must not be linked to process steps, and specially not to
activities, in an a priori manner, instead they should be assigned to activities in run-time.

• Fundamental types of flows: enterprise modelling languages and tools should differentiate the material/physical,
information/decision, and control flows that exist in an enterprise. In this sense, two other flows can be consid-
ered, the financial flow and the energy flow, the last one dealing with aspects such as the use of electricity, gas,
etc.

There exists several modelling languages and methods used in the context of enterprises. Unified Modelling Lan-
guage (UML) [31], for instance, comprises a family of languages that were originally intended to specify, visualise,
and document models of software systems but it is widely used for modelling non-software systems, including busi-
ness models. Another family of languages is IDEF (Integrated Computer-Aided Manufacturing DEFinition), which
comprises a family of modelling languages addressing systems and software engineering [32]. These languages cover
several aspects such functional modelling (IDEF0), information modelling (IDEF1), dynamic modelling (IDEF2), data
modelling (IDEF1X), among others. Examples of languages that are more specific for the business context are Busi-
ness Process Model and Notation (BPMN) [11], which provides a graphical representation of business processes in a
business process model; and ArchiMate [12], which provides means to describe, analyse and visualise the architecture
of an enterprise through a broad view based on separating enterprise aspects into layers. Likewise, ARIS (Architec-
ture of Integrated Information Systems) [33] also provides methods to perform analysis of business processes from a
holistic perspective. It is based on a five-view architecture known as ARIS house, which is composed of the follow-
ing views: organisation, data, product/service, function, and process. The idea behind this segmentation is to reduce
the complexity of the model with the objective to simplify the modelling process. ARIS is strongly associated to the
Event-driven Process Chains (EPC) modelling language [34], which was developed within the framework of ARIS.
It allows to represent events, functions and other modelling elements such as process owner, logical connectors and
relationships, etc., with the purpose of describing business processes. In this context, the large amount of modelling
languages that emerged throughout the years fostered the development of a hub able to integrate different modelling
languages, thus the Unified Enterprise Modelling Language (UEML) was proposed [35] with the objective to serve
as an interface between enterprise modelling languages, tools, and frameworks [36]. On the other hand, considering
a Computer-integrated Manufacturing (CIM) context, the GRAI method [37] was devised to design models describ-
ing decision systems. GRAI models are composed of a macro reference model for manufacturing systems, which is
decomposed into a decision sub-system, an information sub-system and a physical sub-system; and a micro reference
model, which allows to represent internal elements of a decision centre. Originally, GRAI was developed with a focus
on the modelling of Production Management Systems, but it was extended during the following years to consider the
entire Manufacturing System. This resulted in GIM (GRAI Integrated Methodology), which is intended to support the
design of Integrated Manufacturing Systems with the objective to deduce the specifications of such type of systems
[38]. Another modelling approach focused on enterprise integration is CIMOSA [39], which structures a CIM system
as a set of processes that intercommunicate and are executed by a set of functional entities [40]. CIMOSA proposes
a paradigm based on an event-driven process-based modelling approach with the objective to include requirements
definition, system design and implementation description [41]. The CIMOSA languages allow to represent different
modelling levels considering business processes at the core of the modelling approach. It includes workflow, func-
tional, information, resource, and organisation languages. In the context of assessments in organisations, enterprise
models are one of the data sources that can be collected and processed to provide the assessment results. Among other
factors, the information provided by a model is highly dependant on the modelling language used to design it. For
instance, BPMN is strongly focused on describing process execution aspects, whilst ArchiMate provides a more global
view of the relationships between architecture domains through a layer-based structure.

For more information regarding the contributions and relevant research addressing enterprise modelling of the last
four decades we foster the reader to refer to the works by [24] and [10].
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2.3. Modelling Languages
This work is specifically focused on two modelling languages: BPMN and ArchiMate. In this section we present

a brief description of each of them.
2.3.1. Business Process Model and Notation (BPMN)

BPMN is a standard for business process modelling. Its primary goal is to provide a notation that could be under-
standable by all business users comprising business analysts, technical developers responsible for implementing the
technology that will perform or provide assistance to perform processes, and business people responsible for managing
and monitoring processes. It also has the objective to ensure that XML languages designed to execute business process
can be properly visualised [42]. BPMN defines a Business Process Diagram (BPD) based on a flowcharting technique
that allows to create graphical models describing business processes [43].

The BPM specification is structured in layers inwhich there is aCore layer including themost fundamental elements
of the modelling language, these elements are required for constructing BPDs [42]. The Core layer contains three
sub-packages: (1) Foundation, including the fundamental constructs needed for BPMN, (2) Service, including the
fundamental constructs needed for modeling services and interfaces, and (3) Common, including classes that are
common to the layers of Process, Choreography, and Collaboration. The three packages mentioned before include the
core elements to define BPDs, we briefly describe each of them next.

Process. It describes a sequence of Activities in an organisation. It is depicted as a graph of Flow Elements
that could be Activities, Events, Gateways and Sequence Flows. Processes can be represented at any level of the
organisation, from enterprise-wide Process to Processes performed by a single person.

Choreography. It is a type of process but it is different from a standard Process in terms of purpose and behaviour.
It is devised for formalising the manner business Participants coordinate their interactions, its objective is not to
orchestrate the work performed by the Participants but to reflect the exchange of information (Messages) between
them.

Collaboration. It contains classes useful for modelling Collaborations, which is a set of Participants shown as
Pools and their interactions, represented through Message Flows. A Collaboration could also include Processes within
the Pools and/or Choreographies between the Pools.

Each layer contains its own set of modelling elements that allow to define BPDs for specific needs. In this work,
we focus on the Process package since the method validation presented treats elements within this package. However,
we argue that the proposed approach could also be suitable for the treatment of BPDs with elements from the Chore-
ography and Collaboration packages as well. For a more detailed description of the elements included by each layer
we encourage the reader to refer to the original BPMN specification [42].
2.3.2. ArchiMate

ArchiMate is a modelling language that provides a set of default elements for describing, analysing and com-
municating diverse aspects of Enterprise Architecture. The design of the language has started from a set of generic
concepts, which have after been specialised towards application at different architectural layers [12]. Figure 3 presents
the organisation of the layers within the scope of the ArchiMate framework [44].

The layered-structure of the framework is intended to represent enterprise elements with different levels of abstrac-
tion. The core layers of ArchiMate are:

• Business Layer: describes business services offered to customers, which are realised by business processes
performed by business actors.

• Application Layer: describes application services supporting the business, and the applications that allow to
realise those services.

• Technology Layer: describes technology services needed to run the applications, and the computer and com-
munication hardware and system software that realise those services. Moreover, physical elements are also
included, and they can be considered as a sub-layer from the Technology Layer.

In addition of the three core layers, the full ArchiMate framework adds two more layers:
• Strategy Layer: provides elements to model strategic directions and choices.
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Figure 3: Framework of ArchiMate (adapted from [12]).

• Implementation and Migration Layer: includes elements for modelling migration planning, and implementation
programs and projects to support program, portfolio, and project management.

Moreover, as part of the full framework ArchiMate also allows to represent the Motivation elements that drive the
design and operation of the enterprise. They describe the way the Enterprise Architecture is aligned to its context. The
stakeholder, value, meaning, driver, assessment, and goal elements are some examples of Motivation elements.

The framework also includes the following aspects that are represented as columns in Figure 3:
• Active Structure: represents structural elements such as business actors, application components, devices that

display behaviour, etc.
• Behaviour: represents behaviour of the actors in the form of processes, functions, events, and services. Structural

elements are assigned to behavioural elements.
• Passive Structure: represents the objects that onwhich a behaviour is applied. In general, objects from the passive

structure aspect are information objects or data objects from the Business and Application layers, respectively,
but they can also represent physical objects.

Note that ArchiMate also supports Composite Elements, which are elements that do not fit into a single aspect but
instead they are a combination of two or more aspects. On the other hand, it is worth mentioning that ArchiMate does
not require the modellers to use specific structures or layouts such as the one presented in this section. The framework
acts as a mean to categorise and organise the available elements of this language. For an extended description of
ArchiMate, the reader may refer to the ArchiMate specification 3.11.
2.4. Related Work

The relationship between enterprise models and the assessment process has been addressed in the literature during
the recent years. Specifically, enterprise models are often used as base to provide an evaluation of the state of certain
organisational aspect through an assessment methodology. The work by [45], for instance, presented an approach to
perform maturity assessment of information governance through the analysis of enterprise architecture models and
descriptive logic. The approach was based on using ontologies to represent enterprise architecture models of organi-
sations through a converter, and executing descriptive logic queries obtaining results that were analysed after to obtain

1https://pubs.opengroup.org/architecture/archimate3-doc/toc.html
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the assessment results. In [46], an ontology-based privacy compliance checking approach to detect possible privacy vi-
olations in clinical workflows was proposed. The Privacy-aware Clinical Workflow (PaCW) Ontology was introduced
in the work. It is based on the Privacy Ontology and the BPMN Ontology, and it is extended with principles based on
the General Data Protection Regulation (GDPR) 2. The paper also presents a tool that allows inferring using BPMN
models and checking if it is compliant with the GDPR regulation. On the other hand, [47] introduced a methodology
that relies on dependency analysis to identify entities that are dependent on other entities to assess the impact of the
changes in business process models. For this purpose, an ontology describing dependency relationships was defined.
The model was devised to serve designers and business experts to estimate risks associated with changes in processes
along with the inherent implementation efforts. The work uses the ontology defined in [48], which contains definitions
of BPMN concepts and it was extended to contain dependency relations. In [49], the authors proposed an enterprise
architecture meta-model of ISO 27001 [50] and its mapping to COBIT 53 to be used as a complement of textual repre-
sentations. The work aimed to facilitate the COBIT 5 and ISO 27001 simultaneous assessment, with the objective to
evaluate Enterprise Governance of Information Technologies. Finally, the work by [51] explores BPMN diagrams and
Business Rules (BR) to be used for Knowledge Management. The framework presented in the work is based on the
combination of BPMN and BR as a tool for KnowledgeManagement and it considers specifically the formal knowledge
and not the internal knowledge from the individuals of an organisation. The framework is not intended for concrete
assessment activities of business processes but it focuses on providing formal knowledge for Knowledge Management
that could be useful for assessment activities.

The research work described above intended to support the assessment process using enterprise models as assess-
ment evidence. In some cases, ontologies and rule-based systems are used to support a more automated assessment.
Likewise, some works have also aimed at evaluating modelling languages or techniques that are able to automatically
provide models using some kind of input data. In [52], for instance, the potential of Process Mining [53] to support
software process assessment and improvement approaches has been addressed. Generic Practices of the Capability
Maturity Model Integration [20] has been analysed by the authors, with the objective to define which Generic Prac-
tices can be answered with models obtained by applying Process Mining techniques on process logs. The analysis, in
this case, was more focused on the Process Mining methods rather than on enterprise models or modelling languages.
On the other hand, [54] defined the notion of Multi-View Modeling (MVM) capability and proposed a formalised
description based on Extended Backus Naur Form (EBNF) to be used as basis for assessing the MVM capability of a
modelling method and identifying requirements to achieve it.

To the best of our knowledge, there is no research work that specifically deals with the evaluation of the elements
defined in enterprise models to answer the requirements defined by an assessment framework in order to perform en-
terprise assessment. In this context, enterprise models are used as evidences during an assessment to verify to which
extent an assessed entity is mature. As a first step to perform the assessment, it is necessary to understand if the mod-
elling language used to represent the available enterprise model provides the elements that allow to verify a set of
requirements. The second step implies the proper verification of the enterprise model, considering only those require-
ments that can, indeed, be checked through the analysis of the model. This work deals with these steps, proposing a
structured approach based on a requirements decomposition method [55], and a requirement and modelling elements
matching approach based on the Goal Question Metric (GQM) paradigm [56]. It is worth mentioning that the main
contribution of this work is the evaluation pipeline introduced in the next section. The approach is intended to be
generic enough to serve as tool that can be used for the analysis of different modelling languages and assessment
frameworks. In this work, we use the ISO/IEC 33020 assessment framework and the BPMN and ArchiMate languages
as objects of analysis to test the applicability of the proposed approach. Moreover, the result of this analysis can also
be viewed as a proper contribution, since it is composed of a list of atomic requirements defined in the standard that
can be answered by these languages. The list can be used for future assessments to target only those requirements that
are able to be seen by inspecting models that were designed using those languages.

3. Methodology
This work introduces a method devised to define the linkage between two elements: assessment frameworks and

enterprise models. The main objective is to provide means to identify if the requirements defined within the scope of
an assessment framework can be answered by the modelling elements of enterprise models defined through the use

2https://gdpr.eu
3https://www.isaca.org/resources/cobit
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of some modelling language. This will allow assessors to understand a priori which enterprise models are relevant
to check the requirements defined by the assessment framework taking into consideration to the modelling language
used to represent them, thus improving the verification step of the available models during an assessment. Figure 4
presents a meta-model describing an overview of the aspects that must be considered for the analysis of both, enterprise
models and modelling languages. We use the Unified Modelling Language (UML) diagram [31] to visually represent
the elements of the meta-model.

answers
*

*

Requirement

represents
1..*1..* Modelling

Element Notation

Semantics

Syntax

defines 11..* Modelling
Language

Enterprise
Object

defines

*

*

Assessment
Framework

interacts

1..*

1..*

Figure 4: Relationship between the requirement of the assessment framework and the Element of the modelling lan-
guage.

Note that the meta-model is composed of the main elements presented in figures 1 and 2. The main element of
the meta-model is the Enterprise Object (EO) and the interactions between EOs. In the context of our approach, an
EO represents any tangible or intangible entity that can be represented through a modelling language element, so as to
reflect the accomplishment of a requirement defined by an assessment framework. The naming EO has been previously
introduced in [57] in the context of software engineering. Note that the interaction between EOs could also provide
answer to the requirements. EOs and their interactions can be viewed as drivers of the achievement of requirements.
The main intuition behind our approach is that if a specific EO (or the interaction between EOs) can be represented
through one or more elements of a modelling language, then the requirement can be answered by models defined using
the elements of this language.

The relevance of EOs lies on the possibility to define concepts and their properties without the necessity to depend
on a specific modelling language. Moreover, the measure of the quality of an EO depends on the level of abstraction
used to represent it. In this sense, the level of abstraction of an EO must be such that the EO represents a concrete
example of an enterprise element that can be further instantiated to modelling elements or their interactions (for EO
interactions) from different modelling languages. This is essential to define if a language supports a certain requirement
defined by some assessment framework.

An example of EO could be as follows: physical or digital work product. Note that the EO is abstract enough to be
able to be represented using elements from different modelling languages. Considering, for instance, the ArchiMate
language, the Work package, Deliverable, Business object, Data object, and Artefact elements can represent such EO.
On the other hand, if BPMN is considered, the Data object element allows to represent the EO.

The evaluation process initiates with the selection of the modelling language M and the assessment framework
F , which contains a list of requirements. Once F is chosen, the requirements defined by the framework must be
decomposed into a list R of atomic requirements [r1, r2, ..., rn] ∈ R, which are defined as requirements that cannot be
broken down into smaller ones, similar to atomic statements in logic [58].

After, a requirement r ∈ R is selected and at least one Enterprise Object e must be generated with the objective to
be linked to r. The condition of e is that it must be able to answer r. This allows to use EOs act as connections between
requirements and the modelling language that is being analysed. If there are one or more elements or interaction of
elements of the language that can represent the EO, we assume that the requirement can be answered (at least partially)
by the language. If at least one e that answers r exists, the requirement is added to a list of supported requirements. Else,
the requirement is considered as not supported by the language. This process must be repeated until all requirements
in R have been analysed. Figure 5 presents this process graphically.
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Figure 5: Overview of the evaluation process.

Among the steps of the proposed methodology, we identify two particularly relevant tasks to provide satisfactory
matching between requirements and modelling elements: (1) Requirements Decomposition, and (2) Requirement and
modelling language matching. In the following sections we describe those tasks in detail.
3.1. Requirements Decomposition

This task is based on decomposing or refining a requirement with a high level of abstraction into indivisible re-
quirements, named atomic requirements. These atomic requirements are represented using a formal mathematical
expression. Formalised requirements allow them to be processed automatically or semi-automatically. In the scope of
our approach, they can be matched with EOs that are able to answer them.

To performRequirements Decomposition we rely on the approach proposed in [55], which was successfully applied
to different contexts in the literature such as software analysis [59] and interoperability assessment [58]. The method
allows to perform requirements decomposition and formalisation through a data structure called Pseudo-Requirement
Graph, which considers two types of objects: Pseudo-Requirements and Refinements. A pseudo-requirement is either
a full requirement, a sub-requirement or an atomic requirement. The Refinement, on the other hand, holds the logical
base information that is useful for the traceability of the decomposition process. The process is top-down, starting
from the high-level requirements and ending with the formalisable atomic pseudo-requirements. Figure 6 presents an
overview of the main tasks of the process.

The process initiates with the selection of the pseudo-requirement to be analysed, which is then decomposed into
sub-requirements (there are two sub-requirements in the figure to serve as example). Note that the elements of this
approach (pseudo-requirements and refinements) are formally represented through the Pseudo-Requirement Graph.
Each pseudo-requirement is associated to three items: Desc, its informal description; F, its formalisation in terms of
CTL* [60], an extension of CTL (Computation Tree Logic) [61]; and finally its Type, that could be a Req, which
is the proper requirement with a high abstraction level; a Part, which is a pseudo-requirement that is only a part of
a requirement; and an Atom, which is a pseudo-requirement that cannot be decomposed any further. On the other
hand, a refinement has four elements or properties: What, describing what part of the pseudo-requirement is refined;
Why, explaining why the refinement is relevant; How, describing the result of modifying what is defined by the What
property taking into consideration what is explained by the Why property; finally, the Link property is a CTL* formula
M. Romero et al.: Preprint submitted to Elsevier Page 11 of 29
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Figure 6: Overview of the requirements decomposition and formalisation through the Pseudo-Requirement Graph-
based approach. We use dotted lines and boxes to describe the properties of the output artefacts of the activities of the
model.

describing how the initial Pseudo-Requirement is formally related to the refined one.
It is worth mentioning that there are categories of refinements, the most common ones are: Decomposition, which

refers to a pseudo-requirement that is decomposed into more than one part; Precision, when the pseudo-requirement
must be precised or clarified; Abstraction, when the pseudo-requirement is described in too much detail that it falls
outside the scope of the system that is being studied; and Correction, which is applied when the pseudo-requirement
is incorrect. Note that more categories can be defined depending on the needs of the problem to be addressed. On the
other hand, when defining the CTL* formulas to formalise the requirements, logical connectors such as conjunction (∧),
disjunction (∨), implication (→), or negation (¬) can be used. Among the available CTL* connectors, two particularly
relevant ones are the temporal modal operators X, which can be read as "next", and U, which can be read as "until".
The former implies that the proposition � has to hold at the next state if X is applied to it (X �). The later means that
for two propositions, � and  , that are connected through U (� U  ), � has to hold at least until at some position  
holds. This adds the possibility to formalise temporal conditions, which are often present in requirements definitions.

Figure 7 shows an example of the decomposition of a pseudo-requirement that starts as a full requirement Rq. A
refinement is applied and it has two categories: Precision and Abstraction, which could have been separated into two
different refinements. This is not done in the example tomaintain the simplicity. The refinement is of category Precision
because we derive a new requirement from it (Rq2), and Abstraction because the original requirement is simplified
to a new one with the same meaning (Rq1). These two pseudo-requirements are joint through the connector U (Rq2
U Rq1) since in order to identify competencies and roles for a standard process (Rq1), that standard process must be
first defined (Rq2). Note that U is specifically useful for this case since Rq2must hold true until Rq1 takes place. The
pseudo-requirement Rq1 is then decomposed to obtain Rq11 and Rq12, which are already atomic requirements. On
the other hand, we apply a refinement on Rq2 of type Precision, since more requirements can be derived from it: the
definition of a standard process implies the definition of its activities, sequence of activities, process outcomes, etc.
Hence the requirement is extended to consider these aspects. Finally, a final refinement is applied to decompose Rq2
into six additional requirements that are atomic: Rq21 to Rq26.

The result of the decomposition and formalisation process is a list of formalised atomic requirements that can be
used in the next step of the methodology. We foster the reader to refer to the original paper [55] for more details
regarding the Pseudo-Requirement Graph approach. For simplicity, we refer to the atomic requirements obtained
through the approach described in this section simply as requirements in the following sections.
3.2. Requirement and modelling elements matching

The core of the methodology is the requirement and modelling elements matching. It is based on the Goal Question
Metric (GQM) paradigm [56], which is a systematic approach for defining and evaluating a set of goals through some
measurement mechanism. The paradigm was used in [52] to assess the Generic Practices of the Capability Maturity
Model Integration [20] that can be addressed through the use of Process Mining methods [53]. This approach is
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Category:	Precision	+	Abstraction
Why:	A	standard	process	has	to	be	defined	in	order	to	check	if
competences	and	roles	are	identified	within	it.	Moreover,	the
description	of	the	requirement	is	simplified	to	be	clearer.	
How:	Define	another	requirement	for	the	definition	of	the	standard
process.	The	new	requirement	is	connected	through	U	to	the	first	one.
Link:	Rq2	U	Rq1

Category:	Precision	
Why:	To	define	a	standard	process,	it	is	necessary	to	define	aspects
such	as	the	sequence	of	activities	to	be	performed,	process	outcomes,
process	rules,	expected	work	products,	and	restrictions	of	the	process
(if	there	is	any).
How:	Represent	each	of	this	aspects	through	a	more	detailed
description	of	the	requirement.

Desc:	Required	competencies	and	roles	for	performing	the	process	are
identified	as	part	of	the	standard	process

Rq

Category:	Decomposition	
Why:	The	requirement	is	composed	of	sub-requirements	that	can	be
isolated	to	generate	atomic	requirements.
How:	Consider	each	element	before	the	comma	separator	as	a
requirement.	The	comma	acts	as	the	AND	operator.
Link:	((Rq21	U	Rq22)	∧	Rq23	∧	Rq24))	U	Rq25

Desc:	A	standard	process	must	be	defined
including	its	activities,	process	outcomes,	rules,

work	products,	and	restrictions.

Rq2

Desc:	A	standard	process	must	be	defined

Rq2

Category:	Decomposition	
Why:	The	definition	of	the	required	competencies	can	be	considered
as	a	requirement,	whilst	the	definition	of	the	roles	can	be	viewed	as
another	one.
How:	Create	two	separate	requirements	connected	through	AND.
Link:	Rq11	∧	Rq12

Desc:	Activities	of	the
standard	process	must	be

defined.

Rq21

Desc:	Rules	of	the
standard	process	must	be

defined.

Rq24

Desc:	Sequence	of
activities	of	the	standard
process	must	be	defined.

Rq22

Desc:	Work	products	of
the	standard	process	must

be	defined.

Rq25

Desc:	Restrictions	of	the
standard	process	must	be

defined.

Rq26
Desc:	Competencies	of	the
standard	process	must	be

defined.

Rq11

Desc:	Roles	of	the
standard	process	must	be

defined.

Rq12

Desc:	Competencies	and	roles	of	the	standard
process	must	be	defined

Rq1

Desc:	Process	outcomes	of
the	standard	process	must

be	defined.

Rq23

Formalised	Requirement
F:	(((Rq21	U	Rq22)	∧	Rq23	∧	Rq24))	U	Rq25)	U	(Rq11	∧	Rq12)	→	Rq

Figure 7: Example of the decomposition of a requirement Rq.

considered as a starting point of the requirement and modelling elements matching step of our work.
The application of GQM allows to have a model with three levels: Conceptual Level (Goal), in which a goal is

defined for an object relative to some environment; Operational Level (Question), which defines a set of questions that
are used to characterise the way the goal is achieved; and Quantitative Level (Metric), which defines a set of concrete
data that is associated to the question and allows to answer it [56]. A Goal can derive one or more Questions, and the
Question can derive one or more Metrics. Thus forming a hierarchical structure in which the level of abstraction is
reduced from top to bottom.

Similarly to [52], considering the EO and requirement matching scenario, the Goal g represents whether a require-
ment r defined in the assessment framework F is achieved, and to which extent r is accomplished. The Question q is
derived from each r. Ideally, each Requirement r should introduce only one question, since we part from the idea that
requirements are already atomic. However, for certain requirements this may not hold true and they could be linked to
more than one question. The Metric m is composed of one or more EOs e that allow to answer each q, if an e can be
represented through elements from the modelling languageM , then q is supported byM and g is visible through the
language. Figure 8 graphically presents the relationships described before.

Note that once every visible g addressing a r is obtained, an aggregationmethod to define if some global requirement
has been achieved can be applied, given that all r are atomic and, in some cases, they may have been part of a bigger
requirement. However, aggregation is not considered in our method since it depends on the specific F used and on the
manner that the results will be presented to the stakeholders.

4. Method Validation: Analysing BPMN and ArchiMate considering ISO/IEC 33020
To validate our approach, we followed a strategy based on analysing the adequacy of the BPMN and ArchiMate

modelling languages to answer requirements from the ISO/IEC 33020 standard Measurement Framework [62] for
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Figure 8: The Goal Question Metric paradigm within the scope of our approach.

process capability assessment, which is described in Section 4.2. Note that the version of the standard that was chosen
is the one from 2015, which was selected considering the experience of the authors at performing assessments in the
industry using this particular version. Thus, it is a well-known document for the assessment team. However, the
approach introduced in the previous section is intended to be independent from the version or type of assessment
framework that is used, as long as it includes a set of requirements that must be checked during an appraisal. Some
assumptions regarding the modelling languages used for the validation are introduced in Section 4.1. The expected
result of the validation is a list of Process Attributes from the standard that can be answered through ArchiMate and
BPMN models. We present the list in Section 4.3 with the analysis of the results.
4.1. Considerations

Following our proposed approach, we make five Assumptions regarding BPMN for our validation:
• We consider the elements of BPMN, version 2.0, without any extension.
• BPMN models describing the Business Process are semantically and syntactically correct.
• There is at least one BPMNmodel describing the assessed Business Process that is the object of the assessment.
• The BPMNmodels are a reflection of the reality. Hence, information presented in the models are valid to answer

the requirements defined by the assessment framework.
• The BPMN models are used to represent the assessed Business Process without considering any other external

process that are not explicitly related to the assessed process. This is, non-functional aspects of the process.
Note that the last assumption is perhaps the most complex and it requires a more detailed explanation. We make

this assumption considering that it is unlikely to find a BPMNmodel in an enterprise describing non-functional aspects
of a process. In general, BPMN is used to describe the elements that are directly associated to the process execution.
For instance, information related to goals or business strategies are not reflected, even though they could be somehow
implicitly addressed using the modelling language. For instance, it is possible to define a BPMN model describing
the sequence of tasks that are performed during the definition of the goals of the enterprise, thus reflecting a non-
functional aspect of the assessed process, which may have a direct influence on the final process design and execution.
Notwithstanding, we assume the nonexistence of such models and we assume only the existence of models explicitly
reflecting the execution aspects of the assessed process.

On the other hand, considering ArchiMate, the following Assumptions are made:
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• We consider elements of ArchiMate, specification 3.1, without any extension.
• The ArchiMate model is semantically and syntactically correct.
• There is at least one model describing some aspect of the Business Process that is the object of the assessment.

We consider elements from all aspects that can be used to represent a process.
• The ArchiMate model is a reflection of the reality. Hence, it presents the As-Is state of the process, not the

To-Be.
4.2. ISO/IEC 33020 Measurement Framework

ISO/IEC 33020 is an International Standard that defines a Measurement Framework for measuring the process
quality characteristic of process capability [62]. It defines Process Capability on a six point ordinal scale with a
hierarchy based on the following levels: Level 0 ( Incomplete Process), Level 1 (Performed Process), Level 2 (Managed
Process), Level 3 (Established Process), Level 4 (Predictable Process), and Level 5 (Innovating Process). Each level
defines a set of Process Attributes (PAs) and the framework establishes a set of Indicators that represent their full
achievement. For instance, for Level 2 (Managed Process), one of the PAs is the Work Product Management Process
Attribute, which is a measure of the extent to which the work products produced by the process are appropriately
managed, and it contains the following Indicators of the achievement: (1) requirements for the work products of the
process are defined; (2) requirements for documentation and control of the work products are defined; (3) work products
are appropriately identified, documented, and controlled; (4) work products are reviewed in accordance with planned
arrangements and adjusted as necessary to meet requirements. In the context of our methodology, the Indicators of the
framework are analogous to the requirements that must be refined during the first step of the approach.

Table 1 presents the PAs from the framework and the number of Indicators for each of them, a total of 43 Indicators
are defined in the standard. We exclude Level 0 in the table, since at that level the standard defines that there is little
or no evidence of any systematic achievement of the process purpose. Hence, no evidence of achievement of PAs are
present to be analysed.

Id Process Attribute Indicators
1.1 Process performance 1
2.1 Performance management 8
2.2 Work product management 4
3.1 Process definition 5
3.2 Process deployment 6
4.1 Quantitative analysis 7
4.2 Quantitative control 5
5.1 Process innovation 4
5.2 Process innovation implementation 3
Total 43

Table 1: Number of Indicators per Process Attribute (PA) in the ISO/IEC 33020 Measurement Framework. The first
number of the Id in each row corresponds to the Capability Level in which the PA is grouped.

Note that the ISO/IEC 33020 framework also provides a rating scale and a rating method for the PAs, as well as an
aggregation method to define the process capability level. However, these aspects are not within the scope of this work
and they are not addressed in this paper, since our approach is specifically focused on the treatment of requirements
(PA Indicators in the validation). On the other hand, although the standard defines Indicators up to Level 5, we only
use those from Levels 1 and 2 to validate the proposed approach, which we consider as sufficient to demonstrate the
functioning of the method.
4.3. Results and Discussion

We applied the methodology proposed in Section 3 for each Process Attribute defined for the Levels 1 and 2 of the
ISO/IEC 33020 Measurement Framework. The objective was to assess which Indicators of the PAs can be answered
through BPMN and ArchiMate models.
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Requirement Type Why How Link Requirements Round
Rq21a. Objec-
tives for the per-
formance of the
process are identi-
fied.

Precision The performance
could be qualita-
tive or quantita-
tive. The require-
ment must be de-
fined accordingly.

Include descrip-
tion of qualitative
and quantitative
performance in
the requirement.

Rq21a Rq21a. Qualita-
tive and quantita-
tive objectives for
the performance
of the process are
identified.

1

Rq21a. Qualita-
tive and quantita-
tive objectives for
the performance
of the process are
identified.

Decomp There are two
requirements,
one referring to
qualitative perfor-
mance objectives
and the other to
quantitative ones.

Two new require-
ments are derived
from Rq21a.

Rq21a1
∧
Rq21a2

Rq21a1. Qualita-
tive objectives for
the performance
of the process are
identified.
Rq21a2. Quanti-
tative objectives
for the perfor-
mance of the
process are identi-
fied.

2

Table 2: Requirements decomposed from the first Indicator of Process Attribute 2.1 (Performance management) from
the ISO/IEC 33020 standard. A precision of the Indicator has been made in round one of the decomposition, and a
decomposition has been performed in round two, generating two new requirements from the initial Indicator. The full
formalisation of the Indicator is as follows: Rq21a1 ∧ Rq21a2 ⇒ Rq21a.

In the context of our method validation, the Indicators of the standard are considered as the original requirements.
The first step was based on decomposing those Indicators to obtain atomic requirements. An example of requirement
decomposition is shown in Table 2, which presents the decomposed requirements from the Indicator 2.1.a of PA 2.1,
it is based on the requirement decomposition method presented in Section 3.1. The table presents the What, which
is the pseudo-requirement to be decomposed. Note that in the first round of the decomposition process, the pseudo-
requirement is the Indicator. The Type of decomposition is Precision in the first round and Decomposition in the
second round. The Why explains the relevance of applying the decomposition on the requirement. The How explains
details regarding how the decomposition is performed. In round one, the original requirement is extended to consider
performance in quantitative and qualitative terms. In round two, the extended requirement is decomposed so as to
reach the atomic state. The Link formally defines the new requirement. Note that in the second round, the link
shows a connection between the two atomic requirements Rq21a1 and Rq21a2 through the logical ∧ connector. This
is particularly relevant when analysing the global achievement of the original requirement: with the ∧, both atomic
requirements must be fulfilled to satisfy the original requirement Rq21a. If other connectors are used, the conditions
for satisfying it could vary.

Once the list R composed of atomic requirements related to the Indicators of the standard is obtained, we analysed
the capability of the modelling languageM to support the requirements. For each atomic requirement r, we define a
Goal g, which in our case always refers to the capability of the language to represent an EO related to r. After, we
define the Question q, which is derived from g and it introduces the expected EO that is linked to g. Note that, in
some cases, g already introduces the EO and q is only a re-definition of g using question marks. Specially when g is
simple enough. However, this is not always the case and q allows to define the EOs and EO interactions required to
achieve g. Finally, the Metric m allows to define or specialise concrete EOs and EO Interactions that must be able to
be represented by the language. If they cannot be represented through the modelling elements, then r is not supported
byM . Tables 3 and 4 show the results for some requirements considering the ArchiMate language. Table 3 presents
a scenario in which the requirement is able to be answered by the language, whilst 4 shows the opposite situation.

Note that, in some cases, more than one atomic requirement can be extracted from an Indicator. For instance, the
number of Indicators of PA 2.2 is equal to four, from which a total of 14 atomic requirements were extracted. Table 5
shows the requirements extracted from each Indicator of the PA. It is worth mentioning that some atomic requirements
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Requirement r Rq21d11. Qualitative performance of the process must be adjusted to meet qualitative performance
plans.

Goal g Activities to adjust qualitative performance and their link to plans can be represented.
Question q Can adjustment activities of qualitative performance and their link to plans be represented?
Metric m EO defines an activity to adjust the process considering the EOs defining qualitative performance

plans. EOI defines interactions between those adjustment activities. They must be linked to EOs
defining performance objectives or plans.

Modelling Element Business function, Business interaction, Course of action, Contract, Assignment relationship.
Supported by Language Yes

Table 3: Results of the analysis of the ArchiMate language for the requirement Rq21d11, decomposed from the Indi-
cator 2.1.a of PA 2.1 of the ISO/IEC 33020 standard.

Requirement r Rq21f1. Personnel performing the process must have formation for executing their responsibilities.
Goal g The formation of personnel in relation to their responsibilities can be represented.
Question q Can objects describing the formation of individuals, with relation to their responsibilities, be rep-

resented?
Metric m EO representing a set of formations of an individual, or an individual formation. EOI relating a

formation or set to an EO defining individual responsibility or a set of responsibilities.
Modelling Element Not possible to represent formation EO or EO Interaction representing formation of individuals.
Supported by Language No

Table 4: Results of the analysis of the ArchiMate language for the requirement Rq21f1, decomposed from the Indicator
2.1.a of PA 2.1 of the ISO/IEC 33020 standard.

that are equivalent could also be obtained, such is the case for Rq22a1, Rq22b1, Rq22c1, and Rq22d1; and also for
Rq22a2 and Rq22d2.

The table also introduces the formal representation of the Indicator, using as source the atomic requirements de-
composed from it. For instance, for IndicatorRq22b, the expected work products must be first defined (Rq22b1), and it
must hold until the requirements for documentation and control of the expected work products are defined (Rq22b2 and
Rq22b2). This is logically represented using the connectors ∩ and ∧ in the formalisation. Note that this representation
may not be relevant when analysing modelling languages, since the idea is that all atomic requirements must be able to
be represented to check the capability of the language to answer the Indicator (global requirement). However, they gain
utility when performing actual assessments, not only using enterprise models but any form of assessment evidence.
For the example described above, if Rq22b1 does not hold true, there would be no necessity to check Rq22b2 and
Rq22b3: if the expected work products are not defined, aspects such as documentation and control requirements for
those work products cannot be defined either.

Since we aimed at answering which Indicators from each PA of the standard can be answered through a BPMN
or ArchiMate model, an aggregation method was required to obtain a final result per Indicator considering the atomic
requirements extracted from it. Once we obtained the result (defining if the requirement can be answered through some
modelling element) for all requirements r in a list R originated from the Indicator, we aggregated them considering
the aggregation function s presented in Equation 1.

s =

⎧

⎪

⎨

⎪

⎩

Yes, ∀r ∶ (r has e) ∧ (e supported byM)
Partially, ∃r ∶ (r has e) ∧ (e supported byM)
No, otherwise

(1)

The Indicator is supported by the modelling languageM if all requirements have EOs e that are supported byM
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Indicator Requirement Formalised

Rq22a. Requirements for the
work products of the process are
defined.

Rq22a1. Expected work products of the process
must be defined.
Rq22a2. Requirements for the work products of the
process must be defined.

Rq22a1 ∪ Rq22a2 ⇒ Rq22a

Rq22b. Requirements for doc-
umentation and control of the
work products are defined.

Rq22b1. Expected work products of the process
must be defined.
Rq22b2. Requirements for documentation of the
work products must be defined.
Rq22b3. Requirements for control of the work prod-
ucts must be defined.

Rq22b1 ∪ (Rq22b2 ∧ Rq22b3) ⇒
Rq22b

Rq22c. Work products are
appropriately identified, docu-
mented, and controlled.

Rq22c1. Expected work products of the process
must be defined.
Rq22c2. Work products are appropriately identified.
Rq22c3. Work products are appropriately docu-
mented.
Rq22c4. Work products are appropriately controlled.

Rq22c1 ∪ (Rq22c2 ∪ (Rq22c3 ∧
Rq22c4)) ⇒ Rq22c

Rq22d. Work products are
reviewed in accordance with
planned arrangements and ad-
justed as necessary to meet re-
quirements.

Rq22d1. Expected work products of the process
must be defined.
Rq22d2. Requirements for the work products of the
process must be defined.
Rq22d3. Arrangements for work products of the pro-
cess must be planned.
Rq22d4. Work products must be adjusted to meet re-
quirements.
Rq22d5. Work products must be reviewed in accor-
dance with planned arrangements.

Rq22d1 ∪ ((Rq22d2 ∪ Rq22d4) ∧
(Rq22d3 ∪ Rq22d5)) ⇒ Rq22d

Table 5: Requirements extracted from each Indicator of Process Attribute 2.1 (PA 2.1 Performance management) from
the ISO/IEC 33020 standard.

(s = Y es) through its modelling elements. If at least one r is supported (but not all of them), then the Indicator is
Partially visible by M (s = Partially). Finally, if there is no EO supported by the M , the Indicator is not visible
(s = No). Figure 9 presents the overall results for the PAs of the standard from Levels 1 and 2, considering BPMN
and ArchiMate.

Results for BPMN show that the first PA of the ISO/IEC 33020 standard is supported by the language. Within the
Capability Level 1 (Performed process), the PA 1.1 (Process performance) contains only one Indicator, from which
two atomic requirements were extracted. Note that this Indicator is specifically focused on the outcomes of a busi-
ness process and its execution, which are aspects that can be naturally viewed through BPMN models, since they are
specifically devised to represent business process execution aspects. For Capability Level 2 (Managed process), the PA
2.1 (Performance management) contains 8 indicators, from which 32 atomic requirements were decomposed. Results
show that two Indicators are supported by BPMN, four are partially supported and two are not supported. Note that
this PA refers to aspects regarding performance and work product management. In this sense, the Indicators that are
supported by BPMN are those regarding monitoring activities during process execution, the existence of plans and
monitoring activities related to process performance. These aspects can be addressed through BPMN elements such as
Pools, Participants, Activities, Data objects, Data stores, among others. However, more non-functional aspects such as
the extent to which the participants of the process are prepared to execute their responsibilities cannot be represented.
On the other hand, the PA 2.2 (Work product management) puts emphasis on managing work products through the
requirements definition, control activities, identification of relevant work products, among other aspects. A total of
14 atomic requirements were extracted from the four Indicators of this PA. Results show that one Indicator, the one
referring to the identification, documentation and control of work products can be answered through an analysis of a
model, considering that these activities can be represented in BPMN in execution time through Tasks, Data Objects,
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Figure 9: Results obtained through the analysis of the BPMN and ArchiMate modelling languages following the
proposed methodology.

Data Stores, etc. The rest of the Indicators can only be partially answered through BPMN models. On the other hand,
considering the ArchiMate language, results show that, similarly to BPMN, the elements of ArchiMate are able to
represent EOs linked to requirements from PA 1.1 satisfactorily. However, it allows to answer more Indicators from PA
2.1 (with six Indicators that can be fully viewed through ArchiMate models and only one that can be Partially viewed).
Moreover, it gives full support to view the accomplishment of the atomic requirements derived from the Indicators of
PA 2.2.

The method validation presented in this section allowed to validate our approach and it provides a concrete view of
the capabilities of BPMN and ArchiMate to answer Indicators defined in the ISO/IEC 33020Measurement Framework
for Process Capability Assessment from Levels 1 and 2. Results showed that models defined using the ArchiMate
language provide an extended view of the requirements derived from the Indicators of the standard when compared
to BPMN. Nevertheless, since not all Indicators can be answered through the models defined in ArchiMate, other
sources of information must be analysed in order to address them when performing assessments. These results can be
considered as expected ones, given that ArchiMate was originally devised to cover enterprise aspects from a holistic
perspective. We argue that similar outcomes are likely to be obtained if modelling languages (and their integration)
used in the context of multi-viewpoint modelling frameworks such as CIMOSA, GIM or ARIS are considered as
objects of analysis. More experimentation could be performed in a future work to validate this hypothesis. On the
other hand, note that the conclusions regarding the studied modelling languages are a priori, which means that the
language provides elements that can be used to describe the requirements but it does not imply that those requirements
are actually present in the models defined by an enterprise. In such case, a detailed analysis of the concrete models
must be performed, which can also be done by following the proposed methodology. This aspect is addressed in the
following section.
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5. Case Study: Assessing Capability Level of a Business Process
The method validation presented in Section 4 showed the Indicators extracted from the ISO/IEC 33020 standard,

considering Capability Levels 1 and 2, that can be answered through BPMN and ArchiMate models. In this section,
we perform a case study based on assessing two models (one for each language) describing a specific process so as
to define which Indicators from the standard are met by it. We specifically perform the assessment of one capability
level for the process. During the analysis, for each Indicator we give a rating based on the scale defined in the ISO/IEC
33020, which is defined as follows: N - Not Achieved, P - Partially Achieved, L - Largely Achieved, F - Fully Achieved.
It is worth mentioning that the assessment team is composed of two of the authors that analyse the model and define
a rating for each Indicator unanimously. Note that the values of the ratings are subject to the experience and expertise
of the members of the assessment team. In this sense, for all assessments it is expected that the ratings given by the
assessors are as objective, impartial and transparent as possible.

The process to be assessed is regarding Samples Management (SM) in a public organisation. It comprises the
activities of reception, treatment, destruction, and returning of different types of chemical samples that are used in the
institution. In this section, we analyse the content of each model to assess if the process complies with the Indicators
that are object of analysis. For this case study we make the following assumptions:

• The model is a reflection of the assessed process. Hence, it is defined with fidelity to the reality showing the
As-Is state, not the To-Be.

• The requirements from the assessment framework that are not able to be seen through the models must be
analysed through other means by the assessors. This is not performed in this case study, since it is not within the
scope of this work. In the case that there is not enough information to provide a proper rating for an Indicator,
the N - Not Achieved rating will be given, considering that the model is the only source of evidence for the
assessment.

• Although the activities and tasks from the process are the same for both models. The ArchiMate model has more
elements from different layers besides the Business Layer in order to take advantage of all available modelling
elements from the language.

The rest of this section presents the analysis of the BPMNmodel. After, the results of the analysis of the ArchiMate
model are presented. Finally, we present a brief discussion addressing relevant aspects of the case study.
5.1. BPMN

The BPMN model is presented in Figure 10. The process starts from the definition of the samples that are needed.
After, the validation and request of the samples is performed. Then the samples are received, checked, and deposited
in a cold room. The samples are then used when necessary and destroyed when it is no longer required. Note that there
are sub-processes such as the use of the samples and the destruction, which are not analysed since they are out of the
scope of the objective of the assessed process.

Since it is already known which Indicators can be viewed through BPMN models, we only focus on them for the
analysis. Moreover, for simplicity, we only consider Indicators from Capability Level 2, namely: PA 2.1.b. Perfor-
mance of the process is planned, PA 2.1.c - Performance of the process is monitored, and PA 2.2.c - Work products
are appropriately identified, documented, and controlled. These Indicators can be fully viewed through BPMNmodels
according to the results obtained in Section 4.

To analyse each Indicator, we use the available information obtained during the analysis of themodelling languages,
presented in Section 4. Specifically, we use the Metric, which is defined by the expected EO for a requirement derived
from the Indicator, and the Modelling Element, which is a concrete expected modelling element from the modelling
language to represent the EO or the EO interaction. The assessors search for the elements in the model, analyse those
that may refer to the requirement, and provide the rating for the requirement according to their perception. Table 6
presents an example of the information used by the assessors to provide the ratings for the Indicators derived from PA
2.1.

It is worth mentioning that when we analyse atomic requirements from PA 2.1, most of them refer to qualitative or
quantitative performance. In this sense, it is necessary to define or further specialise both concepts so as to place them
in the context of the specific process that is the object of the analysis. Hence, we present the following definitions:
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Figure 10: BPMN model describing the Samples Management Process.

• Quantitative Performance for SM Process: we consider two main quantitative performance aspects, time,
which aims at enhancing the time to perform the tasks and communicate between parties; and cost, which aims
at optimising the costs of the operations related to the process. For SM, the time for the definition of the list of
required samples must be reduced, the preparation and organisation of samples to be sent must be optimal, the
materials and methods used for samples destruction must cost only the necessary, etc.

• Qualitative Performance for SM Process: regarding performance from a qualitative view, regulations and
guidelines for samples handling and destruction must be followed, internal references of samples must be used,
the quality of the received samples must be checked, etc.

Results for Indicator PA 2.1.b show the absence of elements representing quantitative performance plans. There-
fore, the rating given to the requirements decomposed from this Indicator is N - Not Achieved (Rq21b1 and Rq21b2).
On the other hand, regarding Indicator PA 2.1.c, there is a presence of tasks for matching the internal reference list of
samples and for checking the samples once received by the suppliers, which implies the existence of some monitoring
capability in terms of process quality. However, the assessors conclude that there is a lack of sufficient monitoring
activities for other aspects of the process, and that the description of the existing ones is rather superficial. The as-
sessment team gives a rating of P - Partially Achieved to the atomic requirements Rq21c11 and Rq21c21, under the
assumption that the monitoring activities are performed repeatedly. On the other hand, there is no evidence of the
existence of quantitative performance monitoring activities, thus the rating given to the requirements Rq21c12 and
Rq21c22 is N - Not Achieved.

Finally, considering PA 2.2, specifically for the Indicator 2.2.c, four requirements were extracted: (1) Expected
work products of the process must be defined (Rq22c1), (2) Work products are appropriately identified (Rq22c2), (3)
Work products are appropriately documented (Rq22c3), and (4) Work products are appropriately controlled (Rq22c4).
The results of the analysis for these requirements are presented in Table 7.

We followed the same strategy that was applied for the Indicators of PA 2.1, giving one rating to each requirement.
Note that the four requirements of Indicator 2.1.c are strongly focused on work products.
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Atomic Requirement (r) Metric (m) Element In Model Element Details Rating

Rq21b1. Qualitative per-
formance plans must be
defined.

EO contains guidelines to reach the
not measurable (qualitative) objec-
tives of the process.

Data object,
data store.

No - N

Rq21b2. Quantitative per-
formance plans must be
defined.

EO contains guidelines to reach
the measurable (quantitative) ob-
jectives of the process.

Data object,
data store.

No - N

Rq21c11. Qualitative per-
formance monitoring ac-
tivities must be defined.

EO defines a monitoring activity
to check qualitative performance
of the process. EOI defines in-
teractions between monitoring ac-
tivities to check qualitative perfor-
mance. They could be linked to
EOs defining performance objec-
tives or plans.

Activity,
Task, Event.

Yes Receive and check
samples (Task).
Matching of the
internal reference
list of samples
(Task).

P

Rq21c12. Quantitative
performance monitoring
activities must be defined.

EO defines a monitoring activity
to check quantitative performance
of the process. EOI defines inter-
actions between monitoring activ-
ities to check quantitative perfor-
mance. They must be linked to
EOs defining performance objec-
tives or plans.

Activity,
Task, Event.

No - N

Rq21c21. Qualitative
performance monitor-
ing activities must be
performed.

EO defines a monitoring activity
to check qualitative performance
of the process. EOI defines in-
teractions between monitoring ac-
tivities to check qualitative perfor-
mance. They could be linked to
EOs defining performance objec-
tives or plans.

Activity,
Task, Event.

Yes Receive and check
samples (Task).
Matching of the
internal reference
list of samples
(Task).

P

Rq21c22. Quantitative
performance monitor-
ing activities must be
performed.

EO defines a monitoring activity
to check quantitative performance
of the process. EOI defines inter-
actions between monitoring activ-
ities to check quantitative perfor-
mance. They must be linked to
EOs defining performance objec-
tives or plans.

Activity,
Task, Event.

No - N

Table 6: Ratings provided to the requirements decomposed from the Indicators 2.1.b and 2.1.c from Process Attribute
2.1 of the ISO/IEC 33020 standard. The table also shows the metric, the expected elements to answer the requirement,
the presence of a concrete instance of the element in the model, and the details of that instance in the case it exists.

Therefore, the main idea was to consider the elements in the model that are EOs representing work products. In
this sense, the possible modelling elements of BPMN to represent work product EOs are Data Objects, Data Stores,
and specific work products described in a Task, as shown in the column Modelling Element in Table 7. Specifically,
we identified three elements that are related to work products: the list of required samples, the destruction request,
and the samples request email. The first two are Data Objects, whilst the later is a work product described in the
detail of a Task. We consider that the definition and identification of the work products happens at the moment the
work product is included in the enterprise model. Our reasoning behind this is that if the element is included in the
model, it has already been identified by the individuals that are responsible of the process. Hence, for this particular
case, the results for Rq22c1 and Rq22c2 are similar. Note that this would not apply if other assessment evidences are
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Atomic Requirement (r) Metric (m) Modelling Element In Model Element Details Rating

Rq22c1. Expected work
products of the process
must be defined.

EO defining one or
more physical or digi-
tal work product.

Work product de-
scribed in Task. Data
object, Data store.

Yes List of required sam-
ples (Data object).
Samples request email
(Task description).
Destruction request
(Data object).

P

Rq22c2. Work products
are appropriately identi-
fied.

EO defining one or
more physical or digi-
tal work product.

Work product de-
scribed in Task. Data
object, Data store.

Yes List of required sam-
ples (Data object).
Samples request email
(Task description).
Destruction request
(Data object).

P

Rq22c3. Work prod-
ucts are appropriately
documented.

EO representing a
physical or digital
document address-
ing work products
configuration.

Data object, Data
store.

Yes List of required sam-
ples (Data object).
Destruction request
(Data object).

P

Rq22c4. Work prod-
ucts are appropriately
controlled.

EO is an activity for
controlling work prod-
uct EOs. EOI is the
interaction between
the controller activity
and the controlled
work product in the
process.

Data object, Data
store (work product
EO). Task, Event (for
control activity EOs).

No - N

Table 7: Ratings provided to the requirements decomposed from the Indicator 2.2.c from Process Attribute 2.2 of
the ISO/IEC 33020 standard. The table also shows the metric, the expected elements to answer the requirement, the
presence of a concrete instance of the element in the model, and the details of that instance in the case it exists.

considered, the existence of separate requirements for the definition and identification of work products is therefore
necessary. As stated before, the assessment team defined the same rating for Rq22c1 and Rq22c2, which is equal to
P - Partially Achieved. This rating was given considering that there exists elements in the model that act as output
or input of process activities that act as work products, which were enumerated before. However, several other work
products can be defined and identified in the context of the process, such as guidelines for the definition of required
samples, samples request templates, a framework for the reception and quality checking of the received samples, among
others. Hence, although there are work products that allow to execute the process, the team did not consider them as
sufficient, to reach a higher rating. On the other hand, considering requirement Rq22c3, there are two elements that
show the presence of documentation of work products, presented in the third row of Table 7. Notwithstanding, since
there is a lack of defined work products, this also implies a lack of documentation. Moreover, for the specific case of
the email for requesting samples, the content of the email (or of any other communication mean) seems to be defined
in a rather ad-hoc manner, without the use of any template or document with guidelines linked to the task and that
specific work product. Considering these issues, the assessment team gave a rating equal to P - Partially Achieved, to
the requirement. Finally, regarding requirement Rq22c4, a N - Not Achieved rating has been given considering that
there is a lack of control activities for the work products of the process.

Once we have given ratings to the atomic requirements, they were aggregated to obtain the final rating for each
Indicator. The aggregation method was based on averaging the ratings given to the requirements considering numerical
values, defined as follows: F - 4, L - 3, P - 2, N - 1. The final results for the Indicators are N - Not Achieved for the
Indicators PA 2.1.b and PA 2.1.c, and P - Partially Achieved for the Indicator PA 2.2.c.
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5.2. ArchiMate
The model is presented in Figure 11. The process is similar to the one presented in Figure 10 with the main

difference that the process has the representation of the roles. In BPMN, roles are represented using the lanes, in
ArchiMate, there are specific elements that are associated to the business functions and the business actors. Besides
this divergence, information about the process ismore detailed since there are elements that are specific fromArchiMate
such as Goals, Requirements, Deliverables, Work Packages, Application Services, and Application Components.

Figure 11: ArchiMate model describing the Samples Management Process.

Similarly to BPMN, as a result of the application of the method presented in Section 4, we already have information
regarding the Indicators of ISO/IEC 33020 that can be assessed trough enterprise models defined using ArchiMate.
We also only consider Indicators from Capability Level 2 for the sake of simplicity.

Considering PA 2.1, two Indicators cannot be fully viewed through ArchiMate models: PA 2.1.a.f. Personnel
performing the process are prepared for executing their responsibilities; and PA 2.1.a.g. Resources and information
necessary for performing the process are identified, made available, allocated and used. These are excluded from the
analysis in the case study. The rest of the Indicators of the PA were analysed, these are: PA 2.1.a. Objectives for the
performance of the process are identified; PA 2.1.b. Performance of the process is planned; PA 2.1.c. Performance of
the process is monitored; PA 2.1.d. Performance of the process is adjusted to meet plans; PA 2.1.e. Responsibilities
and authorities for performing the process are defined, assigned and communicated; and PA 2.1.h. Interfaces between
the involved parties are managed to ensure both effective communication and clear assignment of responsibility. As
for PA 2.2, all Indicators were considered since they are analysable through ArchiMate models. The Indicators are:
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PA 2.2.a Requirements for the work products of the process are defined; PA 2.2.b. Requirements for documentation
and control of the work products are defined; PA 2.2.c. Work products are appropriately identified, documented, and
controlled; PA 2.2.d. Work products are reviewed in accordance with planned arrangements and adjusted as necessary
to meet requirements. The ratings given by the assessors for the Indicators of the PAs are presented in Figure 12.

Figure 12: Ratings given by the assessors to the Indicators of the Process Attributes 2.1 and 2.2 of the ISO/IEC 33020
for the Samples Management Process, considering the ArchiMate model.

Results for PA 2.1 show several N - Not Achieved ratings for different atomic requirements. Specially for the re-
quirements extracted from the Indicator 2.2.h, which makes reference to the management of interfaces between parties.
All requirements of this Indicator obtained a rating of N - Not Achieved since no evidence of management of interfaces
in the process was found, as it was concluded by the assessment team. On the other hand, some atomic requirements
were given the L - Largely Achieved rating. As an example, for requirement Rq21a1. Qualitative objectives for the
performance of the process are identified from PA 2.1.a. The Metric is defined as follows: It is required an EO that
represents an objective, goal, target or intention regarding the performance of the process defined in a not measurable
manner. In this context, the following elements were found in the model: Reference integrity ensured (Goal element in
the model); Samples integrity ensured (Goal); Cool room optimal conditions ensured (Goal); and Samples destroyed
using protocol (Goal). These elements show that there are some objectives or goals regarding qualitative performance
of the process, however, the use of samples could follow certain regulations or protocols, whilst assuring samples
integrity could follow more concrete or specific quality requirements. These details do not allow a higher rating for
achievement of this requirement. The same principle was followed by the assessors to define the same rating for the
requirement Rq21b1. Qualitative performance plans must be defined. For this requirement, the Metric is defined as
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follows: EO contains guidelines to reach the not measurable (qualitative) objectives of the process. The assessors have
identified the following elements in the model: Samples must be destroyed following destruction protocol (Require-
ment element); Destruction protocol (Deliverable element); Samples request template (Deliverable); and Requirement
elements for samples request, samples integrity. Note that the evaluation considers both, the Requirement elements
of ArchiMate and the Deliverables connected to those requirements, acting as plans or guidelines to achieve those
requirements. In this sense, there are some missing plans such as a protocol to ensure optimal conditions of the cold
room, or an planned evaluation approach for checking integrity of the samples. Considering the P - Partially Achieved
rating, it was given to three requirements, two of them extracted from the Indicator PA 2.1.c, which refers to monitoring
activities of the performance of the process. In this sense, the elements found in the model to support the achievement
of the requirements of this Indicator are the Business Function elements linked to elements representing plans and
objectives EOs. The functions that have links to plans or objectives are: Match internal reference to list; Receive and
check samples; and Destroy samples. The assessors concluded that these activities allow to monitor the qualitative
performance of the process, but they are not sufficient nor detailed enough to show a repeatable way for monitoring.
For instance, the Business Function element Receive and check samples is linked to the Goal element Samples integrity
ensured, which is connected to the Requirement Samples must not be damaged or incomplete. However, there is no
connection to some protocol for samples integrity checking. Note that this is also a limitation that was considered
for another requirement, showing the natural link between requirements from Indicators defined for the same Process
Attribute. Finally, the F - Fully Achieved rating has been given to two requirements from the Indicator PA 2.1.e that
refer to the definition and assignation of responsibilities of the process (one requirement is regarding definition and the
other one regarding assignation). The assessors considered that the responsibilities of the process are well separated
and defined, considering the presence of the following three Business Role elements in the model: Samples provider;
Samples management; and Samples user, with each Business Function element of the model assigned to one of these
roles satisfactorily.

Regarding PA 2.2, results show a more mature process when the Indicators of this PA are considered. Most of
the requirements have a rating of L - Largely Achieved (a total of eight) with the two requirements of indicator PA
2.2.a achieving this rating. Moreover, the rating has also been given to requirements from PA 2.2.d, which are related
to the definition and arrangement of work products and requirements for work products of the process. Requirements
related to the identification and definition of work products defined by PA 2.2.c also obtained the same rating. Showing
that the assessors consider that work products are appropriately identified and defined in the process, although with
some margin of improvement. The N - Not Achieved rating has been given to five requirements. The requirements are
related to the definition of requirements to document and control of work products, and with the adjustment of work
products to fit the arrangements. Finally, one requirement addressing the correct documentation of work products of
the process achieved the F - Fully Achieved rating.

Similarly to the analysis of BPMN, we have aggregated the ratings given to the atomic requirements to obtain the
final rating for each Indicator. We followed the same aggregation method that has been used in the previous section.
The final results for the Indicators of PAs 2.1 and 2.2 are shown in Table 8.

Indicator Rating

2.1.a. Objectives for the performance of the process are identified. b) Performance of the process is planned. P
2.1.b. Performance of the process is planned. P
2.1.c. Performance of the process is monitored. N
2.1.d. Performance of the process is adjusted to meet plans. P
2.1.e. Responsibilities and authorities for performing the process are defined, assigned and communicated. P
2.1.h Interfaces between the involved parties are managed to ensure both effective communication and clear assign-
ment of responsibility.

N
2.2.a. Requirements for the work products of the process are defined. L
2.2.b. Requirements for documentation and control of the work products are defined. P
2.2.c. Work products are appropriately identified, documented, and controlled. L
2.2.d. Work products are reviewed in accordance with planned arrangements and adjusted as necessary to meet
requirements.

P

Table 8: Ratings given to the Indicators of the Process Attributes 2.1 and 2.2 of the ISO/IEC 33020 that are visible
through ArchiMate models, for the Samples Management Process.
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5.3. Discussion
The case study presented in this section shows that the methodology proposed in this work can be applied to analyse

concrete enterprise models to define the achievement of requirements defined by some assessment framework. This
shows that the method is applicable not only for an a priori analysis of modelling languages but also during actual
enterprise assessments. The goals, questions, metrics and requirements extracted from the ISO/IEC 332020 in Section
4 that were initially defined for analysing modelling languages were re-used for the analysis of a concrete enterprise
model. The point of divergence (when compared to the analysis of a modelling language), is that the existence of
concrete elements answering the EO or EO interaction must be checked, followed by a qualitative analysis of the
assessor to define the extent to which the elements answer the atomic requirement. Moreover, it is worth mentioning
that Enterprise Objects may not be only considered as modelling elements for the analysis of enterprise models, but
real-world entities that can be registered by the assessors. This allows to consider not only enterprise models but other
types of assessment evidence. This will be explored in future work. The case study also confirmed what has been
concluded in the 4 section: it is possible to visualise more information about the process using ArchiMate. Therefore,
since there is more visible information in ArchiMate, more requirements are able to be assessed and the assessment
result is more complete, when compared to that obtained by analysing the BPMNmodel. However, note that this would
not hold true if the ArchiMate model is designed only considering functional aspects of a process or using elements
from a single layer only. Moreover, there could be several models, each defining aspects of the process from distinct
viewpoints. In such case, the analysis must be focused on all models to yield a relevant and complete result.

6. Conclusion
This work introduced a method to analyse the suitability of elements defined by enterprise modelling languages and

enterprise models to support organisational assessments. The approach is based on defining a list of atomic require-
ments, decomposed from an assessment framework, that must be matched with Enterprise Objects that are represented
by the modelling language, thus providing a link between requirements and modelling elements. The decomposition
of the requirements is based on the Pseudo-Requirement Graph approach whilst the matching of requirements with
the modelling language elements is done through the Goal Question Metric paradigm. We consider that the proposed
approach will allow assessors to understand (a priori) which requirements from an assessment framework can be anal-
ysed using the enterprise models that exist in the organisation. Moreover, the method can also be applied during proper
assessments, in which concrete enterprise models are analysed to define the conformance of the assessed entity to some
requirement.

To test the suitability of the proposed approach, we performed a method validation focused on evaluating the
suitability of the BPMN and ArchiMate modelling languages to answer requirements defined by the ISO/IEC 33020
international standard, which is an assessment framework for Process Capability assessment. The evaluation has been
done considering the first two Process Attributes defined in the standard. Results showed that, for the Process Attribute
that is focused on functional aspects of the assessed process (PA 1.1), BPMN is a satisfactory alternative to provide a
view on those aspects, whilst it only partially supports the PAs that are focused onmore non-functional aspects (PAs 2.1
and 2.2). Some of these aspects, on the other hand, can be addressed through ArchiMate models, although with some
limitations, since it provides a larger list of elements to describe organisational aspects. We also performed a case study
based on analysing concrete BPMNandArchiMatemodels to assess the PAs of Capability Level 2 of a business process,
considering Indicators from the ISO/IEC 33020 standard. Results showed that the methodology does not only allow
to analyse modelling languages but it is also suitable for the analysis of specific enterprise models. Moreover, since
we already had information regarding which requirements are able to be answered with these modelling languages
(defined through the method validation), we only focused on concrete Indicators that were analysable through each
language, thus reducing the effort necessary to perform the assessment.

Future work will focus on testing the capability of the proposed approach to tackle the combination of models
stemming from various modelling languages. Moreover, another future research path will aim at providing means to
automate the assessment process, considering that the Pseudo-Requirement Graph approach for Requirements Decom-
position already allows to generate a list of formally defined atomic requirements. Note that the automation must not
be only focused on the EO and requirements matching task but also on evaluating the supported requirements, using
enterprise models as point of reference, to provide assessment results, as shown in the case study. Indeed, automation
in this context can be a relevant step towards the development of smart assessment methods, which could be able to
consider enterprise models as assessment evidence and provide assessment results. Moreover, efforts will be directed
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towards the development of smart systems able to consume enterprise models and process them automatically. Finally,
the list of EOs/EOIs and their link to the atomic requirements obtained after the application of our approach could also
be used as information source to build more complete models in order to better reflect reality, this could also be further
investigated in future work.
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