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Abstract. In this paper, we revisit the semantics of recommendations
and promotional offers using multi-objective optimization principles. We
investigate two formulations of product recommendation that go beyond
traditional settings by optimizing simultaneously two conflicting objec-
tives: Budget-Reco optimizes two customer-centric goals, namely utility
and budget, and Business-Reco optimizes utility, a customer-centric goal,
and profit margin, a business-oriented goal. To capture those objectives,
we formulate knapsack problems and propose adaptations of exact and
approximate algorithms. We also propose Group-Promo, the problem
of generating product promotions that we model as a group discovery
problem with multiple objectives and develop a Pareto-based solution.
Our experiments on our TOTAL datasets demonstrate the importance of
multi-objective optimization in the retail context, as well as the useful-
ness of our solutions when compared to their exact baselines. The results
are valuable to TOTAL’s marketing department that has been improv-
ing hand-crafted strategies by launching several promotional campaigns
using our algorithms.

Keywords: Product recommendations, promotional offers, case study.

1 Introduction

Traditionally, recommendation systems were designed to learn a user’s interest
to suggest items that maximize the user’s utility, items the user is most likely
to appreciate. Collaborative filtering emerged as the most common method to
estimate item utilities. In practice, several other dimensions are considered when
designing recommendations especially in the context of retail and e-commerce
platforms. On one hand, users only purchase items that are within their budget,
on the other hand, the business impact of recommendations in terms of revenue
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loss or gain, plays a major role in determining which products to recommend
to which customers. Similarly, when designing promotional campaigns to reward
their customers, retailers consider the business value of each customer. Our study
focuses on product recommendations and promotions that combine customers’
interests with business-oriented goals such as profit margin and revenue.

We formalize optimization problems coming from two real-world application
scenarios. We revisit the semantics of recommendations and promotional offers
using multi-objective optimization principles. We investigate two formulations
of product recommendation that go beyond traditional settings by optimizing si-
multaneously two conflicting objectives: Budget-Reco optimizes both utility and
budget, two customer-centric goals, and Business-Reco optimizes utility to serve
customers’ interests, and profit margin, a business-oriented goal. We formalize
knapsack problems and adapt exact and approximate algorithms [10, 6]. We also
propose Group-Promo, the problem of providing customers with product promo-
tions that we formalize as a group discovery problem with multiple objectives
and develop a solution based on Pareto plans ([20]). In summary, we make the
following contributions:

1. We formalize three new problems: Budget-Reco, Business-Reco and Group-
Promo;

2. We develop exact and approximation algorithms that efficiently solve our
optimization problems;

3. We conduct a set of experiments with a real dataset on TOTAL customers
in collaboration with our data analysts at the marketing department.

The paper is organized as follows. Section 2 provides the data model and
preliminaries. In Section 3, we formalize our problems and discuss the proposed
algorithms. In Section 4, we subject our algorithms to a set of experiments. In
Section 5, we discuss related works. Finally, Section 6 concludes the paper.

2 Data Model and Preliminaries

Let U = {u1 , u2 , .., um} be the set of customers and I = {i1 , i2 , .., in} be the
set of products. For a given customer u, Hu ⊂ I denotes the purchase history
of u. We note X the boolean purchase matrix of m customers in U over the
n products in I. We now provide the definitions that we use in designing our
multi-objective recommendation and promotion framework.

1. Utility: The function Utility(u, i), measures the interestingness of a product
i for a customer u. We use a classical Item-based Collaborative Filtering
(IBCF) approach [24] which calculates a similarity sim(i, j) between each
pair of products i and j using cosine similarity. Our model accommodates
other similarity functions and recommendation strategies such as association
rules [3]. We choose IBCF for its better precision on our dataset [1].

2. Budget: Different customers have different spending habits. The budget is a
customer specific upper-bound on the cumulated cost of multiple products.
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For a given customer u, we denote βu her budget. In our experiments in
Section 4, we estimate the budget using the customer’s average spending on
past purchases.

3. Profit margin: For a given product i, its profit marginMargin(i) is calculated
as follows: Margin(i) = α× sp(i), where sp(i) is the selling price of product
i, and α is a value between 0 and 1 that depends on the product category and
the location at which it is purchased (in our dataset, different gas stations).

Margin(u, i) = (FCOCO
u × αCOCO + FCODO

u × αCODO+

FDODO
u × αDODO)× sp(i)

(1)

where FCOCO
u , FCODO

u , FDODO
u , correspond to the frequency the customer

u visits station types COCO, CODO and DODO respectively. These station
types are determined by the Marketing department of TOTAL and depend
on the size and location of the station as well as the traffic and number of
customers in that station.

4. Cost price: For a given product i, CostPrice(i) is defined as the price of
product i from which is subtracted its profit margin.

5. User Generosity: The generosity of a customer u, denoted Genu, is estimated
using a business rule that is used by TOTAL’s marketing department to run
promotional campaigns. The user generosity consists of a small percentage
of the total revenue (usually ranging from 1% to 5%) that is generated by
the customer in a given period.

3 Multi-Objective Recommendations and Promotions

3.1 Budget Recommendations

Generally, customers have finite budgets, a.k.a. spending power, and they will
spend more on products they prefer buying. It is therefore natural to account for
budget in generating recommendations. To do that, we propose, Budget-Reco,
a new formulation that accounts for both utility and budget. Given a target
customer u with purchase history Hu and a budget βu, the set of all available
products I, select a set of k items S ⊂ I such that:∑

i∈S
Utility(u, i) is maximized

subject to∑
i∈S

sp(i) ≤ βu

|S| =k

S ∩Hu = ∅

(2)

Budget-Reco is a variant of the well-known 0-1 knapsack problem [8] where
the values of items correspond to their utilities and the capacity of the knapsack
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corresponds to the budget βu. A naive approach to solving this problem is to
generate the set of all possible combinations of k items and then choose the
k items achieving the highest utility whose cumulative costs is less than βu.
However, this approach is prohibitively expensive. To address that, we use two
exact algorithms (branch-and-bound and dynamic programming) and a greedy
heuristic:

– Branch-and-Bound. The general algorithmic concept of branch-and-bound
is based on an intelligent enumeration of the solution space since in many
cases only a small subset of the feasible solutions are enumerated explicitly.
It is however guaranteed that the parts of the solution space which are not
considered explicitly cannot contain the optimal solution [25, 11].

– Dynamic Programming. Another popular method to compute an optimal
solution for our problem is dynamic programming. Instead of enumerating
the solution space of the problem, this algorithm starts by solving a small
subproblem and then extends the solution iteratively until an overall optimal
solution is found [11, 15].

– Greedy Algorithm. We implemented a greedy item-based collaborative
filtering which selects the items that yield the next highest utility as long as
the budget constraint βu is not achieved.

3.2 Business Recommendations

Given a target customer u with purchase history Hu , the set of all available
products I, an integer constant k, Business-Reco selects all sets S ⊂ I satisfying:∑

i∈S

Utility(u, i) is maximized

∑
i∈S

Margin(u, i) is maximized

subject to

|S| =k

S ∩Hu = ∅

(3)

The output is k -sets of product recommendations, where each set S satisfies
the conditions above.

The main challenge in designing an algorithm for Business-Reco is the con-
flicting nature of the two objectives (utility and margin). In our recent work, we
proposed a bi-objective approach based on dynamic programming to generate
the set of all non-dominated k-sets [2]. However, computing all k-sets in polyno-
mial time is not feasible. In real world applications, it is not necessary to find
an optimal solution but a “good” solution which can be computed in reasonable
time. As a consequence, we formulated Business-Reco as a multi-objective knap-
sack problem and implemented a Fully Polynomial Time Approximation Scheme
(FPTAS) [7] algorithm with a performance guarantee that returns a suboptimal
solution that is close within a factor of (1− ε ) to the optimal solution but with
a much faster response time.
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3.3 Promotional Offers

Business experts at the marketing department of TOTAL frequently run promo-
tional offers to reward the fidelity of their customers. The set of products that
are targets of a promotional campaign are determined by experts. The retailer’s
goal could be to sell out the stock of some products or to promote new products
that are not popular yet. To address that, we propose to formalize Group-Promo
whose goal is to find which group of customers to match with which subset of
products so that: (1) the number of targeted customers is maximized, (2) overlap
between group members is minimized, (3) the average utility of products across
group members is maximized, and (4) the cost price of the promoted products
is closest to the generosity of customers.

Problem Definition Given k sets of items in I and the set of customers U ,
Group-Promo forms k pairs (S,G), where G ⊆ U is a group, for each set S ⊆ I
such that:

|
⋃
G|
|U|

is maximized;

|
⋂
G|is minimized;

max
i∈S

avgu∈GUtility(u, i)is maximized;

max
i∈S

max
u∈G

(|Gen(u)− CostPrice(i)|) is minimized;

(4)

Pareto Formulation. When optimizing more than one objective, there may
be many incomparable group-sets. For instance, for a target set of items, we can
form two groups, each group has its own advantage: the first one has higher utility
and the second optimizes better for overlap between group members. In this
section, we borrow the terminology of Multi-Objective Optimization introduced
in [20] and define these concepts.

Definition 1. Local Plan. A local plan p, associated with a group G for a
target set of items S, is a tuple < Utility(G,S), Convergence(G,S) > where

Utility(G,S) = maxi∈S avgu∈GUtility(u, i)
Convergence(G,S) = maxi∈S maxu∈G(|Gen(u)− CostPrice(i)|)

A local plan consists of objectives that have to be satisfied within each group.

Definition 2. Global Plan. A global plan p, associated with a set of k groups
is a tuple < Coverage, Intersection > where

Coverage = |
⋃

G|
|U|

Intersection = |
⋂
G|

A global plan consists of objectives that have to be satisfied across all groups.
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Algorithm 1: Promotional Offer Algorithm to solve Group-Promo

Input: k sets of items in I , a set of customers U
Output: Pair (S,G) for each set S ⊆ I

1 P ← ∅
2 foreach itemset S do
3 Gs ← Construct user groups with LCM
4 PG ← ∅
5 for all user groups g in Gs do
6 p← Local-Plan(g,S)
7 if p is not dominated by any other plan in PG then
8 PG.add(p)
9 end

10 end

11 end
12 for all k-groupset combinations from PG do
13 Keep non-diminated plans and add them to P
14 end
15 return(P)

Definition 3. Dominance. A plan p1 dominates a plan p2 if p1 has better or
equivalent values as p2 for every objective. The term “better” is equivalent to
“greater than” for maximization objectives, and “lower than” for minimization
objectives. Furthermore, plan p1 strictly dominates p2 if p1 has better values than
p2 for every objective.

Definition 4. Pareto Plan. A plan p is Pareto if no other plan strictly dom-
inates p. The set of all Pareto plans is denoted as P.

Promotional Offer Algorithm. The algorithm described in 1 first constructs
a set of possible groups for each set of items, based on the description of the
frequent items purchased by customers. We use the LCM [28] mining algorithm
for this task (Line 3). This step produces a large number of candidate groups that
share common buying patterns. We compute, for each group, a local plan and
compare the plans to discard all the dominated groups (Lines 5-11). After that,
we generate different combinations of k groups where each group is associated
with one of the set of items in the input. We keep the group-sets that are not
dominated by any other (Lines 12-14).

4 Experiments

The purpose of our experiments is to study the balance between recommenda-
tion accuracy and response time for our three problem formulations. While our
datasets are proprietary, our code is made available on GitHub3

3 github.com/multiobjective-recos/Biobjective RecSys
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4.1 Experimental Protocol

We split our dataset into training and test sets using the temporal global strategy
[17]. We used purchase records from January 2017 to December 2018 for training
and records from January 2019 to December 2019 for testing. We discarded cold
start customers having fewer than 10 purchases.

4.2 Evaluation Measures

The goal is to evaluate the effectiveness of our recommendations with respect to
accuracy and the generated profit margin in the case of product recommenda-
tions. In the case of promotions, we measure the induced costs and the average
utility. We use the following evaluation measures and report results as averages
over all test customers.

– Precision: measures the percentage of relevant recommendations among the
top-k recommendations.

precisionu@k =
card(Su@k ∩ testu)

k
where Su@k is the top-k recommendations and testu is the target test set of
customer u

– Margin: measures the average profit margins generated by the top-k recom-
mendations.

marginu@k =

∑
i∈Su@kMargin(u, i)

k
where Su@k is the set of top-k recommendations.

– Utility measures the average utility generated by the products offered to the
customer.

Utilityu =

∑
i∈S Utility(u, i)

card(S)

where, given a customer u, S is the set of product promotions for u.
– Costs measures the average costs generated by the products offered to a

customer.

Costsu =

∑
i∈S CostPrice(i)

card(S)

where, given a customer u, S is the set of product promotions for u.

4.3 Recommendation Experiments

Budget recommendations. Since users generally have different spending
habits, we customize each customer’s budget to better reflect the value of the
budget constraint βu. We calculate the average spending of each customer in
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Fig. 1: Precision@10 for all algorithms and all customer segments (Budget-Reco)
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Fig. 2: Response time of all algorithms for solving Budget-Reco as a function of
recommendation size k

a single transaction based on past purchases. We segment them into 4 differ-
ent subsets: [0.20[, [20.50[, [50, 100[ and ≥ 100. For example, the segment [0.20[
groups together customers who spend between 0 and 20 euros on average. Rec-
ommendations are then tested on each segment independently. Figure 1 shows
the achieved precision@10 values of all algorithms and for each customer seg-
ment. Precision results for different values of k were similar and are omitted due
to lack of space.

Results show that for all customer segments the greedy-IBCF performs very
closely to the two exact algorithms (branch-and-bound and dynamic program-
ming) with a marginally small decrease on precision. Greedy-IBCF is much faster
than exact algorithms especially when the number of recommendations k in-
creases.

Business recommendations. We use the same experimental setting to evalu-
ate business recommendations. We report the achieved results on precision and
profit margin with different values of k. We vary the approximation parameter
ε in {0.1, 0.3, 0.5} and compare the results against a baseline Pareto which is an
exact algorithm based on dynamic programming [2].

Results are reported in Figure 3. Without much surprise the approximation
algorithm performs worse than Pareto and the values of precision and profit
margin decrease as ε increases. However, in terms of response time, the approx-
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Fig. 3: Average precision (a) and profit margin (b) for different values of k
(Business-Reco)
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Fig. 4: Response time of all algorithms for solving Business-Reco as a function
of recommendation size k

imation method is always faster as is shown in Figure 4. The gap between the
response time needed by Pareto and the approximation algorithm increases with
the number of recommendations. These results have pushed our collaborators
at TOTAL to consider using the exact algorithm for testing their models offline
and to use the approximation algorithm that yields an acceptable response time
without hurting much precision and profit margin.

4.4 Promotion Experiments

To validate our solution for Group-Promo, we measure the average utility of the
promoted products and the average costs across all customers. We compare our
solution with one of the hand-crafted promotional campaigns that was deployed
by analysts at TOTAL. In such campaigns, marketers select a set of items for
each customer independently and then determine the subset of products that
minimize the difference between the price of the products and the generosity
of the customer. Our results in Table 1 for different values of k, show that our
solution provides customers with much more interesting products (higher utility
scores). While having an average cost per customer that is very close to the
average cost induced by applying our Group-Promo algorithm.
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Table 1: Promotions Results
Group-Promo TOTAL’s offers

Utility(%) Costs (Euros) Utility(%) Costs (Euros)

k = 10 11.61 3.191 5.19 2.657

k = 20 19.191 5.779 8.72 6.155

k = 50 28.77 9.550 10.27 10.450

k = 100 32.91 11.789 11.85 11.053

5 Related Work

Our work is related to several others in its aim and optimization mechanism.
We survey the closest literature and emphasize similarities and differences.

Multi-objective optimization. There exist different approaches to solve a
multi-objective problem [26, 27]. Scalarization, where all objectives are combined
into a single objective. Another popular method is ε-constraints where one objec-
tive is optimized and others are constrained [21]. This formulation could be used
in our context in cases where a specific profit amount is desired and products
must be chosen accordingly. Another approach is Multi-Level Optimization [18]
which needs a meaningful hierarchy between objectives. In our case, all objec-
tives are independent and conflicting, hence using this mechanism is not feasible.
While we focus on recommendations, it overlaps with a well-known problem in
combinatorial optimization which is the knapsack problem [9, 11] where the goal
is to optimize an objective function given some capacity constraints.

Recommendations and promotions. Our work is obviously related to the
rich area of recommendations [22]. Recommendation approaches can be broadly
classified into collaborative filtering (CF) and content-based (CB) [23]. CF ap-
proaches started with user-based and then more attention was paid to item-based
to address the sparsity and scalability challenges in user-based CF [24].

Promotions play a central role in shopping [12, 13]. Instead of focusing solely
on determining relevant recommendations, we aim to identify promotions that
are also considered interesting [14, 19]. Among other things, customers use pro-
motions for budgeting and planning, whereas retailers use promotions to acceler-
ate purchase cycles, stimulate sales of complementary products and attract new
customers [5, 16]. The motivation for focusing on existing promotions instead
of product recommendations is that results from a user study that investigated
customers’ preferences regarding features in an intelligent mobile grocery assis-
tant indicate that customers are more interested in information about relevant
and actual special offers than suggestions for additional products [4].

6 Conclusion

In this paper, we revisited multi-objective optimization and applied it in the
context of retail to generate product recommendations and promotional offers.
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We proposed new formulations and appropriate solutions that adapt existing
algorithms. Our empirical validation on real datasets confronts exact and ap-
proximate solutions as well as a hand-crafted promotional campaign against our
results, showing the importance of multi-objective recommendation approaches
in the retail world.

Our work lays the ground for a number of short-term and medium-term
directions. Our immediate line of work is to launch a large-scale experiments
and analyses study on a variety of publicly-available retail datasets such as
Amazon. Our second immediate course of action is to gather the results of the
recommendations and promotional offers that were deployed recently at our
partner’s premises and confront the results to our empirical evaluation.

In the medium-term, we would like to characterize users’ generosity more
finely for different product categories. That would require to formulate new
problems that combine different generosities for the same customer. The prob-
lem of promotional offers also needs to be revisited to combine products with
different constraints in the same promotional package. We would also like to
study the applicability of our framework in a changing context where for in-
stance, customers’ generosity evolves and users may migrate from one group to
another. This will necessitate the design of adaptive algorithms to handle such
changes.
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