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Abstract

This paper is concerned with the time-dependent Maxwell’s equations for a plane interface between
a negative material described by the Drude model and the vacuum, which fill, respectively, two
complementary half-spaces. In a first paper, we have constructed a generalized Fourier transform
which diagonalizes the Hamiltonian that represents the propagation of transverse electric waves.
In this second paper, we use this transform to prove the limiting absorption and limiting amplitude
principles, which concern, respectively, the behavior of the resolvent near the continuous spectrum and
the long time response of the medium to a time-harmonic source of prescribed frequency. This paper
also underlines the existence of an interface resonance which occurs when there exists a particular
frequency characterized by a ratio of permittivities and permeabilities equal to −1 across the interface.
At this frequency, the response of the system to a harmonic forcing term blows up linearly in time.
Such a resonance is unusual for wave problem in unbounded domains and corresponds to a non-zero
embedded eigenvalue of infinite multiplicity of the underlying operator. This is the time counterpart
of the ill-posdness of the corresponding harmonic problem.

Keywords: Negative Index Materials, Drude model, Dispersive Maxwell’s equations, Spectral the-
ory, Limiting Amplitude principle, Limiting absorption principle, Interface resonance.

2020 AMS subject classification: 35P10, 35Q60, 47A70, 78A25.

1 Introduction

This paper is second of a series of two articles devoted to the mathematical analysis of the transmission
of electromagnetic waves through a plane interface separating a standard material (here the vacuum)
and a metamaterial. These two papers are an improved version of the preliminary study presented in
the PhD thesis [6]. Metamaterials are manufactured materials whose effective behaviour is dispersive
(in other words frequency dependent). In particular, the effective permittivity and permeability can be
both negative in a certain range of frequencies [7, 8, 17, 36]. As a consequence such materials support
so-called back propagating waves whose phase and group velocities have opposite directions [44]. This
is the reason of apparition of new phenomena at the interface with a dielectric medium such as nega-
tive refraction or plasmonic surface waves [25]. Therefore, these materials have raised a lot interest in
the physical literature during the two last decades due to applications in electromagnetism [30, 35], in

1POEMS (Propagation d’Ondes: Etude Mathématique et Simulation) is a mixed research team (UMR 7231) between
CNRS (Centre National de la Recherche Scientifique), ENSTA Paris (Ecole Nationale Supérieure de Techniques Avancées)
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acoustic [10, 24] and also for seismic waves [4]. Accordingly the study of the corresponding models raised
new mathematical questions for transmission problems, to begin with the long time behaviour of the
response of such medium to a time-harmonic source of prescribed frequency. More precisely, after a tran-
sient regime, does the solution of the time-dependent equation “converge” for large times to a stationary
regime? In scattering theory, this property is referred to as the limiting amplitude principle. It is closely
related to another property called the limiting absorption principle which defines the stationary regime
via the limit of the resolvent of the propagative operator at the frequency of excitation. The question
of the validity of both limiting amplitude and limiting absorption principles is precisely the objective of
this paper for the particular case where the metamaterial is a Drude material, which can be seen as the
simplest metamaterial.

Limiting absorption and limiting amplitude principles have a long history in scattering theory and
more generally in mathematical physics. In the context of wave phenomena, these principles were first
proved to our knowledge by C. Morawetz [27] for sound soft obstacles in a homogeneous medium via
energy techniques. Then D. Eidus [14, 15] constructed an abstract proof which involved the spectral
decomposition of the propagative operator and applied it to a class of acoustic media that are locally
inhomogeneous. Eidus’ approach was then developed by C. Wilcox [43], Y. Dermanjian, and J-C. Guillot
[11, 12] and R. Weder [39] for acoustic and electromagnetic stratified media. Finally, it was extended
to other structures such as waveguides [28], periodic media [31] . . . and to other waves equations: elastic
waves [13, 33], water waves [37, 19], . . . . The method we use is inspired from Eidus’ spectral approach
and its extension to stratified media. It is applied for the first time in the context of dispersive Maxwell’s
equations and metamaterials. Compared to previous studies, the difficulty and novelty of the analysis
relies in the fact that for the Drude material, the permittivity and permittivity depend on the frequency
and become negative for low frequencies. This complicates significantly the establishment of both prin-
ciples. Finally, we want to mention that other techniques such as Mourre’s commutators [22, 40] can
be used to prove the limiting absorption and limiting amplitude principles. These techniques have the
advantage to work on non separable geometries but they are based on a more abstract limit process.
Thus, unlike the spectral decomposition approach, they don’t provide an explicit modal decomposition
of the solution and its limiting stationary regime. Therefore, they are not as precise for applications.

In the first paper [9], we begin by writing the governing equations as a conservative Schödinger equa-
tion. We point out that such a reformulation of the time-dependent Maxwell’s equation which takes
a very explicit expression in [9] for the Drude material, can be applied in the more general setting of
linear passive electromagnetic media (including dissipative ones), see [8, 16, 17, 36]. Then, we perform
the complete spectral analysis of the corresponding Hamiltonian. In particular, we provide the diagonal-
ization of this operator through the construction of an appropriate generalized Fourier transform. This
furnishes the material needed for addressing the question of the limiting amplitude principle which relies
on the existence of a limiting absorption principle. As we shall see, our analysis emphasizes the role
of a so-called resonant frequency corresponding to the case where the ratios between the permittivities
and permeabilities across the interface are simultaneously equal to −1. At this particular frequency, the
limiting principle fails and the solution grows linearly in time. This result in the time-domain is the coun-
terpart of the results concerning the ill-posedness of the transmission problem in the frequency domain
[1, 2, 5, 29]. This interface resonance phenomenon has been enlighten in the physical literature in [18].
We prove here that it is based on the existence of a non-zero embedded eigenvalue of infinite multiplicity
that does not exist in a stratified media composed of non-dispersive dielectrics [39] media. It is is due to
the presence of a negative dispersive material: the Drude material. Let us mention than other resonance
phenomena which are not linked to eigenvalues are observed in unbounded domains such as waveguides
(see e. g. [38, 41, 42]) excited at a cut-off frequencies. In this case, the growth rate is non-linear with
the time and depends on the geometry shape: C log t for planar waveguides and C t1/2 for cylindrical ones.

The outline of the paper is as follows. Section 2 is devoted to a recap of [9] and the statement of
the main results of the present paper. In §2.1, we recall the formulation of the evolution problem as a
generalized Schrödinger equation. We then present in §2.2 the main theorems of this paper: the limiting
absorption principle (Theorem 2) and the limiting amplitude principle (Theorem 4). Their proofs are
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based on the diagonalization of the Hamiltonian involved in the Schrödinger equation, using appropriate
generalized eigenfunctions, which is recalled in §2.3.

In §3, we introduce the fundamental notion of spectral density of the Hamiltonian, as a function of
the real (spectral) variable with values in the set of bounded linear operators between two appropriate
weighted function spaces on R2. We give an explicit expression of this spectral density with the help of
the generalized eigenfunctions and establish the technical results which are the basic ingredients for the
proofs of our main theorems: bounds of the spectral density and corresponding (local) Hölder continuity
estimates, that themselves rely on similar properties about generalized eigenfunctions. The proofs of the
two main theorems are the subject of section 4. Finally, section 5 is devoted to a very specific situation
excluded in Theorems 2 and 4 and which necessitates technical adjustments: this corresponds to the case
where the frequency of the source coincides with the so-called plasmonic frequency.

2 Mathematical model and main results

2.1 Mathematical model

We recall here the mathematical formulation of the problem studied in [9]. In this previous paper, we
have considered the Transverse Electric (TE) transmission problem between a Drude material and the
vacuum separated by a planar interface, which reduces to a two-dimensional model where the vacuum
and the Drude material fill respectively the half-planes

R2
− := {x = (x, y) ∈ R2 | x < 0} and R2

+ := {x = (x, y) ∈ R2 | x > 0}.

The physical unknowns are the transverse component of the electric field E(x, t), the magnetic field

H(x, t) = (Hx(x, t), Hy(x, t)
)>

, the induced transverse electric current in the Drude material J(x, t)

and finally the induced magnetic current in the Drude material K(x, t) = (Kx(x, t),Ky(x, t)
)>

. Our
problem, which couples these unknowns, can be formulated in a concise form as





ε0 ∂tE − curlH + Π J = −Js in R2,

µ0 ∂tH + curlE + ΠK = 0 in R2,

∂tJ = ε0Ω2
e RE in R2

+,

∂tK = µ0Ω2
m RH in R2

+.

(1)

The first two equations derive from Maxwell’s equations, whereas the last two are the constitutive laws
of the Drude material. In these equations, ε0 and µ0 stand for the permittivity and the permeability
of the vacuum, whereas Ωe and Ωm are positive constants which characterize the Drude material. The
operators curl and curl are respectively defined by

curlu := (∂yu,−∂xu)> and curlu := ∂xuy − ∂yux for u = (ux, uy)>. (2)

The operator Π (respectively, Π) denotes the extension by 0 of a scalar function (respectively, a 2D vector
field) defined on R2

+ to the whole plane R2, whereas R (respectively, R) stands for the restriction to R2
+ of

a scalar function (respectively, a 2D vector field) defined on R2. Finally, in the right-hand side of the first
equation, Js(x, t) represents the excitation (current density) which generates an electromagnetic wave.
We emphasize that all quantities involved in (1) will be assumed square-integrable (the equations being
understood in the sense of distributions). Thus (1) contains implicitly the continuity of the tangential
fields across the interface x = 0, that is,

[E]x=0 = 0 and [Hy]x=0 = 0,

where [f ]x=0 denotes the gap of f across the line x = 0.
When looking for time-harmonic solutions to (1) at a given (circular) frequency λ ∈ R, i.e.,

(E(x, t),H(x, t), J(x, t),K(x, t)) = (Eλ(x),Hλ(x), Jλ(x),Kλ(x)) e−iλt
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for Js(x, t) = Js,λ(x) e−iλt, one can eliminate Jλ and Kλ and obtain the following time-harmonic Maxwell
equations:

iλ ελ(x)Eλ + curlHλ = Js,λ and − iλµλ(x)Hλ + curlEλ = 0 in R2,

where

ελ(x) :=





ε−λ := ε0 if x < 0,

ε+
λ := ε0

(
1− Ω2

e

λ2

)
if x > 0,

and µλ(x) :=





µ−λ := µ0 if x < 0,

µ+
λ := µ0

(
1− Ω2

m

λ2

)
if x > 0.

(3)

The rational functions λ 7→ ε+
λ , µ

+
λ characterize the frequency dispersion of the Drude material. Both

take negative values for low frequencies (respectively, when |λ| < Ωe and |λ| < Ωm). Note that

ε+
λ

ε0
= −1 if |λ| = Ωe√

2
and

µ+
λ

µ0
= −1 if |λ| = Ωm√

2
.

We see in particular that both ratios can be simultaneously equal to −1 at the same frequency if and
only if Ωe = Ωm, which will be referred to as the critical case in the following.

Our study of the Maxwell’s equations (1) is based on their reformulation as a conservative Schrödinger
equation (see [9])

dU

d t
+ iAU = G, (4)

in the Hilbert space
H := L2(R2)× L2(R2)2 × L2(R2

+)× L2(R2
+)2 (5)

whose inner product is defined for all U := (E,H, J,K)> and U ′ := (E′,H ′, J ′,K ′)> ∈H by

(U ,U ′)H :=

∫

R2

(
ε0E E′ + µ0 H ·H ′

)
dx +

∫

R2
+

(
ε−1

0 Ω−2
e J J ′ + µ−1

0 Ω−2
m K ·K ′

)
dx.

The Hamiltonian A is the unbounded selfadjoint operator on H defined by

D(A) := H1(R2)×Hcurl(R2)× L2(R2
+)× L2(R2

+)2 ⊂H,

A := i




0 ε−1
0 curl −ε−1

0 Π 0
−µ−1

0 curl 0 0 −µ−1
0 Π

ε0Ω2
e R 0 0 0

0 µ0Ω2
m R 0 0


 ,

where Hcurl(R2) := {u ∈ L2(R2)2 | curlu ∈ L2(R2)}. Finally the source term G in (4) is given by
G(t) := (−ε−1

0 Js(·, t) , 0 , 0, 0)> ∈H.
Considering for simplicity zero initial conditions (i.e., U(0) = 0), we know from the Hille–Yosida theo-

rem [3] that the Schrödinger equation (4) has a unique solution U ∈ C1
(
[0,+∞),H

)
∩C0

(
[0,+∞),D(A)

)

which is given by Duhamel’s formula

U(t) =

∫ t

0

e−iA (t−s) G(t) ds, ∀t ≥ 0. (6)

Let us finally notice that Maxwell’s equation (1) contain implicitly some conditions about the diver-
gence of the magnetic field H and of the induced magnetic current K. Indeed taking the divergence of
the second equation of (1) restricted to R2

− shows that µ0 ∂t divH = 0 in R2
−. Hence, as our system

starts from rest, we have divH = 0 at t = 0 and the latter equation shows that divH = 0 in R2
− for all

t > 0. Similarly, taking the divergence of the second and fourth equations of (1) restricted to R2
+ yields

{
µ0 ∂t divH + divK = 0 in R2

+,

∂t divK = µ0Ω2
m divH in R2

+.
(7)
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Then by differentiating the second equation with respect to t, we can eliminate divH and obtain

∂2
t divK + Ω2

m divK = 0 in R2
+.

Hence, as divK = 0 and ∂t divK = 0 at t = 0, this equation shows that divK = 0 for all t > 0 and we
deduce from (7) that divH = 0 in R2

+ for all t > 0. This explains why in the following, the solution to
(1) will be searched for in the subspace of H defined by

Hdiv0 := {(E,H,J ,K)⊥ ∈H | divH = 0 in R2
± and divK = 0 in R2

+}. (8)

Note that the conditions divH = 0 in R2
± does not mean that the divergence of H vanishes in the whole

plane R2: there may be a gap of the normal component of H across the line x = 0.

2.2 Statement of the main results

In this paper, we are interested in the long-time behavior of U(t) given in (6) when the excitation starts
at t = 0 and becomes time-harmonic at a given (circular) frequency ω > 0, that is,

G(t) = Gω H(t) e−iω t for some given Gω ∈H,

where H denotes the Heaviside function (i.e., H(t) = 0 if t < 0 and H(t) = 1 if t ≥ 0). In this case,
formula (6) can be rewritten equivalently as

U(t) = φω,t(A)Gω

where λ 7→ φω,t(λ) is, for all t ≥ 0, the bounded continuous function defined by

φω,t(λ) := e−iλ t

∫ t

0

ei(λ−ω) s ds =





i
e−iλ t − e−iω t

λ− ω
if λ 6= ω,

t e−iω t if λ = ω.

(9)

We intuitively expect that after some transient regime due to the fact that U(t) starts from rest at t = 0,
the solution U(t) behaves like a time-harmonic wave U+

ω = (E+
ω ,H

+
ω , J

+
ω ,K

+
ω )⊥, that is,

U(t) ∼ −iU+
ω (·) e−iω t as t→ +∞. (10)

Such a property is usually called the limiting amplitude principle in mathematical physics. It is closely
related to another property, called the limiting absorption principle, which provides the time-harmonic
behavior U+

ω by the formula

U+
ω = lim

η↘0

(
A− (ω + iη) I

)−1
Gω.

Our aim is to define a mathematical framework for a rigorous statement of these principles and to make
precise the various situations where these principles hold true or not. Our main results are summarized
below.

2.2.1 The limiting absorption principle

We first have to recall some results about the spectrum of A (which is necessarily real since A is a
selfadjoint) and introduce some notations, in particular the following particular frequencies Ωp (“p” for
“plasmonic”) and Ωc (“c” for “cross point”, see §2.3) defined by

Ωp :=
Ωm√

2
and Ωc :=

Ωe Ωm√
Ω2

e + Ω2
m

. (11)

Note that in the critical case, that is, when Ωe = Ωm, we have Ωp = Ωc. It is also useful to introduce the
following set of “exceptional frequencies” (whose role will be made clear later):

σexc :=

{
{0,±Ωp,±Ωm} if Ωe 6= Ωm,

{0,±Ωm} if Ωe = Ωm.
(12)

The proposition below gathers various results given in [9, §4].
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Proposition 1. The spectrum of A is the whole real line: σ(A) = R. The point spectrum σpt(A) is
composed of eigenvalues of infinite multiplicity:

σpt(A) =

{
{0,±Ωm} if Ωe 6= Ωm,

{0,±Ωp,±Ωm} if Ωe = Ωm.
(13)

The eigenspaces Ker(A) and Ker(A± Ωm) are respectively given by:

Ker(A) = {(0, Π̃∇φ, 0, 0)> | φ ∈W 1
0 (R2

−)},

Ker(A∓ Ωm) =
{

(0, Π∇φ, 0,±iµ0Ωm∇φ)
> | φ ∈W 1

0 (R2
+)
}
,

where Π̃ is the extension by 0 of a 2D vector field defined on R2
− to the whole plane R2 and W 1

0 (R2
±) stands

for the Beppo-Levi space W 1
0 (R2

±) := {φ ∈ L2
loc(R2

±) | ∇φ ∈ L2(R2
±)2 and φ|x=0 = 0}. Furthermore, the

orthogonal complement of the direct sum of the eigenspaces associated to 0 and ±Ωm is the space Hdiv0

defined in (8):

Hdiv0 =
(

KerA⊕Ker(A + Ωm)⊕Ker(A− Ωm)
)⊥
.

In the following, we denote by Pdiv0 the orthogonal projection on the subspace Hdiv0 of H, by Ppt the
orthogonal projection on the point subspace of A, that is, the direct sum of the eigenspaces associated
to the eigenvalues of A, and by P±Ωp

is the orthogonal projection on the eigenspace associated to ±Ωp.
Finally we introduce

Pac := I− Ppt =

{
Pdiv0 if Ωe 6= Ωm,

Pdiv0 − P−Ωp
− P+Ωp

if Ωe = Ωm,
(14)

where the last equality follows from Proposition 1. We will see in §3 that Pac is actually the orthogonal
projection on the absolutely continuous subspace associated to A, which explains the index “ac”.

The limiting absorption principle explores the behavior of the resolvent of A, i.e.,

R(ζ) := (A− ζ I)−1 for ζ ∈ C \ R

near the spectrum of A. More precisely, we investigate the existence of the one-sided limits of the absolutely
continuous part of the resolvent near some ω ∈ R, that is,

R±ac(ω) := lim
η↘0

Rac(ω ± iη) where Rac(ζ) := R(ζ)Pac = PacR(ζ) for ζ ∈ C \ R. (15)

The resolvent R(ζ) is an analytic function of ζ in C \ R with values in B(H), the Banach algebra of
bounded linear operators in H. Of course, the above one-sided limits, if they exist, are not defined in
B(H) (otherwise, ω would belong to the resolvent set of A), but for a weaker topology. To this aim, we
introduce a weighted version of our Hilbert space H (see (5)) defined for any s ∈ R by

Hs := L2
s(R2)× L2

s(R2)2 × L2
s(R2

+)× L2
s(R2

+)2,

where L2
s(O) := {u ∈ L2

loc(O) | ηs u ∈ L2(O)} for O = R2 or O = R2
+, and the weight ηs is given by

ηs(x, y) := (1 + x2)s/2 (1 + y2)s/2.

The space L2
s(O) is naturally endowed with the norm

‖u‖2L2
s(O) := ‖ηs u‖2L2(O) =

∫

O
|ηs u|2 dx.

Similarly, the Hilbert space Hs is equipped with the norm

‖U‖Hs := ‖ηsU‖H.
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It is readily seen that for positive s, the spaces Hs and H−s are dual to each other if H is identified
with its own dual space, which yields the continuous embeddings Hs ⊂ H ⊂ H−s. The notation 〈· , ·〉s
represents the duality product between them. This duality product extends the inner product of H in
the sense that

〈U ,U ′〉s = (U ,U ′)H if U ∈Hs and U ′ ∈H. (16)

As a topology for the limits (15), we choose the operator norm ‖ · ‖Hs,H−s of B(Hs,H−s), the Banach
algebra of bounded linear operators from Hs to H−s. The limiting amplitude principle stated in the
next subsection requires the Hölder regularity of the limits. The following theorem, which is proved in
§4.1, aims at providing an optimal result in this direction.

Theorem 2 (Limiting absorption principle). Let s > 1/2. For all ω ∈ R\σexc, the absolutely continuous
part of the resolvent Rac(ζ) has one-sided limits R±ac(ω) := limη↘0Rac(ω ± iη) for the operator norm of
B(Hs,H−s). Moreover, by denoting

R±ac(ζ) := Rac(ζ) if ζ ∈ C± := {ζ ∈ C | ± Im ζ > 0}, (17)

the function ζ 7→ R±ac(ζ) ∈ B(Hs,H−s) is locally Hölder continuous in C± \σexc. More precisely, for any
compact set K ⊂ C± \ σexc, there exists a set ΓK ⊂ (0, 1) of Hölder exponents such that for any γ ∈ ΓK ,
there exists CK,γ > 0 such that

∀(ζ, ζ ′) ∈ K ×K,
∥∥∥R±ac(ζ ′)−R±ac(ζ)

∥∥∥
Hs,H−s

≤ CK,γ |ζ ′ − ζ|γ .

The set ΓK is defined as follows:

ΓK :=

{ (
0,min(s− 1/2, 1)

)
if K ∩ {±Ωe,±Ωc} = ∅,

(
0,min(s− 1/2, 1/2)

)
if K ∩ {±Ωe,±Ωc} 6= ∅.

(18)

This abstract theorem provides us the existence of the one-sided limits R±ac(ω), but not an explicit
expression of these operators. Section 4.1 will show their respective spectral representations (see Propo-
sition 27). To understand the physical significance of these limits, first note that U ζ = Rac(ζ)G means
equivalently that (A− ζ I)U ζ = PacG. Hence one can expect that the limits U±ω = R±ac(ω)G satisfy the
time-harmonic equation (A− ω I)U±ω = PacG. This can be verified rigorously provided A is interpreted
in a suitable distributional sense (since U±ω does not belong to H in general). This means that U±ω both
represent time-harmonic solutions of our Maxwell equations (1). Their difference can be understood pre-
cisely by the limiting amplitude principle will actually tells us that U+

ω is outgoing, in the sense of (10).
It could be seen similarly that U−ω is incoming, by considering the behavior as t → −∞ of anti-causal
solutions.

Note that Theorem 2 excludes the values of σexc defined in (12). In the case where Ωe 6= Ωm, it may
seem surprising to exclude the values ω = ±Ωp which are not in the point spectrum of A. As a matter of
fact, these values require a special study, which is the subject of §5.

Remark 3. The above formulation of Theorem 2 is not entirely optimal in the sense that our definition
of ΓK excludes a particular case which could be included. Indeed, when K contains +Ωe or −Ωe but
not ±Ωc, the value γ = 1/2 is allowed, provided that s > 1 (note that this situation cannot occur in the
critical case Ωe = Ωm since in this case, the values ±Ωe = ±Ωm ∈ σexc cannot belong to K). The reason
why we excluded this particular case is that its proof is slighly more involved than for all the other cases.
As the proof of the general situation is already very technical (see §3), we decided to spare the reader and
postpone the proof of this particular case to Appendix A.2.

2.2.2 The limiting amplitude principle

We are now able to state our main result concerning the asymptotic behavior of the solution U(t) to our
Schrödinger equation (4) with a time-harmonic excitation G(t) = Gω H(t) e−iω t starting at t = 0 (recall
that H(t) denotes the Heaviside function). Instead of our particular excitation introduced in §2.1, we
consider the more general case where Gω ∈Hdiv0 ∩Hs. For simplicity, we assume that U(0) = 0 which
corresponds to zero initial conditions on the fields (E,H, J,K).
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Theorem 4. Let s > 1/2 and ω ∈ R\σexc (see (12)). On the one hand, for any Gω ∈Hs which belongs
to the range of Pac, the limiting amplitude principle holds true in the sense that the solution U(t) to (4)
with zero initial conditions has the following asymptotic behavior for large time:

lim
t→+∞

∥∥∥U(t) + iU+
ω e−iωt

∥∥∥
H−s

= 0, (19)

where U+
ω := R+

ac(ω)Gω ∈H−s is given by the limiting absorption principle.
On the other hand, in the critical case Ωe = Ωm, for any Gω ∈Hs ∩Hdiv0, the asymptotic behavior

for large time of U(t) is given by

lim
t→+∞

∥∥∥U(t)−
(
− iU+

ω e−iωt +
∑

±
P±Ωp

Gω φω,t(±Ωp)
)∥∥∥
H−s

= 0, (20)

where P±Ωp
is the orthogonal projection on the infinite dimensional eigenspace associated to ±Ωp, φω,t

is defined in (9) and U+
ω := R+

ac(ω)Gω as above.

This theorem, which is proved in §4.2, tells us that in the non-critical case, that is Ωe 6= Ωm, the
limiting amplitude principle holds true for any Gω ∈ Hdiv0 ∩Hs (since Hdiv0 is exactly the range of
Pac in this case, see (14)). The assumption Gω ∈ Hdiv0 forces the solution to remain orthogonal to
the eigenspaces associated to the point spectrum {0,±Ωm}, which is a natural physical assumption (see
§2.1). The frequencies which are excluded here are 0, ±Ωm and ±Ωp. Let us mention that the limiting
amplitude principle holds also for ω = ±Ωp. This case, which is not covered by Theorem 4, requires a
special treatment that is detailed in §5.

On the other hand, in the critical case Ωe = Ωm, the validity of the limiting amplitude principle
depends on the spectral content of the excitation Gω ∈Hdiv0 ∩Hs which can be decomposed as

Gω = PacGω + P−Ωp
Gω + P+Ωp

Gω.

If P−Ωp
Gω = P+Ωp

Gω = 0 (which means that Gω belongs to the range of Pac), the principle holds true
for any ω ∈ R \ {0,±Ωm}, which includes in particular the frequencies ω = ±Ωp. But if P−ΩpGω 6= 0 or
P+ΩpGω 6= 0, the behavior of U(t) is no longer time-harmonic at the frequency ω. Two situations may
occur. Firstly, if ω ∈ R \ {0,±Ωp,±Ωm}, the solution U(t) remains bounded in time but oscillates at the
two frequencies ω and Ωp (see the expression (9) of φω,t(±Ωp) for ω 6= ±Ωp): it is a beat phenomenon.
Secondly, if ω = ±Ωp, there is no stationary regime at all, since U blows up linearly in time (since
by (9): φω,t(±Ωp) = t e∓iΩpt for ω = ±Ωp). This conclusion confirms the strong ill-posedness of the
time-harmonic problem described in [1, 2, 29]. This linear growth in time corresponds to a resonance
phenomena. Such a phenomenon is classical for vibration problems in bounded domains but quite unusual
for unbounded domains. In our case, the fields P±Ωp

Gω are trapped waves which belongs to H and are
defined as (continuous) superpositions of functions which are exponentially decaying with the distance
to the interface (i.e., plasmonic waves): they give birth to an interface resonance phenomenon. The
linear behavior in time is characteristic to a resonance due to an eigenvalue of the operator. Here, the
eigenvalues ±Ωp are of infinite multiplicities and embedded in the continuous spectrum of A. This is a
very interesting and new resonance phenomenon for transmission problem in a electromagnetic stratified
media which does not occur with standard dielectric materials (see [39]) since such non-zero eigenvalue
of the Maxwell operator does not exist.

2.3 Recap on the diagonalization of the Hamiltonian A
The proofs of both limiting absorption and limiting amplitude principles rely on the spectral analysis
of the Schrödinger equation (4) performed in [9]. The final result of this previous paper is the explicit
construction of a generalized Fourier transform F which diagonalizes the Hamiltonian operator A, in
the sense that F is a unitary transformation from the physical space H (defined in (5)) into a second
Hilbert space Ĥ, named the spectral space, in which the Hamiltonian A takes a diagonal form. The
introduction of this transformation yields in particular modal representations of both the resolvent of A
and the solution U of the evolution equation (4). Thus, it appears as a key tool for proving Theorems
2 and 4. Therefore, the goal of this subsection is to recall all the results and notations from [9] that are
necessary to use this spectral tool.
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2.3.1 Spectral zones and generalized eigenfunctions

The generalized Fourier transform F is based on the knowledge of a family of time-harmonic solutions of
our Schrödinger equation, which are referred to as generalized eigenfunctions or generalized eigenmodes.
These modes are non-zero bounded solutions for real λ’s of the equation AW = λW, which has to be
understood in distributional sense since these solutions do not belong to H. Thanks to the stratified
geometry, they are expressed here as separable functions of the variables x and y. They appear as
superpositions of planes waves on each side of the interface x = 0.

In the family defined below, the generalized eigenfunctions functions are denoted by Wk,λ,j . They are
indexed by three variables k, λ and j. The two first ones are real parameters: k represents a wavenumber
in the y-direction, that is, the direction of the interface, whereas λ is a spectral parameter. The last one
j is an integer that indicates a multiplicity: its possible values depend on the pair (k, λ). To make this
precise, we first have to introduce various subsets of the (k, λ)-plane, called here spectral zones, which
correspond to various propagation regimes. In each of them, the set of possible values for j will be
constant.

The definition of the spectral zones is linked to the sign of the piecewise-constant function

Θk,λ(x) := k2 − ελ(x)µλ(x)λ2. (21)

From (3), we have more explicitly

Θk,λ(x) =





Θ−k,λ := k2 − ε0 µ0 λ
2 if x < 0,

Θ+
k,λ := −

ε0µ0 λ
4 −

(
k2 + ε0µ0(Ω2

e + Ω2
m)
)
λ2 + ε0µ0 Ω2

eΩ2
m

λ2
if x > 0.

Physically |Θ±k,λ| represents the square of the wavenumber in the x-direction inside R2
±, for a plane wave of

frequency λ whose wavenumber in the y-direction is k. Notice first that Θ±k,λ = Θ±|k|,|λ| for all (k, λ) ∈ R2,

so that we can restrict ourselves to the quadrant k ≥ 0 and λ ≥ 0. In this quadrant, there are three curves
through which the sign of Θ−k,λ or Θ+

k,λ changes. These curves, which are referred to as spectral cuts, have
been defined in [9] as the graphs of three functions λ0(k), λd(k) and λi(k). In the present paper, we use
instead their respective inverses k0(λ), kd(λ) and ki(λ) defined as follows:

Θ−k,λ = 0 ⇐⇒ |k| = k0(λ) :=
√
ε0 µ0 |λ|,

Θ+
k,λ = 0 ⇐⇒ |k| =





kd(λ) :=
√
ε+
λ µ

+
λ |λ| if |λ| ≥ max(Ωe,Ωm)

or

ki(λ) :=
√
ε+
λ µ

+
λ |λ| if 0 < |λ| ≤ min(Ωe,Ωm).

(22)

Note that kd(λ) and ki(λ) are given by the same formula but define two different curves since they differ by
their domain of definition. The spectral cuts are represented in Figure 1 in the cases Ωe < Ωm, Ωe = Ωm

and Ωe > Ωm. The grey area represents the part of the quadrant where Θ−k,λ < 0, which corresponds to the
propagative regime along the x-direction in the vacuum, whereas the white remaining sector corresponds
to the evanescent regime (that is, non propagative). Similarly, the hatched areas represent the parts of
the quadrant where Θ+

k,λ < 0, that is, the propagative regime in the Drude material (again along the
x-direction). In the area with vertical hatches, direct propagation occurs, which means that the group
and phase velocities of a plane wave have the same direction, as in vacuum. On the other hand, in the
area with horizontal hatches, the propagation is called inverse, since these velocities point in opposite
directions (which is related to the fact that both ε+

λ and µ+
λ are negative in this area, see [23] or [9, §3.3.2]

for more complete explanations). This justifies the use of the indices d, i and e, meaning respectively
direct, inverse and evanescent, to name the various spectral zones. Each of them is actually indexed by
a pair of indices: the first one indicates the behavior in the vacuum (d or e) and the second one, in the
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Drude material (d, i or e). We thus define

Λdd :=
{

(k, λ) ∈ R2 | |λ| > max(Ωe,Ωm) and |k| < kd(λ)
}
,

Λdi :=
{

(k, λ) ∈ R2 | 0 < |λ| < min(Ωe,Ωm) and |k| < min
(
k0(λ), ki(λ)

) }
,

Λei :=
{

(k, λ) ∈ R2 | 0 < |λ| < min(Ωe,Ωm), k0(λ) < |k| < ki(λ)
}
,

Λde :=
{

(k, λ) ∈ R2 | |λ| 6= Ωm and |k| < k0(λ)
}
\ Λdd ∪ Λdi.

In the following, the above sets will be referred as surfacic spectral zones. The parts of these spectral
zones located in the quadrant R+ × R+ are represented in Figure 1.

The expression of the generalized eigenfunctions given below involves an appropriate square root θ±k,λ
of Θ±k,λ that has the property to be either purely imaginary or positive real (the choice of the square root
is justified by a limiting absorption process [9, §3.3.1]). We thus define

θk,λ(x) := θ±k,λ if ± x > 0 where (23)

θ−k,λ :=

{
−i sgn(λ) |Θ−k,λ|1/2 if (k, λ) ∈ Λdi ∪ Λde ∪ Λdd,

|Θ−k,λ|1/2 otherwise,
(24)

θ+
k,λ :=





+i sgn(λ) |Θ+
k,λ|1/2 if (k, λ) ∈ Λei ∪ Λdi,

−i sgn(λ) |Θ+
k,λ|1/2 if (k, λ) ∈ Λdd,

|Θ+
k,λ|1/2 otherwise.

(25)

We have to introduce a last spectral zone Λee, which is associated to plasmonic waves, i.e., guided
modes that are localized and propagates alongside the interface between both media [25]. Unlike the
four other spectral zones which are surface areas, Λee is composed of one-dimensional curves which
originate at the intersection points of the spectral cuts, called here the cross points. These are the
points where Θ−k,λ = Θ+

k,λ = 0, that is, the four points (k, λ) such that |k| = kc and |λ| = Ωc, where
kc = k0(Ωc) = ki(Ωc), which yields the definition (11) of Ωc, that is,

Ωc :=
Ωe Ωm√
Ω2

e + Ω2
m

and kc =
√
ε0µ0 Ωc.

The spectral zone Λee is composed of the solutions (k, λ) of the following dispersion equation:

Wk,λ = 0 where Wk,λ :=
θ−k,λ
µ−λ

+
θ+
k,λ

µ+
λ

= 0. (26)

We know from [9, Lemma 13] that for a given k, this equation admits no solution if |k| < kc, and two
opposite solutions ±λe(k) if |k| ≥ kc, where

λe(k) :=





Ωm

√
1

2
+
k2

K
− sgn(K)

√
1

4
+

k4

K2
if Ωm 6= Ωe,

Ωm/
√

2 if Ωm = Ωe,

(27)

with K := ε0µ0 (Ω2
m − Ω2

e). The function k 7→ λe(k) is strictly decreasing on [kc,+∞) if Ωm < Ωe and
strictly increasing if Ωm > Ωe. Moreover λe(k) = Ωm/

√
2 + O(k−2) as |k| → +∞. In the case where

Ωm 6= Ωe, we denote by ke the inverse of λe, originally defined for positive λ and k and extended to
negative λ by setting ke(−λ) = ke(λ), that is,

|λ| = λe(k) ⇐⇒ |k| = ke(λ) if |k| ∈ [kc,+∞) and |λ| ∈ λe
(
[kc,+∞)

)
, (28)

where λe
(
(kc,+∞)

)
=
(

min(Ωp,Ωc),max(Ωp,Ωc)
)
. We finally define

Λee :=
{

(k, λ) ∈ R2 | |k| > kc and |λ| = λe(k)
}
.
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�
� = �e(k)

�
<latexit sha1_base64="I4AKjVf/PUSnywj9fuepOgyRCus=">AAAC73icjVHLSsNAFD3GV62vqEs30SK0Lkrixm6Eghs3QgWrgi0lmU7r0DSJyUQspf/gzp249Qfc6l+If6B/4Z0xgg9EJyRz5txzTubOeJEvEmnbz2PG+MTk1HRuJj87N7+waC4tHyVhGjNeZ6Efxieem3BfBLwuhfT5SRRzt+/5/Njr7ar68QWPExEGh3IQ8Wbf7QaiI5griWqZmw1PdIsNnxxtdyebW8OG5JcyYUM+GhV7JUuJSi2zYJdtPayfwMlAobqW37cA1ELzCQ20EYIhRR8cASRhHy4Sek7hwEZEXBND4mJCQtc5RsiTNyUVJ4VLbI++XVqdZmxAa5WZaDejv/j0xuS0sEGekHQxYfU3S9dTnazY37KHOlPtbUCzl2X1iZU4I/Yv34fyvz7Vi0QHFd2DoJ4izajuWJaS6lNRO7c+dSUpISJO4TbVY8JMOz/O2dKeRPeuztbV9RetVKxas0yb4lXtki7Y+X6dP8HRVtmxy84B3XQF7yOHVayjSPe5jSr2UEOdsq9wjwc8GufGtXFj3L5LjbHMs4Ivw7h7A06XoUU=</latexit><latexit sha1_base64="G7c0QfzPZ3Ps8Q0Orp3PJOKpfqk=">AAAC73icjVHLSsNAFD2Nr1pfVZduoiK0CiVxoxuh4MaNoGAfYKUk07EOTZOYTEQp/Qd37sStH6Bb/QvxD/QjBO+MEdQiOiGZM+eeczJ3xg09EUvLes4YQ8Mjo2PZ8dzE5NT0TH52rhoHScR4hQVeENVdJ+ae8HlFCunxehhxp+t6vOZ2tlW9dsajWAT+gbwI+VHXafviWDBHEtXMrzZc0S40PHK0nK10bvYakp/LmPV4v1/oFE0lKjbzy1bJ0sMcBHYKlsuLud21tbe7vSD/hAZaCMCQoAsOH5KwBwcxPYewYSEk7gg94iJCQtc5+siRNyEVJ4VDbIe+bVodpqxPa5UZazejv3j0RuQ0sUKegHQRYfU3U9cTnazY37J7OlPt7YJmN83qEitxQuxfvk/lf32qF4ljbOoeBPUUakZ1x9KURJ+K2rn5pStJCSFxCreoHhFm2vl5zqb2xLp3dbaOrr9opWLVmqXaBK9ql3TB9s/rHATV9ZJtlex9uulNfIwsFrCEAt3nBsrYwR4qlH2Jezzg0Tg1roxr4+ZDamRSzzy+DeP2HX2voy0=</latexit><latexit sha1_base64="G7c0QfzPZ3Ps8Q0Orp3PJOKpfqk=">AAAC73icjVHLSsNAFD2Nr1pfVZduoiK0CiVxoxuh4MaNoGAfYKUk07EOTZOYTEQp/Qd37sStH6Bb/QvxD/QjBO+MEdQiOiGZM+eeczJ3xg09EUvLes4YQ8Mjo2PZ8dzE5NT0TH52rhoHScR4hQVeENVdJ+ae8HlFCunxehhxp+t6vOZ2tlW9dsajWAT+gbwI+VHXafviWDBHEtXMrzZc0S40PHK0nK10bvYakp/LmPV4v1/oFE0lKjbzy1bJ0sMcBHYKlsuLud21tbe7vSD/hAZaCMCQoAsOH5KwBwcxPYewYSEk7gg94iJCQtc5+siRNyEVJ4VDbIe+bVodpqxPa5UZazejv3j0RuQ0sUKegHQRYfU3U9cTnazY37J7OlPt7YJmN83qEitxQuxfvk/lf32qF4ljbOoeBPUUakZ1x9KURJ+K2rn5pStJCSFxCreoHhFm2vl5zqb2xLp3dbaOrr9opWLVmqXaBK9ql3TB9s/rHATV9ZJtlex9uulNfIwsFrCEAt3nBsrYwR4qlH2Jezzg0Tg1roxr4+ZDamRSzzy+DeP2HX2voy0=</latexit><latexit sha1_base64="LWrJH199CL/QZqccy6m31+3cmK0=">AAAC73icjVHNSsNAGBzjX/2PevQSLEL1UBIv9iIIXjxWsK1gpSTbbV2aJjHZiFL6Dt68iVdfwKu+hfgG+hZ+u66gFtENyc7ONzPZbzdIQpFJ130Zs8YnJqemCzOzc/MLi0v28ko9i/OU8RqLwzg9DvyMhyLiNSlkyI+TlPv9IOSNoLev6o0LnmYijo7kVcJP+343Eh3BfElUy95qBqJbaobkaPu7Zm4NmpJfyowN+HBY6m06SrTZsotu2dXDGQWeAUWYUY3tZzTRRgyGHH1wRJCEQ/jI6DmBBxcJcacYEJcSErrOMcQseXNScVL4xPbo26XViWEjWqvMTLsZ/SWkNyWngw3yxKRLCau/Obqe62TF/pY90Jlqb1c0ByarT6zEGbF/+T6V//WpXiQ6qOgeBPWUaEZ1x0xKrk9F7dz50pWkhIQ4hdtUTwkz7fw8Z0d7Mt27Oltf11+1UrFqzYw2x5vaJV2w9/M6R0F9u+y5Ze/QLe5VzFUXsIZ1lOg+d7CHA1RRo+xrPOART9a5dWPdWncfUmvMeFbxbVj373DVoG0=</latexit>

⌦p
<latexit sha1_base64="VqNMbZ2As/lSBtgJ39BtFHkrW3M=">AAAC1XicjVHLSsNAFD2Nr1pfUZfdBIvgqiRu7LLoxp0V7APaUpJ0WkPzYjIplNKduPUH3OoviX+gW7/AO9MU1CJ6Q5Iz595zZu5cJ/a9RJjma05bWV1b38hvFra2d3b39P2DRhKl3GV1N/Ij3nLshPleyOrCEz5rxZzZgeOzpjO6kPnmmPHEi8IbMYlZN7CHoTfwXFsQ1dP1aecqYEO7N+3wwIhns55eMsumCmMZWBkoVYsf56CoRfoLOugjgosUARhCCMI+bCT0tGHBRExcF1PiOCFP5RlmKJA2pSpGFTaxI/oOadXO2JDW0jNRapd28enlpDRwTJqI6jhhuZuh8qlyluxv3lPlKc82ob+TeQXECtwS+5duUflfnexFYICK6sGjnmLFyO7czCVVtyJPbnzpSpBDTJzEfcpzwq5SLu7ZUJpE9S7v1lb5N1UpWbl2s9oU7/KUNGDr5ziXQeO0bJll65omXcE88ijiCCc0zzNUcYka6uQ9xiOe8Kw1tZl2p93PS7VcpjnEt9AePgHX/Zes</latexit><latexit sha1_base64="OvviHFqjdoj53hzIXQXzZ96Jnes=">AAAC1XicjVHLSsNAFD2Nj9Z31GU3QRFclcSNLkU37qxgW6GVkoxjHcyLyaRQSnfiSvAH3OoviX+gW9cuvDON4APRCUnOnHvPmbn3BmkoMuW6TyVrYnJqulyZmZ2bX1hcspdXmlmSS8YbLAkTeRL4GQ9FzBtKqJCfpJL7URDyVnC5r+OtPpeZSOJjNUj5aeT3YnEumK+I6tr2sHMY8Z7fHXZk5KSjUdded2uuWc5P4BVgfbf6uleeu3mrJ/YjOjhDAoYcEThiKMIhfGT0tOHBRUrcKYbESULCxDlGmCVtTlmcMnxiL+nbo127YGPaa8/MqBmdEtIrSelggzQJ5UnC+jTHxHPjrNnfvIfGU99tQP+g8IqIVbgg9i/dR+Z/dboWhXPsmBoE1ZQaRlfHCpfcdEXf3PlUlSKHlDiNzyguCTOj/OizYzSZqV331jfxZ5OpWb1nRW6OF31LGrD3fZw/QXOr5rk174gmvYPxqqCKNWzSPLexiwPU0SDvPu5wjwerZY2sK+t6nGqVCs0qvizr9h1baplG</latexit><latexit sha1_base64="OvviHFqjdoj53hzIXQXzZ96Jnes=">AAAC1XicjVHLSsNAFD2Nj9Z31GU3QRFclcSNLkU37qxgW6GVkoxjHcyLyaRQSnfiSvAH3OoviX+gW9cuvDON4APRCUnOnHvPmbn3BmkoMuW6TyVrYnJqulyZmZ2bX1hcspdXmlmSS8YbLAkTeRL4GQ9FzBtKqJCfpJL7URDyVnC5r+OtPpeZSOJjNUj5aeT3YnEumK+I6tr2sHMY8Z7fHXZk5KSjUdded2uuWc5P4BVgfbf6uleeu3mrJ/YjOjhDAoYcEThiKMIhfGT0tOHBRUrcKYbESULCxDlGmCVtTlmcMnxiL+nbo127YGPaa8/MqBmdEtIrSelggzQJ5UnC+jTHxHPjrNnfvIfGU99tQP+g8IqIVbgg9i/dR+Z/dboWhXPsmBoE1ZQaRlfHCpfcdEXf3PlUlSKHlDiNzyguCTOj/OizYzSZqV331jfxZ5OpWb1nRW6OF31LGrD3fZw/QXOr5rk174gmvYPxqqCKNWzSPLexiwPU0SDvPu5wjwerZY2sK+t6nGqVCs0qvizr9h1baplG</latexit><latexit sha1_base64="ctp/cz1PqAbBH8tGq13lvw9Y4Ok=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVRI3dllw484K9gFtKUk6raF5MZkUSshO3PoDbvWXxD/Qv/DOmIJaRCckOXPuPWfm3uvEvpcI03wtaSura+sb5c3K1vbO7p6+f9BOopS7rOVGfsS7jp0w3wtZS3jCZ92YMztwfNZxphcy3pkxnnhReCPmMRsE9iT0xp5rC6KGup71rwI2sYdZnwdGnOdDvWrWTLWMZWAVoIpiNSP9BX2MEMFFigAMIQRhHzYSenqwYCImboCMOE7IU3GGHBXSppTFKMMmdkrfCe16BRvSXnomSu3SKT69nJQGTkgTUR4nLE8zVDxVzpL9zTtTnvJuc/o7hVdArMAtsX/pFpn/1claBMaoqxo8qilWjKzOLVxS1RV5c+NLVYIcYuIkHlGcE3aVctFnQ2kSVbvsra3ibypTsnLvFrkp3uUtacDWz3Eug/ZZzTJr1rVZbdSLUZdxhGOc0jzP0cAlmmiR9wyPeMKz1tFy7U67/0zVSoXmEN+W9vABZU2WHQ==</latexit>

⌦c
<latexit sha1_base64="WnV1B/VJFqrgunJKj3YueXEhqu8=">AAAC1XicjVHLSsNAFD3GV31HXboJiuCqJG7sUnDjzgr2Aa2UZDrWwbyYTIQSuhO3/oBb/RB/QvwD/QvvTFNQi+iEJGfOvefM3HuDNBSZct23GWt2bn5hsbK0vLK6tr5hb241sySXjDdYEiayHfgZD0XMG0qokLdTyf0oCHkruDnR8dYtl5lI4gs1TPll5A9icSWYr4jq2XbRPYv4wO8VXRk5bDTq2Xtu1TXLmQZeCfaO115yB0A9sV/RRR8JGHJE4IihCIfwkdHTgQcXKXGXKIiThISJc4ywTNqcsjhl+MTe0HdAu07JxrTXnplRMzolpFeS0sE+aRLKk4T1aY6J58ZZs795F8ZT321I/6D0iohVuCb2L90k8786XYvCFWqmBkE1pYbR1bHSJTdd0Td3vlSlyCElTuM+xSVhZpSTPjtGk5nadW99E383mZrVe1bm5vjQt6QBez/HOQ2ah1XPrXrnNOkaxquCHezigOZ5hGOcoo4Ged/iEU94tlrWyLqz7sep1kyp2ca3ZT18Aubwl7Q=</latexit><latexit sha1_base64="2NCRhx3HSi3wv/fvxjzKASULUs0=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugqXgqiRu7LIgiDsVrC20UpLpWIN5MZkUpGQnbv0Bt/ZD/AnxD/QvvDOmoBbRCUnOnHvPmbn3ekngp9K2X0vG3PzC4lJ5ubKyura+YW5uXaRxJhhvsTiIRcdzUx74EW9JXwa8kwjuhl7A297NoYq3R1ykfhydy9uEX4buMPKvfOZKovqmOe6dhHzo9sc9EVosz/tm1a7belmzwClAtbn2nNWOKpPT2HxBDwPEYMgQgiOCJBzARUpPFw5sJMRdYkycIOTrOEeOCmkzyuKU4RJ7Q98h7boFG9FeeaZazeiUgF5BSgs10sSUJwir0ywdz7SzYn/zHmtPdbdb+nuFV0isxDWxf+mmmf/VqVokrtDQNfhUU6IZVR0rXDLdFXVz60tVkhwS4hQeUFwQZlo57bOlNamuXfXW1fE3nalYtWdFboZ3dUsasPNznLPgYr/u2HXnjCbdwOcqYwe72KN5HqCJY5yiRd4jPOIJE6Nt5Madcf+ZapQKzTa+LePhAw3NmK8=</latexit><latexit sha1_base64="2NCRhx3HSi3wv/fvxjzKASULUs0=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugqXgqiRu7LIgiDsVrC20UpLpWIN5MZkUpGQnbv0Bt/ZD/AnxD/QvvDOmoBbRCUnOnHvPmbn3ekngp9K2X0vG3PzC4lJ5ubKyura+YW5uXaRxJhhvsTiIRcdzUx74EW9JXwa8kwjuhl7A297NoYq3R1ykfhydy9uEX4buMPKvfOZKovqmOe6dhHzo9sc9EVosz/tm1a7belmzwClAtbn2nNWOKpPT2HxBDwPEYMgQgiOCJBzARUpPFw5sJMRdYkycIOTrOEeOCmkzyuKU4RJ7Q98h7boFG9FeeaZazeiUgF5BSgs10sSUJwir0ywdz7SzYn/zHmtPdbdb+nuFV0isxDWxf+mmmf/VqVokrtDQNfhUU6IZVR0rXDLdFXVz60tVkhwS4hQeUFwQZlo57bOlNamuXfXW1fE3nalYtWdFboZ3dUsasPNznLPgYr/u2HXnjCbdwOcqYwe72KN5HqCJY5yiRd4jPOIJE6Nt5Madcf+ZapQKzTa+LePhAw3NmK8=</latexit><latexit sha1_base64="Uo6TT4ciGd//ngx2A9tdAdyL2pU=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVRI3dllw484K9gFtKcl0WkPzYjIplNKduPUH3OoviX+gf+GdMQW1iE5Icubce87MvddLAj+Vtv1aMFZW19Y3ipulre2d3T1z/6CZxplgvMHiIBZtz0154Ee8IX0Z8HYiuBt6AW954wsVb024SP04upHThPdCdxT5Q5+5kqi+ac66VyEfuf1ZV4QWm8/7Ztmu2HpZy8DJQRn5qsfmC7oYIAZDhhAcESThAC5SejpwYCMhrocZcYKQr+Mcc5RIm1EWpwyX2DF9R7Tr5GxEe+WZajWjUwJ6BSktnJAmpjxBWJ1m6XimnRX7m/dMe6q7Tenv5V4hsRK3xP6lW2T+V6dqkRiiqmvwqaZEM6o6lrtkuivq5taXqiQ5JMQpPKC4IMy0ctFnS2tSXbvqravjbzpTsWrP8twM7+qWNGDn5ziXQfOs4tgV59ou16r5qIs4wjFOaZ7nqOESdTTIe4JHPOHZaBlz4864/0w1CrnmEN+W8fABRlOWEA==</latexit>

⇤ee
�
� = �e(k)

�
<latexit sha1_base64="I4AKjVf/PUSnywj9fuepOgyRCus=">AAAC73icjVHLSsNAFD3GV62vqEs30SK0Lkrixm6Eghs3QgWrgi0lmU7r0DSJyUQspf/gzp249Qfc6l+If6B/4Z0xgg9EJyRz5txzTubOeJEvEmnbz2PG+MTk1HRuJj87N7+waC4tHyVhGjNeZ6Efxieem3BfBLwuhfT5SRRzt+/5/Njr7ar68QWPExEGh3IQ8Wbf7QaiI5griWqZmw1PdIsNnxxtdyebW8OG5JcyYUM+GhV7JUuJSi2zYJdtPayfwMlAobqW37cA1ELzCQ20EYIhRR8cASRhHy4Sek7hwEZEXBND4mJCQtc5RsiTNyUVJ4VLbI++XVqdZmxAa5WZaDejv/j0xuS0sEGekHQxYfU3S9dTnazY37KHOlPtbUCzl2X1iZU4I/Yv34fyvz7Vi0QHFd2DoJ4izajuWJaS6lNRO7c+dSUpISJO4TbVY8JMOz/O2dKeRPeuztbV9RetVKxas0yb4lXtki7Y+X6dP8HRVtmxy84B3XQF7yOHVayjSPe5jSr2UEOdsq9wjwc8GufGtXFj3L5LjbHMs4Ivw7h7A06XoUU=</latexit><latexit sha1_base64="G7c0QfzPZ3Ps8Q0Orp3PJOKpfqk=">AAAC73icjVHLSsNAFD2Nr1pfVZduoiK0CiVxoxuh4MaNoGAfYKUk07EOTZOYTEQp/Qd37sStH6Bb/QvxD/QjBO+MEdQiOiGZM+eeczJ3xg09EUvLes4YQ8Mjo2PZ8dzE5NT0TH52rhoHScR4hQVeENVdJ+ae8HlFCunxehhxp+t6vOZ2tlW9dsajWAT+gbwI+VHXafviWDBHEtXMrzZc0S40PHK0nK10bvYakp/LmPV4v1/oFE0lKjbzy1bJ0sMcBHYKlsuLud21tbe7vSD/hAZaCMCQoAsOH5KwBwcxPYewYSEk7gg94iJCQtc5+siRNyEVJ4VDbIe+bVodpqxPa5UZazejv3j0RuQ0sUKegHQRYfU3U9cTnazY37J7OlPt7YJmN83qEitxQuxfvk/lf32qF4ljbOoeBPUUakZ1x9KURJ+K2rn5pStJCSFxCreoHhFm2vl5zqb2xLp3dbaOrr9opWLVmqXaBK9ql3TB9s/rHATV9ZJtlex9uulNfIwsFrCEAt3nBsrYwR4qlH2Jezzg0Tg1roxr4+ZDamRSzzy+DeP2HX2voy0=</latexit><latexit sha1_base64="G7c0QfzPZ3Ps8Q0Orp3PJOKpfqk=">AAAC73icjVHLSsNAFD2Nr1pfVZduoiK0CiVxoxuh4MaNoGAfYKUk07EOTZOYTEQp/Qd37sStH6Bb/QvxD/QjBO+MEdQiOiGZM+eeczJ3xg09EUvLes4YQ8Mjo2PZ8dzE5NT0TH52rhoHScR4hQVeENVdJ+ae8HlFCunxehhxp+t6vOZ2tlW9dsajWAT+gbwI+VHXafviWDBHEtXMrzZc0S40PHK0nK10bvYakp/LmPV4v1/oFE0lKjbzy1bJ0sMcBHYKlsuLud21tbe7vSD/hAZaCMCQoAsOH5KwBwcxPYewYSEk7gg94iJCQtc5+siRNyEVJ4VDbIe+bVodpqxPa5UZazejv3j0RuQ0sUKegHQRYfU3U9cTnazY37J7OlPt7YJmN83qEitxQuxfvk/lf32qF4ljbOoeBPUUakZ1x9KURJ+K2rn5pStJCSFxCreoHhFm2vl5zqb2xLp3dbaOrr9opWLVmqXaBK9ql3TB9s/rHATV9ZJtlex9uulNfIwsFrCEAt3nBsrYwR4qlH2Jezzg0Tg1roxr4+ZDamRSzzy+DeP2HX2voy0=</latexit><latexit sha1_base64="LWrJH199CL/QZqccy6m31+3cmK0=">AAAC73icjVHNSsNAGBzjX/2PevQSLEL1UBIv9iIIXjxWsK1gpSTbbV2aJjHZiFL6Dt68iVdfwKu+hfgG+hZ+u66gFtENyc7ONzPZbzdIQpFJ130Zs8YnJqemCzOzc/MLi0v28ko9i/OU8RqLwzg9DvyMhyLiNSlkyI+TlPv9IOSNoLev6o0LnmYijo7kVcJP+343Eh3BfElUy95qBqJbaobkaPu7Zm4NmpJfyowN+HBY6m06SrTZsotu2dXDGQWeAUWYUY3tZzTRRgyGHH1wRJCEQ/jI6DmBBxcJcacYEJcSErrOMcQseXNScVL4xPbo26XViWEjWqvMTLsZ/SWkNyWngw3yxKRLCau/Obqe62TF/pY90Jlqb1c0ByarT6zEGbF/+T6V//WpXiQ6qOgeBPWUaEZ1x0xKrk9F7dz50pWkhIQ4hdtUTwkz7fw8Z0d7Mt27Oltf11+1UrFqzYw2x5vaJV2w9/M6R0F9u+y5Ze/QLe5VzFUXsIZ1lOg+d7CHA1RRo+xrPOART9a5dWPdWncfUmvMeFbxbVj373DVoG0=</latexit>

k = kd(�)
<latexit sha1_base64="oU3qD8ZtvEUzXrQLDFZUVkFTunQ=">AAAC4HicjVHLSsNAFD3GV31X3QhugiLopiRu7EYQ3LisYFWwUpLpqKFpEpKJqKULd+7ErT/gVr9GBD9A/8IzYwQfiN6Q5My595yZO9dPwiBTjvPUZ/UPDA4Nl0ZGx8YnJqfK0zO7WZynQtZFHMbpvu9lMgwiWVeBCuV+kkqv44dyz29v6vzeqUyzII521HkiDzvecRQcBcJTpJrl+ba9breb3YaSZyoT3Vavt9wIqW95K83yolNxTNg/gVuAxY25i2cwanH5EQ20EEMgRwcSERRxCA8ZnwO4cJCQO0SXXEoUmLxED6PU5qySrPDItvk95uqgYCOutWdm1IK7hHxTKm0sUROzLiXWu9kmnxtnzf7m3TWe+mzn/PuFV4eswgnZv3Qflf/V6V4UjlA1PQTsKTGM7k4ULrm5FX1y+1NXig4JOY1bzKfEwig/7tk2msz0ru/WM/kXU6lZvRZFbY5XfUoO2P0+zp9gd7XiOhV3m5Ou4j1KmMcCljnPNWxgCzXU6X2JO9zjwfKtK+vaunkvtfoKzSy+hHX7Bsgam+U=</latexit><latexit sha1_base64="RVAxQcKc2SAi6CmddYUORhVUfAc=">AAAC4HicjVHLSsNAFD3G9zvqRnATLIJuSuLGbgTRjUsF2wqtlGQ6amiahMxErKGgO3fi1h9wq/6MCH6A/oV3phHUIjohyZlz7zkz914vDnwhbftlwBgcGh4ZHRufmJyanpk15+YrIkoTxsssCqLk0HMFD/yQl6UvA34YJ9xtewGveq0dFa+e8UT4UXggOzE/arsnoX/sM1cS1TCXWtam1WpkdcnPpWBZs9tdrQekb7prDbNgF229rH7g5KCwtXjxOn75tL0Xmc+oo4kIDCna4AghCQdwIeipwYGNmLgjZMQlhHwd5+higrQpZXHKcIlt0feEdrWcDWmvPIVWMzoloDchpYUV0kSUlxBWp1k6nmpnxf7mnWlPdbcO/b3cq02sxCmxf+k+M/+rU7VIHKOka/CpplgzqjqWu6S6K+rm1peqJDnExCncpHhCmGnlZ58trRG6dtVbV8ffdKZi1Z7luSne1S1pwM7PcfaDynrRsYvOPk26hN4awxKWsUrz3MAWdrGHMnlf4R4PeDQ849q4MW57qcZArlnAt2XcfQANEJ1i</latexit><latexit sha1_base64="RVAxQcKc2SAi6CmddYUORhVUfAc=">AAAC4HicjVHLSsNAFD3G9zvqRnATLIJuSuLGbgTRjUsF2wqtlGQ6amiahMxErKGgO3fi1h9wq/6MCH6A/oV3phHUIjohyZlz7zkz914vDnwhbftlwBgcGh4ZHRufmJyanpk15+YrIkoTxsssCqLk0HMFD/yQl6UvA34YJ9xtewGveq0dFa+e8UT4UXggOzE/arsnoX/sM1cS1TCXWtam1WpkdcnPpWBZs9tdrQekb7prDbNgF229rH7g5KCwtXjxOn75tL0Xmc+oo4kIDCna4AghCQdwIeipwYGNmLgjZMQlhHwd5+higrQpZXHKcIlt0feEdrWcDWmvPIVWMzoloDchpYUV0kSUlxBWp1k6nmpnxf7mnWlPdbcO/b3cq02sxCmxf+k+M/+rU7VIHKOka/CpplgzqjqWu6S6K+rm1peqJDnExCncpHhCmGnlZ58trRG6dtVbV8ffdKZi1Z7luSne1S1pwM7PcfaDynrRsYvOPk26hN4awxKWsUrz3MAWdrGHMnlf4R4PeDQ849q4MW57qcZArlnAt2XcfQANEJ1i</latexit><latexit sha1_base64="+jNX+vJHsEId5bn4TxIP22aZCgk=">AAAC4HicjVHLSsNAFD2Nr1pfVZfdBItQNyVxYzdCwY3LCvYBbSnJZKohaRKSiVhKF+7ciVt/wK1+jfgH+hfeGVNQi+iEJGfOvefM3HvtyHcTYRivOW1hcWl5Jb9aWFvf2Nwqbu+0kjCNGW+y0A/jjm0l3HcD3hSu8Hknirk1sn3etr0TGW9f8Thxw+BcjCPeH1kXgTt0mSWIGhRLnn6se4NJT/BrkbCJM51Wej7pHetgUCwbVUMtfR6YGSgjW42w+IIeHIRgSDECRwBB2IeFhJ4uTBiIiOtjQlxMyFVxjikKpE0pi1OGRaxH3wvadTM2oL30TJSa0Sk+vTEpdeyTJqS8mLA8TVfxVDlL9jfvifKUdxvT3868RsQKXBL7l26W+V+drEVgiJqqwaWaIsXI6ljmkqquyJvrX6oS5BARJ7FD8ZgwU8pZn3WlSVTtsreWir+pTMnKPctyU7zLW9KAzZ/jnAetw6ppVM0zo1yvZaPOo4Q9VGieR6jjFA00yfsGj3jCs2Zrt9qddv+ZquUyzS6+Le3hAxF9mjc=</latexit>

k = k0(�)
<latexit sha1_base64="LapbeOHFqXRaUiuEfFR6eSrFpFo=">AAAC1HicjVHLSsNAFD2Nr1ofjboR3ASLUDclcWM3QsGNywr2AW0pSTqtIU+SiVCrK3HrD7jVbxLBD9C/8M40BbWI3pDkzLnn3Jk714o8J+G6/ppTFhaXllfyq4W19Y3Norq13UzCNLZZww69MG5bZsI8J2AN7nCPtaOYmb7lsZblnop864rFiRMGF3wcsZ5vjgJn6NgmJ6qvFt0Tze3r5a5HnoF52FdLekWXoc0DIwOl2u71GyjqofqCLgYIYSOFD4YAnLAHEwk9HRjQERHXw4S4mJAj8wy3KJA3JRUjhUmsS98RrToZG9Ba1Eyk26ZdPHpjcmo4IE9Iupiw2E2T+VRWFuxvtSeypjjbmP5WVssnluOS2L98M+V/faIXjiGqsgeHeookI7qzsyqpvBVxcu1LV5wqRMQJPKB8TNiWztk9a9KTyN7F3Zoy/y6VghVrO9Om+BCnpAEbP8c5D5pHFUOvGOc06Sqmkcce9lGmeR6jhjPU0ZAzf8QTnpWmcqPcKfdTqZLLPDv4FsrDJzN+ljI=</latexit><latexit sha1_base64="i+nbTbMUuX7kM8I7riVQcJh42pI=">AAAC1HicjVHLSsNAFD2Nr7Y+GnUjuAkWoW5K4sZuhKIblxXsA9pSknRaQ9MkJBOhVkEQt/6AW/0Bf0YEP0D/wjvTFNQiOiHJmXPPuTP3XitwnYjr+mtKmZtfWFxKZ7LLK6trOXV9oxb5cWizqu27ftiwzIi5jseq3OEuawQhM4eWy+rW4FjE6xcsjBzfO+OjgLWHZt9zeo5tcqI6am5wqA06eqHlkqdr7nXUvF7U5dJmgZGAfHnr8i1z83xU8dUXtNCFDxsxhmDwwAm7MBHR04QBHQFxbYyJCwk5Ms5wjSx5Y1IxUpjEDujbp10zYT3ai5yRdNt0iktvSE4Nu+TxSRcSFqdpMh7LzIL9LfdY5hR3G9HfSnINieU4J/Yv31T5X5+ohaOHkqzBoZoCyYjq7CRLLLsibq59qYpThoA4gbsUDwnb0jntsyY9kaxd9NaU8XepFKzY24k2xoe4JQ3Y+DnOWVDbLxp60TilSZcwWWlsYwcFmucByjhBBVU58wc84kmpKVfKrXI3kSqpxLOJb0u5/wR4ZZev</latexit><latexit sha1_base64="i+nbTbMUuX7kM8I7riVQcJh42pI=">AAAC1HicjVHLSsNAFD2Nr7Y+GnUjuAkWoW5K4sZuhKIblxXsA9pSknRaQ9MkJBOhVkEQt/6AW/0Bf0YEP0D/wjvTFNQiOiHJmXPPuTP3XitwnYjr+mtKmZtfWFxKZ7LLK6trOXV9oxb5cWizqu27ftiwzIi5jseq3OEuawQhM4eWy+rW4FjE6xcsjBzfO+OjgLWHZt9zeo5tcqI6am5wqA06eqHlkqdr7nXUvF7U5dJmgZGAfHnr8i1z83xU8dUXtNCFDxsxhmDwwAm7MBHR04QBHQFxbYyJCwk5Ms5wjSx5Y1IxUpjEDujbp10zYT3ai5yRdNt0iktvSE4Nu+TxSRcSFqdpMh7LzIL9LfdY5hR3G9HfSnINieU4J/Yv31T5X5+ohaOHkqzBoZoCyYjq7CRLLLsibq59qYpThoA4gbsUDwnb0jntsyY9kaxd9NaU8XepFKzY24k2xoe4JQ3Y+DnOWVDbLxp60TilSZcwWWlsYwcFmucByjhBBVU58wc84kmpKVfKrXI3kSqpxLOJb0u5/wR4ZZev</latexit><latexit sha1_base64="lxDhq3y0NvUSJrmFu424ffF6Nlc=">AAAC1HicjVHLSsNAFD2Nr1ofjbp0EyxC3ZTEjd0IBTcuK9gHtKUk6bSGPJlMhFJdiVt/wK1+k/gH+hfeGVNQi+iEJGfOPefO3HudJPBSYZqvBW1peWV1rbhe2tjc2i7rO7vtNM64y1puHMS869gpC7yItYQnAtZNOLNDJ2Adxz+T8c4146kXR5dimrBBaE8ib+y5tiBqqJf9U8MfmtV+QJ6RfTTUK2bNVMtYBFYOKshXM9Zf0McIMVxkCMEQQRAOYCOlpwcLJhLiBpgRxwl5Ks5wixJ5M1IxUtjE+vSd0K6XsxHtZc5UuV06JaCXk9PAIXli0nHC8jRDxTOVWbK/5Z6pnPJuU/o7ea6QWIErYv/yzZX/9claBMaoqxo8qilRjKzOzbNkqivy5saXqgRlSIiTeERxTthVznmfDeVJVe2yt7aKvymlZOXezbUZ3uUtacDWz3EugvZxzTJr1oVZadTzURexjwNUaZ4naOAcTbTUzB/xhGetrd1od9r9p1Qr5J49fFvawwd80pSE</latexit>

k = ki(�)
<latexit sha1_base64="WgysGPoQcjBtXLGF+f21IMSVIQI=">AAAC4HicjVHLShxBFD12jO/oaDaCmyYiTDZDtxvdCIIblwoZFRwZumtqJkU/6a4WdZiFu+yCW38gW/0aCeQDkr/wVNmCZgjxNt196tx7TtWtG+axKrXn/Zxw3k2+n5qemZ2bX/iwuNRYXjkqs6oQsi2yOCtOwqCUsUplWysdy5O8kEESxvI4jPZM/vhcFqXK0i/6MpdnSTBIVV+JQJPqNtYid8eNusOOlhe6FEM1GjU7MfW94HO3se61PBvuOPBrsL67evULjIOs8YAOesggUCGBRApNHCNAyecUPjzk5M4wJFcQKZuXGGGO2opVkhUB2YjfAVenNZtybTxLqxbcJeZbUOlig5qMdQWx2c21+co6G/Zf3kPrac52yX9YeyVkNb6S/Z/uufKtOtOLRh/btgfFnnLLmO5E7VLZWzEnd190pemQkzO4x3xBLKzy+Z5dqylt7+ZuA5v/bSsNa9airq3wx5ySA/b/Huc4ONps+V7LP+Skt/EUM1jDJzQ5zy3sYh8HaNP7Gj9wh3sndL45352bp1JnotZ8xKtwbh8B1DGb6g==</latexit><latexit sha1_base64="oA06ODMY9kpJAmj6jRw+PvgZZys=">AAAC4HicjVHLSsNAFD3G97vqRnATLELdlMSN3QiiG5cKthXaUpLpVIemSUgmYi0F3bkTt/6AW/VnRPAD9C+8M01BLaITkpw5954zc+91Q0/E0rJeR4zRsfGJyanpmdm5+YXFzNJyKQ6SiPEiC7wgOnGdmHvC50UppMdPwog7bdfjZbe1r+Llcx7FIvCPZSfktbZz6oumYI4kqp5Za5k7ZqverUp+IWPWFb1eruqRvuFs1jNZK2/pZQ4DOwXZ3dXLt+mr573DIPOCKhoIwJCgDQ4fkrAHBzE9FdiwEBJXQ5e4iJDQcY4eZkibUBanDIfYFn1PaVdJWZ/2yjPWakanePRGpDSxQZqA8iLC6jRTxxPtrNjfvLvaU92tQ3839WoTK3FG7F+6QeZ/daoWiSYKugZBNYWaUdWx1CXRXVE3N79UJckhJE7hBsUjwkwrB302tSbWtaveOjr+rjMVq/YszU3woW5JA7Z/jnMYlLbytpW3j2jSBfTXFNawjhzNcxu7OMAhiuR9jQc84slwjRvj1rjrpxojqWYF35Zx/wkZJ51n</latexit><latexit sha1_base64="oA06ODMY9kpJAmj6jRw+PvgZZys=">AAAC4HicjVHLSsNAFD3G97vqRnATLELdlMSN3QiiG5cKthXaUpLpVIemSUgmYi0F3bkTt/6AW/VnRPAD9C+8M01BLaITkpw5954zc+91Q0/E0rJeR4zRsfGJyanpmdm5+YXFzNJyKQ6SiPEiC7wgOnGdmHvC50UppMdPwog7bdfjZbe1r+Llcx7FIvCPZSfktbZz6oumYI4kqp5Za5k7ZqverUp+IWPWFb1eruqRvuFs1jNZK2/pZQ4DOwXZ3dXLt+mr573DIPOCKhoIwJCgDQ4fkrAHBzE9FdiwEBJXQ5e4iJDQcY4eZkibUBanDIfYFn1PaVdJWZ/2yjPWakanePRGpDSxQZqA8iLC6jRTxxPtrNjfvLvaU92tQ3839WoTK3FG7F+6QeZ/daoWiSYKugZBNYWaUdWx1CXRXVE3N79UJckhJE7hBsUjwkwrB302tSbWtaveOjr+rjMVq/YszU3woW5JA7Z/jnMYlLbytpW3j2jSBfTXFNawjhzNcxu7OMAhiuR9jQc84slwjRvj1rjrpxojqWYF35Zx/wkZJ51n</latexit><latexit sha1_base64="QHcqmCdKK4ZzRwc+8IXIacYuRWA=">AAAC4HicjVHLSsNAFD2Nr1pfVZfdBItQNyVxYzdCwY3LCvYBbSnJdKpD0yQkE7GULty5E7f+gFv9GvEP9C+8M6agFtEJSc6ce8+Zufe6oSdiaVmvGWNhcWl5JbuaW1vf2NzKb+804iCJGK+zwAuiluvE3BM+r0shPd4KI+6MXI833eGJijeveBSLwD+X45B3R86FLwaCOZKoXr4wNI/NYW/SkfxaxmwiptNSxyN93zno5YtW2dLLnAd2CopIVy3Iv6CDPgIwJBiBw4ck7MFBTE8bNiyExHUxIS4iJHScY4ocaRPK4pThEDuk7wXt2inr0155xlrN6BSP3oiUJvZJE1BeRFidZup4op0V+5v3RHuqu43p76ZeI2IlLon9SzfL/K9O1SIxQEXXIKimUDOqOpa6JLor6ubml6okOYTEKdyneESYaeWsz6bWxLp21VtHx990pmLVnqW5Cd7VLWnA9s9xzoPGYdm2yvaZVaxW0lFnUcAeSjTPI1Rxihrq5H2DRzzh2XCNW+POuP9MNTKpZhfflvHwAR2Umjw=</latexit>

⇤dd

⇤de

⇤di

⇤ei

k

�

⌦m

⌦e

⌦p
<latexit sha1_base64="VqNMbZ2As/lSBtgJ39BtFHkrW3M=">AAAC1XicjVHLSsNAFD2Nr1pfUZfdBIvgqiRu7LLoxp0V7APaUpJ0WkPzYjIplNKduPUH3OoviX+gW7/AO9MU1CJ6Q5Iz595zZu5cJ/a9RJjma05bWV1b38hvFra2d3b39P2DRhKl3GV1N/Ij3nLshPleyOrCEz5rxZzZgeOzpjO6kPnmmPHEi8IbMYlZN7CHoTfwXFsQ1dP1aecqYEO7N+3wwIhns55eMsumCmMZWBkoVYsf56CoRfoLOugjgosUARhCCMI+bCT0tGHBRExcF1PiOCFP5RlmKJA2pSpGFTaxI/oOadXO2JDW0jNRapd28enlpDRwTJqI6jhhuZuh8qlyluxv3lPlKc82ob+TeQXECtwS+5duUflfnexFYICK6sGjnmLFyO7czCVVtyJPbnzpSpBDTJzEfcpzwq5SLu7ZUJpE9S7v1lb5N1UpWbl2s9oU7/KUNGDr5ziXQeO0bJll65omXcE88ijiCCc0zzNUcYka6uQ9xiOe8Kw1tZl2p93PS7VcpjnEt9AePgHX/Zes</latexit><latexit sha1_base64="OvviHFqjdoj53hzIXQXzZ96Jnes=">AAAC1XicjVHLSsNAFD2Nj9Z31GU3QRFclcSNLkU37qxgW6GVkoxjHcyLyaRQSnfiSvAH3OoviX+gW9cuvDON4APRCUnOnHvPmbn3BmkoMuW6TyVrYnJqulyZmZ2bX1hcspdXmlmSS8YbLAkTeRL4GQ9FzBtKqJCfpJL7URDyVnC5r+OtPpeZSOJjNUj5aeT3YnEumK+I6tr2sHMY8Z7fHXZk5KSjUdded2uuWc5P4BVgfbf6uleeu3mrJ/YjOjhDAoYcEThiKMIhfGT0tOHBRUrcKYbESULCxDlGmCVtTlmcMnxiL+nbo127YGPaa8/MqBmdEtIrSelggzQJ5UnC+jTHxHPjrNnfvIfGU99tQP+g8IqIVbgg9i/dR+Z/dboWhXPsmBoE1ZQaRlfHCpfcdEXf3PlUlSKHlDiNzyguCTOj/OizYzSZqV331jfxZ5OpWb1nRW6OF31LGrD3fZw/QXOr5rk174gmvYPxqqCKNWzSPLexiwPU0SDvPu5wjwerZY2sK+t6nGqVCs0qvizr9h1baplG</latexit><latexit sha1_base64="OvviHFqjdoj53hzIXQXzZ96Jnes=">AAAC1XicjVHLSsNAFD2Nj9Z31GU3QRFclcSNLkU37qxgW6GVkoxjHcyLyaRQSnfiSvAH3OoviX+gW9cuvDON4APRCUnOnHvPmbn3BmkoMuW6TyVrYnJqulyZmZ2bX1hcspdXmlmSS8YbLAkTeRL4GQ9FzBtKqJCfpJL7URDyVnC5r+OtPpeZSOJjNUj5aeT3YnEumK+I6tr2sHMY8Z7fHXZk5KSjUdded2uuWc5P4BVgfbf6uleeu3mrJ/YjOjhDAoYcEThiKMIhfGT0tOHBRUrcKYbESULCxDlGmCVtTlmcMnxiL+nbo127YGPaa8/MqBmdEtIrSelggzQJ5UnC+jTHxHPjrNnfvIfGU99tQP+g8IqIVbgg9i/dR+Z/dboWhXPsmBoE1ZQaRlfHCpfcdEXf3PlUlSKHlDiNzyguCTOj/OizYzSZqV331jfxZ5OpWb1nRW6OF31LGrD3fZw/QXOr5rk174gmvYPxqqCKNWzSPLexiwPU0SDvPu5wjwerZY2sK+t6nGqVCs0qvizr9h1baplG</latexit><latexit sha1_base64="ctp/cz1PqAbBH8tGq13lvw9Y4Ok=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVRI3dllw484K9gFtKUk6raF5MZkUSshO3PoDbvWXxD/Qv/DOmIJaRCckOXPuPWfm3uvEvpcI03wtaSura+sb5c3K1vbO7p6+f9BOopS7rOVGfsS7jp0w3wtZS3jCZ92YMztwfNZxphcy3pkxnnhReCPmMRsE9iT0xp5rC6KGup71rwI2sYdZnwdGnOdDvWrWTLWMZWAVoIpiNSP9BX2MEMFFigAMIQRhHzYSenqwYCImboCMOE7IU3GGHBXSppTFKMMmdkrfCe16BRvSXnomSu3SKT69nJQGTkgTUR4nLE8zVDxVzpL9zTtTnvJuc/o7hVdArMAtsX/pFpn/1claBMaoqxo8qilWjKzOLVxS1RV5c+NLVYIcYuIkHlGcE3aVctFnQ2kSVbvsra3ibypTsnLvFrkp3uUtacDWz3Eug/ZZzTJr1rVZbdSLUZdxhGOc0jzP0cAlmmiR9wyPeMKz1tFy7U67/0zVSoXmEN+W9vABZU2WHQ==</latexit>

⌦c
<latexit sha1_base64="WnV1B/VJFqrgunJKj3YueXEhqu8=">AAAC1XicjVHLSsNAFD3GV31HXboJiuCqJG7sUnDjzgr2Aa2UZDrWwbyYTIQSuhO3/oBb/RB/QvwD/QvvTFNQi+iEJGfOvefM3HuDNBSZct23GWt2bn5hsbK0vLK6tr5hb241sySXjDdYEiayHfgZD0XMG0qokLdTyf0oCHkruDnR8dYtl5lI4gs1TPll5A9icSWYr4jq2XbRPYv4wO8VXRk5bDTq2Xtu1TXLmQZeCfaO115yB0A9sV/RRR8JGHJE4IihCIfwkdHTgQcXKXGXKIiThISJc4ywTNqcsjhl+MTe0HdAu07JxrTXnplRMzolpFeS0sE+aRLKk4T1aY6J58ZZs795F8ZT321I/6D0iohVuCb2L90k8786XYvCFWqmBkE1pYbR1bHSJTdd0Td3vlSlyCElTuM+xSVhZpSTPjtGk5nadW99E383mZrVe1bm5vjQt6QBez/HOQ2ah1XPrXrnNOkaxquCHezigOZ5hGOcoo4Ged/iEU94tlrWyLqz7sep1kyp2ca3ZT18Aubwl7Q=</latexit><latexit sha1_base64="2NCRhx3HSi3wv/fvxjzKASULUs0=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugqXgqiRu7LIgiDsVrC20UpLpWIN5MZkUpGQnbv0Bt/ZD/AnxD/QvvDOmoBbRCUnOnHvPmbn3ekngp9K2X0vG3PzC4lJ5ubKyura+YW5uXaRxJhhvsTiIRcdzUx74EW9JXwa8kwjuhl7A297NoYq3R1ykfhydy9uEX4buMPKvfOZKovqmOe6dhHzo9sc9EVosz/tm1a7belmzwClAtbn2nNWOKpPT2HxBDwPEYMgQgiOCJBzARUpPFw5sJMRdYkycIOTrOEeOCmkzyuKU4RJ7Q98h7boFG9FeeaZazeiUgF5BSgs10sSUJwir0ywdz7SzYn/zHmtPdbdb+nuFV0isxDWxf+mmmf/VqVokrtDQNfhUU6IZVR0rXDLdFXVz60tVkhwS4hQeUFwQZlo57bOlNamuXfXW1fE3nalYtWdFboZ3dUsasPNznLPgYr/u2HXnjCbdwOcqYwe72KN5HqCJY5yiRd4jPOIJE6Nt5Madcf+ZapQKzTa+LePhAw3NmK8=</latexit><latexit sha1_base64="2NCRhx3HSi3wv/fvxjzKASULUs0=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugqXgqiRu7LIgiDsVrC20UpLpWIN5MZkUpGQnbv0Bt/ZD/AnxD/QvvDOmoBbRCUnOnHvPmbn3ekngp9K2X0vG3PzC4lJ5ubKyura+YW5uXaRxJhhvsTiIRcdzUx74EW9JXwa8kwjuhl7A297NoYq3R1ykfhydy9uEX4buMPKvfOZKovqmOe6dhHzo9sc9EVosz/tm1a7belmzwClAtbn2nNWOKpPT2HxBDwPEYMgQgiOCJBzARUpPFw5sJMRdYkycIOTrOEeOCmkzyuKU4RJ7Q98h7boFG9FeeaZazeiUgF5BSgs10sSUJwir0ywdz7SzYn/zHmtPdbdb+nuFV0isxDWxf+mmmf/VqVokrtDQNfhUU6IZVR0rXDLdFXVz60tVkhwS4hQeUFwQZlo57bOlNamuXfXW1fE3nalYtWdFboZ3dUsasPNznLPgYr/u2HXnjCbdwOcqYwe72KN5HqCJY5yiRd4jPOIJE6Nt5Madcf+ZapQKzTa+LePhAw3NmK8=</latexit><latexit sha1_base64="Uo6TT4ciGd//ngx2A9tdAdyL2pU=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVRI3dllw484K9gFtKcl0WkPzYjIplNKduPUH3OoviX+gf+GdMQW1iE5Icubce87MvddLAj+Vtv1aMFZW19Y3ipulre2d3T1z/6CZxplgvMHiIBZtz0154Ee8IX0Z8HYiuBt6AW954wsVb024SP04upHThPdCdxT5Q5+5kqi+ac66VyEfuf1ZV4QWm8/7Ztmu2HpZy8DJQRn5qsfmC7oYIAZDhhAcESThAC5SejpwYCMhrocZcYKQr+Mcc5RIm1EWpwyX2DF9R7Tr5GxEe+WZajWjUwJ6BSktnJAmpjxBWJ1m6XimnRX7m/dMe6q7Tenv5V4hsRK3xP6lW2T+V6dqkRiiqmvwqaZEM6o6lrtkuivq5taXqiQ5JMQpPKC4IMy0ctFnS2tSXbvqravjbzpTsWrP8twM7+qWNGDn5ziXQfOs4tgV59ou16r5qIs4wjFOaZ7nqOESdTTIe4JHPOHZaBlz4864/0w1CrnmEN+W8fABRlOWEA==</latexit>
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k
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⇤ee

⇤de

⇤dd

⇤ei

⇤di

kc

k = kd(�)
<latexit sha1_base64="oU3qD8ZtvEUzXrQLDFZUVkFTunQ=">AAAC4HicjVHLSsNAFD3GV31X3QhugiLopiRu7EYQ3LisYFWwUpLpqKFpEpKJqKULd+7ErT/gVr9GBD9A/8IzYwQfiN6Q5My595yZO9dPwiBTjvPUZ/UPDA4Nl0ZGx8YnJqfK0zO7WZynQtZFHMbpvu9lMgwiWVeBCuV+kkqv44dyz29v6vzeqUyzII521HkiDzvecRQcBcJTpJrl+ba9breb3YaSZyoT3Vavt9wIqW95K83yolNxTNg/gVuAxY25i2cwanH5EQ20EEMgRwcSERRxCA8ZnwO4cJCQO0SXXEoUmLxED6PU5qySrPDItvk95uqgYCOutWdm1IK7hHxTKm0sUROzLiXWu9kmnxtnzf7m3TWe+mzn/PuFV4eswgnZv3Qflf/V6V4UjlA1PQTsKTGM7k4ULrm5FX1y+1NXig4JOY1bzKfEwig/7tk2msz0ru/WM/kXU6lZvRZFbY5XfUoO2P0+zp9gd7XiOhV3m5Ou4j1KmMcCljnPNWxgCzXU6X2JO9zjwfKtK+vaunkvtfoKzSy+hHX7Bsgam+U=</latexit><latexit sha1_base64="RVAxQcKc2SAi6CmddYUORhVUfAc=">AAAC4HicjVHLSsNAFD3G9zvqRnATLIJuSuLGbgTRjUsF2wqtlGQ6amiahMxErKGgO3fi1h9wq/6MCH6A/oV3phHUIjohyZlz7zkz914vDnwhbftlwBgcGh4ZHRufmJyanpk15+YrIkoTxsssCqLk0HMFD/yQl6UvA34YJ9xtewGveq0dFa+e8UT4UXggOzE/arsnoX/sM1cS1TCXWtam1WpkdcnPpWBZs9tdrQekb7prDbNgF229rH7g5KCwtXjxOn75tL0Xmc+oo4kIDCna4AghCQdwIeipwYGNmLgjZMQlhHwd5+higrQpZXHKcIlt0feEdrWcDWmvPIVWMzoloDchpYUV0kSUlxBWp1k6nmpnxf7mnWlPdbcO/b3cq02sxCmxf+k+M/+rU7VIHKOka/CpplgzqjqWu6S6K+rm1peqJDnExCncpHhCmGnlZ58trRG6dtVbV8ffdKZi1Z7luSne1S1pwM7PcfaDynrRsYvOPk26hN4awxKWsUrz3MAWdrGHMnlf4R4PeDQ849q4MW57qcZArlnAt2XcfQANEJ1i</latexit><latexit sha1_base64="RVAxQcKc2SAi6CmddYUORhVUfAc=">AAAC4HicjVHLSsNAFD3G9zvqRnATLIJuSuLGbgTRjUsF2wqtlGQ6amiahMxErKGgO3fi1h9wq/6MCH6A/oV3phHUIjohyZlz7zkz914vDnwhbftlwBgcGh4ZHRufmJyanpk15+YrIkoTxsssCqLk0HMFD/yQl6UvA34YJ9xtewGveq0dFa+e8UT4UXggOzE/arsnoX/sM1cS1TCXWtam1WpkdcnPpWBZs9tdrQekb7prDbNgF229rH7g5KCwtXjxOn75tL0Xmc+oo4kIDCna4AghCQdwIeipwYGNmLgjZMQlhHwd5+higrQpZXHKcIlt0feEdrWcDWmvPIVWMzoloDchpYUV0kSUlxBWp1k6nmpnxf7mnWlPdbcO/b3cq02sxCmxf+k+M/+rU7VIHKOka/CpplgzqjqWu6S6K+rm1peqJDnExCncpHhCmGnlZ58trRG6dtVbV8ffdKZi1Z7luSne1S1pwM7PcfaDynrRsYvOPk26hN4awxKWsUrz3MAWdrGHMnlf4R4PeDQ849q4MW57qcZArlnAt2XcfQANEJ1i</latexit><latexit sha1_base64="+jNX+vJHsEId5bn4TxIP22aZCgk=">AAAC4HicjVHLSsNAFD2Nr1pfVZfdBItQNyVxYzdCwY3LCvYBbSnJZKohaRKSiVhKF+7ciVt/wK1+jfgH+hfeGVNQi+iEJGfOvefM3HvtyHcTYRivOW1hcWl5Jb9aWFvf2Nwqbu+0kjCNGW+y0A/jjm0l3HcD3hSu8Hknirk1sn3etr0TGW9f8Thxw+BcjCPeH1kXgTt0mSWIGhRLnn6se4NJT/BrkbCJM51Wej7pHetgUCwbVUMtfR6YGSgjW42w+IIeHIRgSDECRwBB2IeFhJ4uTBiIiOtjQlxMyFVxjikKpE0pi1OGRaxH3wvadTM2oL30TJSa0Sk+vTEpdeyTJqS8mLA8TVfxVDlL9jfvifKUdxvT3868RsQKXBL7l26W+V+drEVgiJqqwaWaIsXI6ljmkqquyJvrX6oS5BARJ7FD8ZgwU8pZn3WlSVTtsreWir+pTMnKPctyU7zLW9KAzZ/jnAetw6ppVM0zo1yvZaPOo4Q9VGieR6jjFA00yfsGj3jCs2Zrt9qddv+ZquUyzS6+Le3hAxF9mjc=</latexit>

k = k0(�)
<latexit sha1_base64="LapbeOHFqXRaUiuEfFR6eSrFpFo=">AAAC1HicjVHLSsNAFD2Nr1ofjboR3ASLUDclcWM3QsGNywr2AW0pSTqtIU+SiVCrK3HrD7jVbxLBD9C/8M40BbWI3pDkzLnn3Jk714o8J+G6/ppTFhaXllfyq4W19Y3Norq13UzCNLZZww69MG5bZsI8J2AN7nCPtaOYmb7lsZblnop864rFiRMGF3wcsZ5vjgJn6NgmJ6qvFt0Tze3r5a5HnoF52FdLekWXoc0DIwOl2u71GyjqofqCLgYIYSOFD4YAnLAHEwk9HRjQERHXw4S4mJAj8wy3KJA3JRUjhUmsS98RrToZG9Ba1Eyk26ZdPHpjcmo4IE9Iupiw2E2T+VRWFuxvtSeypjjbmP5WVssnluOS2L98M+V/faIXjiGqsgeHeookI7qzsyqpvBVxcu1LV5wqRMQJPKB8TNiWztk9a9KTyN7F3Zoy/y6VghVrO9Om+BCnpAEbP8c5D5pHFUOvGOc06Sqmkcce9lGmeR6jhjPU0ZAzf8QTnpWmcqPcKfdTqZLLPDv4FsrDJzN+ljI=</latexit><latexit sha1_base64="i+nbTbMUuX7kM8I7riVQcJh42pI=">AAAC1HicjVHLSsNAFD2Nr7Y+GnUjuAkWoW5K4sZuhKIblxXsA9pSknRaQ9MkJBOhVkEQt/6AW/0Bf0YEP0D/wjvTFNQiOiHJmXPPuTP3XitwnYjr+mtKmZtfWFxKZ7LLK6trOXV9oxb5cWizqu27ftiwzIi5jseq3OEuawQhM4eWy+rW4FjE6xcsjBzfO+OjgLWHZt9zeo5tcqI6am5wqA06eqHlkqdr7nXUvF7U5dJmgZGAfHnr8i1z83xU8dUXtNCFDxsxhmDwwAm7MBHR04QBHQFxbYyJCwk5Ms5wjSx5Y1IxUpjEDujbp10zYT3ai5yRdNt0iktvSE4Nu+TxSRcSFqdpMh7LzIL9LfdY5hR3G9HfSnINieU4J/Yv31T5X5+ohaOHkqzBoZoCyYjq7CRLLLsibq59qYpThoA4gbsUDwnb0jntsyY9kaxd9NaU8XepFKzY24k2xoe4JQ3Y+DnOWVDbLxp60TilSZcwWWlsYwcFmucByjhBBVU58wc84kmpKVfKrXI3kSqpxLOJb0u5/wR4ZZev</latexit><latexit sha1_base64="i+nbTbMUuX7kM8I7riVQcJh42pI=">AAAC1HicjVHLSsNAFD2Nr7Y+GnUjuAkWoW5K4sZuhKIblxXsA9pSknRaQ9MkJBOhVkEQt/6AW/0Bf0YEP0D/wjvTFNQiOiHJmXPPuTP3XitwnYjr+mtKmZtfWFxKZ7LLK6trOXV9oxb5cWizqu27ftiwzIi5jseq3OEuawQhM4eWy+rW4FjE6xcsjBzfO+OjgLWHZt9zeo5tcqI6am5wqA06eqHlkqdr7nXUvF7U5dJmgZGAfHnr8i1z83xU8dUXtNCFDxsxhmDwwAm7MBHR04QBHQFxbYyJCwk5Ms5wjSx5Y1IxUpjEDujbp10zYT3ai5yRdNt0iktvSE4Nu+TxSRcSFqdpMh7LzIL9LfdY5hR3G9HfSnINieU4J/Yv31T5X5+ohaOHkqzBoZoCyYjq7CRLLLsibq59qYpThoA4gbsUDwnb0jntsyY9kaxd9NaU8XepFKzY24k2xoe4JQ3Y+DnOWVDbLxp60TilSZcwWWlsYwcFmucByjhBBVU58wc84kmpKVfKrXI3kSqpxLOJb0u5/wR4ZZev</latexit><latexit sha1_base64="lxDhq3y0NvUSJrmFu424ffF6Nlc=">AAAC1HicjVHLSsNAFD2Nr1ofjbp0EyxC3ZTEjd0IBTcuK9gHtKUk6bSGPJlMhFJdiVt/wK1+k/gH+hfeGVNQi+iEJGfOPefO3HudJPBSYZqvBW1peWV1rbhe2tjc2i7rO7vtNM64y1puHMS869gpC7yItYQnAtZNOLNDJ2Adxz+T8c4146kXR5dimrBBaE8ib+y5tiBqqJf9U8MfmtV+QJ6RfTTUK2bNVMtYBFYOKshXM9Zf0McIMVxkCMEQQRAOYCOlpwcLJhLiBpgRxwl5Ks5wixJ5M1IxUtjE+vSd0K6XsxHtZc5UuV06JaCXk9PAIXli0nHC8jRDxTOVWbK/5Z6pnPJuU/o7ea6QWIErYv/yzZX/9claBMaoqxo8qilRjKzOzbNkqivy5saXqgRlSIiTeERxTthVznmfDeVJVe2yt7aKvymlZOXezbUZ3uUtacDWz3EugvZxzTJr1oVZadTzURexjwNUaZ4naOAcTbTUzB/xhGetrd1od9r9p1Qr5J49fFvawwd80pSE</latexit>

⌦c
<latexit sha1_base64="WnV1B/VJFqrgunJKj3YueXEhqu8=">AAAC1XicjVHLSsNAFD3GV31HXboJiuCqJG7sUnDjzgr2Aa2UZDrWwbyYTIQSuhO3/oBb/RB/QvwD/QvvTFNQi+iEJGfOvefM3HuDNBSZct23GWt2bn5hsbK0vLK6tr5hb241sySXjDdYEiayHfgZD0XMG0qokLdTyf0oCHkruDnR8dYtl5lI4gs1TPll5A9icSWYr4jq2XbRPYv4wO8VXRk5bDTq2Xtu1TXLmQZeCfaO115yB0A9sV/RRR8JGHJE4IihCIfwkdHTgQcXKXGXKIiThISJc4ywTNqcsjhl+MTe0HdAu07JxrTXnplRMzolpFeS0sE+aRLKk4T1aY6J58ZZs795F8ZT321I/6D0iohVuCb2L90k8786XYvCFWqmBkE1pYbR1bHSJTdd0Td3vlSlyCElTuM+xSVhZpSTPjtGk5nadW99E383mZrVe1bm5vjQt6QBez/HOQ2ah1XPrXrnNOkaxquCHezigOZ5hGOcoo4Ged/iEU94tlrWyLqz7sep1kyp2ca3ZT18Aubwl7Q=</latexit><latexit sha1_base64="2NCRhx3HSi3wv/fvxjzKASULUs0=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugqXgqiRu7LIgiDsVrC20UpLpWIN5MZkUpGQnbv0Bt/ZD/AnxD/QvvDOmoBbRCUnOnHvPmbn3ekngp9K2X0vG3PzC4lJ5ubKyura+YW5uXaRxJhhvsTiIRcdzUx74EW9JXwa8kwjuhl7A297NoYq3R1ykfhydy9uEX4buMPKvfOZKovqmOe6dhHzo9sc9EVosz/tm1a7belmzwClAtbn2nNWOKpPT2HxBDwPEYMgQgiOCJBzARUpPFw5sJMRdYkycIOTrOEeOCmkzyuKU4RJ7Q98h7boFG9FeeaZazeiUgF5BSgs10sSUJwir0ywdz7SzYn/zHmtPdbdb+nuFV0isxDWxf+mmmf/VqVokrtDQNfhUU6IZVR0rXDLdFXVz60tVkhwS4hQeUFwQZlo57bOlNamuXfXW1fE3nalYtWdFboZ3dUsasPNznLPgYr/u2HXnjCbdwOcqYwe72KN5HqCJY5yiRd4jPOIJE6Nt5Madcf+ZapQKzTa+LePhAw3NmK8=</latexit><latexit sha1_base64="2NCRhx3HSi3wv/fvxjzKASULUs0=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugqXgqiRu7LIgiDsVrC20UpLpWIN5MZkUpGQnbv0Bt/ZD/AnxD/QvvDOmoBbRCUnOnHvPmbn3ekngp9K2X0vG3PzC4lJ5ubKyura+YW5uXaRxJhhvsTiIRcdzUx74EW9JXwa8kwjuhl7A297NoYq3R1ykfhydy9uEX4buMPKvfOZKovqmOe6dhHzo9sc9EVosz/tm1a7belmzwClAtbn2nNWOKpPT2HxBDwPEYMgQgiOCJBzARUpPFw5sJMRdYkycIOTrOEeOCmkzyuKU4RJ7Q98h7boFG9FeeaZazeiUgF5BSgs10sSUJwir0ywdz7SzYn/zHmtPdbdb+nuFV0isxDWxf+mmmf/VqVokrtDQNfhUU6IZVR0rXDLdFXVz60tVkhwS4hQeUFwQZlo57bOlNamuXfXW1fE3nalYtWdFboZ3dUsasPNznLPgYr/u2HXnjCbdwOcqYwe72KN5HqCJY5yiRd4jPOIJE6Nt5Madcf+ZapQKzTa+LePhAw3NmK8=</latexit><latexit sha1_base64="Uo6TT4ciGd//ngx2A9tdAdyL2pU=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVRI3dllw484K9gFtKcl0WkPzYjIplNKduPUH3OoviX+gf+GdMQW1iE5Icubce87MvddLAj+Vtv1aMFZW19Y3ipulre2d3T1z/6CZxplgvMHiIBZtz0154Ee8IX0Z8HYiuBt6AW954wsVb024SP04upHThPdCdxT5Q5+5kqi+ac66VyEfuf1ZV4QWm8/7Ztmu2HpZy8DJQRn5qsfmC7oYIAZDhhAcESThAC5SejpwYCMhrocZcYKQr+Mcc5RIm1EWpwyX2DF9R7Tr5GxEe+WZajWjUwJ6BSktnJAmpjxBWJ1m6XimnRX7m/dMe6q7Tenv5V4hsRK3xP6lW2T+V6dqkRiiqmvwqaZEM6o6lrtkuivq5taXqiQ5JMQpPKC4IMy0ctFnS2tSXbvqravjbzpTsWrP8twM7+qWNGDn5ziXQfOs4tgV59ou16r5qIs4wjFOaZ7nqOESdTTIe4JHPOHZaBlz4864/0w1CrnmEN+W8fABRlOWEA==</latexit>

⌦m

�
� = �e(k) = ⌦c

�
<latexit sha1_base64="kqHfYgL+inTfWxNLQxYGpJAzR3k=">AAADAXicjVHLTtwwFD0EymPawgDLbkxHlWY2o6SbzoKRkNiwqaBSB5AIGiUek1qTlxwHgUZZ8SfddYe65QfYwgbxB/QvuDZB4qGqdRT7+Nx7jn19wzyWhXbd2ylneubN7Nz8QuPtu/eLS83lld0iKxUXA57FmdoPg0LEMhUDLXUs9nMlgiSMxV443jTxvWOhCpml3/VpLg6TIErlkeSBJmrYXPdDGbWZH5NkFPTrdTjxtTjRBZ+IqmqPO6zP/O1ERCagEsYrZmSdYbPldl072Gvg1aC1sdb4ygDsZM0b+BghA0eJBAIpNOEYAQr6DuDBRU7cISbEKULSxgUqNEhbUpagjIDYMc0R7Q5qNqW98SysmtMpMf2KlAyfSJNRniJsTmM2Xlpnw/7Ne2I9zd1OaQ1rr4RYjR/E/kv3mPm/OlOLxhF6tgZJNeWWMdXx2qW0r2Juzp5UpckhJ87gEcUVYW6Vj+/MrKawtZu3DWz8zmYa1ux5nVvij7klNdh72c7XYPdz13O73jfqdA8PYx4f8BFt6ucXbGALOxiQ909c4grXzpnzyzl3fj+kOlO1ZhXPhnNxD2txp/A=</latexit><latexit sha1_base64="ma9lZVV4v5P2+1u3GK0j/V3sSog=">AAADAXicjVFNSxtBGH7cthpjtWk99jJtKCQEwm4velAI9NKLqNBoIBvC7mQSh+wXs7NSCTn1n/TWWyn01D/Qq72I/6D9EYW+M66gBrGz7Mwzz/s+z8w7b5hFMteue7nkPHr8ZHmlslpde7q+8az2/MVRnhaKiy5Po1T1wiAXkUxEV0sdiV6mRBCHkTgOp+9M/PhUqFymyQd9lolBHEwSOZY80EQNazt+KCcN5kckGQW75Tqc+Vp81Dmfifm8MW2yXebvx2JiAipmfM6MrDms1d22awdbBF4J6p1X1b1W6+/3g7R2AR8jpOAoEEMggSYcIUBOXx8eXGTEDTAjThGSNi4wR5W0BWUJygiIndI8oV2/ZBPaG8/cqjmdEtGvSMnwhjQp5SnC5jRm44V1Nux93jPrae52RmtYesXEapwQ+5DuOvN/daYWjTG2bQ2SasosY6rjpUthX8XcnN2oSpNDRpzBI4orwtwqr9+ZWU1uazdvG9j4b5tpWLPnZW6BP+aW1GDvbjsXwdHbtue2vUPq9DauRgUv8RoN6ucWOniPA3TJ+zN+4hy/nE/OF+er8+0q1VkqNZu4NZwf/wCaianY</latexit><latexit sha1_base64="ma9lZVV4v5P2+1u3GK0j/V3sSog=">AAADAXicjVFNSxtBGH7cthpjtWk99jJtKCQEwm4velAI9NKLqNBoIBvC7mQSh+wXs7NSCTn1n/TWWyn01D/Qq72I/6D9EYW+M66gBrGz7Mwzz/s+z8w7b5hFMteue7nkPHr8ZHmlslpde7q+8az2/MVRnhaKiy5Po1T1wiAXkUxEV0sdiV6mRBCHkTgOp+9M/PhUqFymyQd9lolBHEwSOZY80EQNazt+KCcN5kckGQW75Tqc+Vp81Dmfifm8MW2yXebvx2JiAipmfM6MrDms1d22awdbBF4J6p1X1b1W6+/3g7R2AR8jpOAoEEMggSYcIUBOXx8eXGTEDTAjThGSNi4wR5W0BWUJygiIndI8oV2/ZBPaG8/cqjmdEtGvSMnwhjQp5SnC5jRm44V1Nux93jPrae52RmtYesXEapwQ+5DuOvN/daYWjTG2bQ2SasosY6rjpUthX8XcnN2oSpNDRpzBI4orwtwqr9+ZWU1uazdvG9j4b5tpWLPnZW6BP+aW1GDvbjsXwdHbtue2vUPq9DauRgUv8RoN6ucWOniPA3TJ+zN+4hy/nE/OF+er8+0q1VkqNZu4NZwf/wCaianY</latexit><latexit sha1_base64="MKvnJ2ciSQwFVDjC4+kqKQfqa54=">AAADAXicjVHLTtwwFD2k0E4pLaEs2ViMKg2bUdINLEBCYtNdB4kZRiJolHjM1Jq85DhVUTSr/gk7dlW3/YFuYYP4A/iLXhsj8VDVOop9fO49x76+SZnKSgfB9Zz3Yn7h5avW68U3S2/fLfsr7wdVUSsu+rxICzVM4kqkMhd9LXUqhqUScZak4jCZ7pn44VehKlnkB/q0FMdZPMnlieSxJmrkb0eJnHRYlJJkHO+4ddREWnzTFW/EbNaZbrAdFn3OxMQEVMb4jBnZxshvB93ADvYchA604Uav8K8QYYwCHDUyCOTQhFPEqOg7QogAJXHHaIhThKSNC8ywSNqasgRlxMROaZ7Q7sixOe2NZ2XVnE5J6VekZPhAmoLyFGFzGrPx2job9m/ejfU0dzulNXFeGbEaX4j9l+4+8391phaNE2zZGiTVVFrGVMedS21fxdycPahKk0NJnMFjiivC3Crv35lZTWVrN28b2/iNzTSs2XOXW+PW3JIaHD5t53Mw+NgNg264H7R3t1yrW1jDOjrUz03s4hN66JP3GX7jApfed+/c++H9vEv15pxmFY+G9+sPja+nGA==</latexit>

k = ki(�)
<latexit sha1_base64="WgysGPoQcjBtXLGF+f21IMSVIQI=">AAAC4HicjVHLShxBFD12jO/oaDaCmyYiTDZDtxvdCIIblwoZFRwZumtqJkU/6a4WdZiFu+yCW38gW/0aCeQDkr/wVNmCZgjxNt196tx7TtWtG+axKrXn/Zxw3k2+n5qemZ2bX/iwuNRYXjkqs6oQsi2yOCtOwqCUsUplWysdy5O8kEESxvI4jPZM/vhcFqXK0i/6MpdnSTBIVV+JQJPqNtYid8eNusOOlhe6FEM1GjU7MfW94HO3se61PBvuOPBrsL67evULjIOs8YAOesggUCGBRApNHCNAyecUPjzk5M4wJFcQKZuXGGGO2opVkhUB2YjfAVenNZtybTxLqxbcJeZbUOlig5qMdQWx2c21+co6G/Zf3kPrac52yX9YeyVkNb6S/Z/uufKtOtOLRh/btgfFnnLLmO5E7VLZWzEnd190pemQkzO4x3xBLKzy+Z5dqylt7+ZuA5v/bSsNa9airq3wx5ySA/b/Huc4ONps+V7LP+Skt/EUM1jDJzQ5zy3sYh8HaNP7Gj9wh3sndL45352bp1JnotZ8xKtwbh8B1DGb6g==</latexit><latexit sha1_base64="oA06ODMY9kpJAmj6jRw+PvgZZys=">AAAC4HicjVHLSsNAFD3G97vqRnATLELdlMSN3QiiG5cKthXaUpLpVIemSUgmYi0F3bkTt/6AW/VnRPAD9C+8M01BLaITkpw5954zc+91Q0/E0rJeR4zRsfGJyanpmdm5+YXFzNJyKQ6SiPEiC7wgOnGdmHvC50UppMdPwog7bdfjZbe1r+Llcx7FIvCPZSfktbZz6oumYI4kqp5Za5k7ZqverUp+IWPWFb1eruqRvuFs1jNZK2/pZQ4DOwXZ3dXLt+mr573DIPOCKhoIwJCgDQ4fkrAHBzE9FdiwEBJXQ5e4iJDQcY4eZkibUBanDIfYFn1PaVdJWZ/2yjPWakanePRGpDSxQZqA8iLC6jRTxxPtrNjfvLvaU92tQ3839WoTK3FG7F+6QeZ/daoWiSYKugZBNYWaUdWx1CXRXVE3N79UJckhJE7hBsUjwkwrB302tSbWtaveOjr+rjMVq/YszU3woW5JA7Z/jnMYlLbytpW3j2jSBfTXFNawjhzNcxu7OMAhiuR9jQc84slwjRvj1rjrpxojqWYF35Zx/wkZJ51n</latexit><latexit sha1_base64="oA06ODMY9kpJAmj6jRw+PvgZZys=">AAAC4HicjVHLSsNAFD3G97vqRnATLELdlMSN3QiiG5cKthXaUpLpVIemSUgmYi0F3bkTt/6AW/VnRPAD9C+8M01BLaITkpw5954zc+91Q0/E0rJeR4zRsfGJyanpmdm5+YXFzNJyKQ6SiPEiC7wgOnGdmHvC50UppMdPwog7bdfjZbe1r+Llcx7FIvCPZSfktbZz6oumYI4kqp5Za5k7ZqverUp+IWPWFb1eruqRvuFs1jNZK2/pZQ4DOwXZ3dXLt+mr573DIPOCKhoIwJCgDQ4fkrAHBzE9FdiwEBJXQ5e4iJDQcY4eZkibUBanDIfYFn1PaVdJWZ/2yjPWakanePRGpDSxQZqA8iLC6jRTxxPtrNjfvLvaU92tQ3839WoTK3FG7F+6QeZ/daoWiSYKugZBNYWaUdWx1CXRXVE3N79UJckhJE7hBsUjwkwrB302tSbWtaveOjr+rjMVq/YszU3woW5JA7Z/jnMYlLbytpW3j2jSBfTXFNawjhzNcxu7OMAhiuR9jQc84slwjRvj1rjrpxojqWYF35Zx/wkZJ51n</latexit><latexit sha1_base64="QHcqmCdKK4ZzRwc+8IXIacYuRWA=">AAAC4HicjVHLSsNAFD2Nr1pfVZfdBItQNyVxYzdCwY3LCvYBbSnJdKpD0yQkE7GULty5E7f+gFv9GvEP9C+8M6agFtEJSc6ce8+Zufe6oSdiaVmvGWNhcWl5JbuaW1vf2NzKb+804iCJGK+zwAuiluvE3BM+r0shPd4KI+6MXI833eGJijeveBSLwD+X45B3R86FLwaCOZKoXr4wNI/NYW/SkfxaxmwiptNSxyN93zno5YtW2dLLnAd2CopIVy3Iv6CDPgIwJBiBw4ck7MFBTE8bNiyExHUxIS4iJHScY4ocaRPK4pThEDuk7wXt2inr0155xlrN6BSP3oiUJvZJE1BeRFidZup4op0V+5v3RHuqu43p76ZeI2IlLon9SzfL/K9O1SIxQEXXIKimUDOqOpa6JLor6ubml6okOYTEKdyneESYaeWsz6bWxLp21VtHx990pmLVnqW5Cd7VLWnA9s9xzoPGYdm2yvaZVaxW0lFnUcAeSjTPI1Rxihrq5H2DRzzh2XCNW+POuP9MNTKpZhfflvHwAR2Umjw=</latexit>

Figure 1: Parts of the spectral zones located in the quadrant R+ × R+ for Ωe < Ωm (top left), Ωe > Ωm

(top right) and Ωe = Ωm (bottom).
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Since, it is a curve, Λee will be referred as the lineic spectral zone. Note that, for technical reasons which
will appear later, we have excluded the cross points from this definition, although they are also solutions
to (26). In other words, Λee yields all the solutions to (26). Figure 1 shows the location of Λee in the
three cases Ωe < Ωm, Ωe = Ωm and Ωe > Ωm.

We can now introduce the family of generalized eigenfunctions Wk,λ,j related to the various spectral
zones Λz for

z ∈ Z := {dd,de,di,ei,ee}.

Before giving their mathematical expression, let us discuss their physical interpretation, which make
clear our choice of possible values for the index j. Consider first the case of the surface zones, that is,
z ∈ Z \ {ee}. In this case, each Wk,λ,j represents an incident plane wave which scatters on the interface
between both media and produces a reflected plane wave and a transmitted wave. In the half-plane where
both incident and reflected waves coexist, the regime of vibration is necessarily propagative (direct or
inverse) in the x-direction. On the other hand, in the half-plane where the transmitted wave occurs, the
regime can be propagative or evanescent. This explains that for a given pair (k, λ) in the spectral zones
Λdd and Λdi where both half-planes are propagative, two generalized eigenfunctions Wk,λ,j are considered:
they are indexed by j = ±1 which indicates the half-plane R2

± where the transmitted wave takes place.
Following the same interpretation, for a given pair (k, λ) in the spectral zones Λei and Λde, only one
Wk,λ,j is considered, with j = −1 in Λei and j = +1 in Λde. On the other hand, for the one-dimensional
spectral zone Λee, the regime is evanescent in both media. For a given pair (k, λ) ∈ Λee, only one Wk,λ,j

which represents now a guided wave that propagates along the interface is considered. Since there is no
longer transmitted wave, we use the index j = 0 in this case. Summing up, the set Jz of possible values
of j when (k, λ) ∈ Λz with z ∈ {dd,de,di,ei} is given by

Jz :=





{−1,+1} if z = dd or di,
{+1} if z = de,
{−1} if z = ei,
{0} if z = ee.

(29)

The generalized eigenfunctions are then defined by

∀z ∈ Z, ∀(k, λ) ∈ Λz, ∀j ∈ Jz, Wk,λ,j := Vλ wk,λ,j , (30)

where Vλ is a “vectorizator” in the sense that it expresses each Wk,λ,j in term of its first scalar component
wk,λ,j (the component associated with the electrical field), via the formula

Vλ w :=

(
w , − i

µλ λ
curlw ,

i ε0 Ω2
e

λ
Rw ,

µ0 Ω2
m

µ+
λ λ

2
R curlw

)>
. (31)

The scalar function wk,λ,j is given by

wk,λ,j(x, y) := Ak,λ,j ψk,λ,j(x) eiky (32)

where the expressions of Ak,λ,j and ψk,λ,j(x) depend on the spectral zones. Note that, thanks to (2) and
because of (32), (30) can be rewritten as

Wk,λ,j =
(
wk,λ,j ,

k wk,λ,j
µλ λ

, i
∂xwk,λ,j
µλ λ

,
iε0 Ω2

e

λ
Rwk,λ,j , ik

µ0 Ω2
m

µ+
λ λ

2
Rwk,λ,j , −

µ0 Ω2
m

µ+
λ λ

2
R ∂xwk,λ,j

)>
. (33)

On the one hand, in the surface spectral zones Λdd, Λde, Λdi and Λei, we have

Ak,λ,±1 :=
1

π |Wk,λ|

∣∣∣∣
λ

2
θ∓k,λ/µ

∓
λ

∣∣∣∣
1/2

and (34)

ψk,λ,±1(x) := cosh
(
θk,λ(x)x

)
∓

θ±k,λ/µ
±
λ

θk,λ(x)/µλ(x)
sinh

(
θk,λ(x)x

)
, (35)
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where Wk,λ and θk,λ(x) are defined respectively in (26) and (23). Note that the latter expression of
ψk,λ,±1 can be rewritten equivalently

ψk,λ,±1(x) =





cosh
(
θ∓k,λ x

)
∓
θ±k,λ/µ

±
λ

θ∓k,λ/µ
∓
λ

sinh
(
θ∓k,λ x

)
if ± x ≤ 0,

exp
(
∓ θ±k,λ x

)
if ± x ≥ 0,

(36)

which justifies the above-mentioned physical interpretation of the Wk,λ,j .
On the other hand, in the plasmonic spectral zone Λee, we have

Ak,λ,0 :=
λ2
∣∣∣µ+
λ θ

+
k,λ

∣∣∣
1/2

√
2πΩm

(
4k4 + (ε0µ0)2(Ω2

e − Ω2
m)2
)1/4 and (37)

ψk,λ,0(x) := exp
(
− θk,λ(x) |x|

)
, (38)

which shows clearly that Wk,λ,0 is a guided wave localized near the interface.

Remark 5. Let us mention that the notations introduced here are slightly different from [9], which
results from the fact that the scalar function wk,λ,j defined in (32) includes the contribution eiky. As
a consequence, the normalizing coefficient Ak,λ,j differs from [9] by a factor

√
2π. But of course, the

Wk,λ,j’s remain unchanged.

2.3.2 Generalized Fourier transform and diagonalization theorem

We introduce now the spectral space

Ĥ :=
⊕

z∈Z
L2(Λz)

card(Jz) = L2(Λdd)2 ⊕ L2(Λde)⊕ L2(Λdi)
2 ⊕ L2(Λei)⊕ L2(Λee),

in which the action of the Hamiltonian A will be reduced to a simple multiplication by the spectral
variable λ. This space is a direct sum of L2 spaces of each spectral zone. More precisely, each L2(Λz)
for z ∈ Z is repeated card(Jz) times, that is, the number of generalized eigenfunctions associated to the
spectral zone Λz. As we did for the Wk,λ,j ’s, we denote somewhat abusively by Û(k, λ, j) the fields of Ĥ,
where it is understood that the set Jz of possible values for j depends on the spectral zone Λz to which
the pair (k, λ) belongs. Using these notations, the Hilbert space Ĥ is endowed with the following norm:

‖Û‖2Ĥ :=
∑

z∈Z\{ee}

∑

j∈Jz

∫

Λz

|Û(k, λ, j)|2 dλ dk +
∑

±

∫

|k|>kc
|Û(k,±λe(k), 0)|2 dk.

Theorem 6 below gathers the results of Theorem 20 and Proposition 21 in [9]. It provides us the
expression of the generalized Fourier transform F and its adjoint F∗. The former appears as a “de-
composition” operator on the family of generalized eigenfunctions (Wk,λ,j), whereas the latter can be
interpreted as a “recomposition” operator in the sense that its “recomposes” a function U ∈H from its
spectral components Û(k, λ, j) ∈ Ĥ which appear as “coordinates” on the “generalized spectral basis”
(Wk,λ,j). Both of these operators are (partial) isometries and thus bounded. So it is sufficient to know
their expression on a dense subspace, exactly as for the usual Fourier transform or its inverse. For F, the
dense subspace of H is Hs (with s > 1/2) whereas for F∗, we introduce below Ĥcomp.

Theorem 6 (Diagonalization Theorem, cf. [9]). Let s > 1/2.
(i) The generalized Fourier transform F : H 7→ Ĥ is a partial isometry, defined for all U in Hs by

∀z ∈ Z, ∀(k, λ) ∈ Λz, ∀j ∈ Jz, FU(k, λ, j) = 〈U ,Wk,λ,j〉s, (39)

where the Wk,λ,j’s are defined in (30).

(ii) Let Ĥcomp denote the dense subspace of Ĥ composed of compactly supported functions whose
supports do not intersect the boundaries of the spectral zones Λz for z ∈ {dd,de,di,ei} (i.e., the spectral
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cuts and the three lines R × {0,±Ωm}). The adjoint F∗ : Ĥ 7→ H of F is an isometry defined for all
Û ∈ Ĥcomp by

F∗Û =
∑

z∈Z\{ee}

∑

j∈Jz

∫

Λz

Û(k, λ, j)Wk,λ,j dλ dk +
∑

±

∫

|k|>kc
Û(k,±λe(k), 0)Wk,±λe(k),0 dk, (40)

where the integrals are understood as Bochner integrals with values in H−s.
(iii) Furthermore, we have FF∗ = IdĤ, while F∗F = Pdiv0 where we recall that Pdiv0 is the orthogonal

projector in H onto Hdiv0 (see (8)). In particular, the restriction of F to Hdiv0 is a unitary operator.
Furthermore F diagonalizes A in the sense that for any measurable function f : R→ C,

f(A)Pdiv0 = Pdiv0f(A) = F∗ f(λ)F in D(f(A)). (41)

Remark 7. (i) First notice that we use of duality product 〈·, ·〉s (which extends the inner product of
H, see (16)) in the definition (39) of F. The reason is that the Wk,λ,j’s do not belong to H since their
modulus does not decay at infinity (this is why they are called generalized eigenfunctions). But the fact
that they are bounded shows that they belong to H−s for any s > 1/2 (indeed L∞(R2) ⊂ L2

−s(R2) if and
only if s > 1/2).

(ii) Let us now explain why we restrict ourselves to functions of Ĥcomp in (40). First one can easily
check that the H−s-norm of Wk,λ,j remains uniformly bounded if (k, λ) is restricted to vary in a compact

set of R2 that does not intersect the boundaries of the spectral zones. Hence, for Û ∈ Ĥcomp, the integrals
considered in (40), whose integrands are valued in H−s, are Bochner integrals [20] in H−s. However,
as F∗ is bounded from Ĥ to H, the values of these integrals belongs to H. The same holds true for all
Û ∈ Ĥ such that the integrands are integrable functions valued in H−s.

(iii) In the general case, the integrands are not always integrable functions valued in H−s, which may
happen for instance if Û does not vanish near some part of the boundaries of the spectral zones, because of
the singular behavior of some Wk,λ,j. For such a Û , the integrals in (40) are no longer Bochner integrals

in H−s, but limits of Bochner integrals. Indeed, thanks to the density of Ĥcomp in Ĥ, we can approximate

Û by its restrictions to an increasing sequence of compact subsets of ∪z∈ZΛz as in the definition of Ĥcomp,

which yields an approximation of F∗Û . Of course, the limit we obtain belongs to H and does not depend
on the sequence. We will indicate this limiting process before each integral as follows:

F∗Û =
∑

z∈Z\{ee}

∑

j∈Jz
lim
H

∫

Λz

Û(k, λ, j)Wk,λ,j dλ dk +
∑

±
lim
H

∫

|k|>kc
Û(k,±λe(k), 0)Wk,±λe(k),0 dk, (42)

for all Û ∈ Ĥ.

3 The spectral density

3.1 Motivation and main results

This quite technical section is somehow the keystone of the present paper. It provides us the basic
ingredients for the proofs of Theorem 2 and 4, which both mainly consist in using Theorem 6 to investigate
the asymptotic behavior of a family of functions of A. On the one hand, for the limiting absorption
principle at a given frequency ω ∈ R, we have to consider the families of functions rω±iη : R → C for
η > 0 defined by

rω±iη(λ) :=
1

λ− (ω ± iη)
(43)

and we study the limits of the resolvent R(ω ± iη) = rω±iη(A) as η ↘ 0. On the other hand, for the
limiting amplitude principle, we have to examine the behavior of φω,t(A) as t → +∞, where φω,t(·) is
defined in (9). As we will see in §4.2, both limiting processes are intimately connected. We focus here on
the former to explain the motivation of this section.

Roughly speaking, the basic idea is to rewrite the diagonal expression (41) of f(A) as

f(A)Pac =

∫

R
f(λ)Mλ dλ, (44)
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where λ 7→Mλ is a family of bounded operators from Hs to H−s, and Pac is defined in (14). This formula
can be interpreted as a continuous block diagonalization of f(A)Pac where the diagonal blocks are the
operators Mλ. Using this formula for the functions defined in (43), the absolutely continuous part of the
resolvent of A (see (15)) appears as a Cauchy integral

Rac(ω ± iη) := R(ω ± iη)Pac =

∫

R

Mλ

λ− (ω ± iη)
dλ,

whose limits as η ↘ 0 will be given by a suitable version of the well-known Sokhotski–Plemelj formula
[21], provided that λ 7→ Mλ is locally Hölder continuous. This gives actually the main objectives of the
present section which consists first in establishing (44), then proving the local Hölder continuity of Mλ.
These are the respective subjects of Theorems 8 and 9 below.

Formula (44) provides us a fundamental property of the spectral measure E (see [9, §2.3] for a brief
reminder about this notion) of A, namely the fact that in the orthogonal complement of the point sub-
space, it is absolutely continuous, which means that it is “proportional” to the Lebesgue measure (see
Corollary 12). This explains the terminology spectral density for Mλ, as well as the notation Pac.

Formal construction of Mλ in the non-critical case. Let us first consider the case Ωe 6= Ωm for
which the orthogonal projection Pac := I−Ppt coincides with Pdiv0 (see (14)). In order to prove (44), we
start from the diagonalization Theorem 6 applied to the spectral measure of A : for any Borel set S ⊂ R,
we have E(S) = 1S(A) where 1S denotes the indicator function of S. We assume here that

S is a bounded set such that S ∩ σexc = ∅, (45)

where we recall that σexc := {0,±Ωp,±Ωm} in the non-critical case (see (12)). In other words, we exclude
not only the eigenvalues 0 and ±Ωm, which shows in particular that

E(S)Pdiv0 = E(S) = E(S)Pac (46)

(since E(S)Pdiv0 = E(S)E
(
R \ {0,±Ωm}

)
= E

(
S ∩ (R \ {0,±Ωm})

)
= E(S)), but also the plasmonic

frequencies ±Ωp. Applying (41) to 1S(A) then yields

E(S)Pdiv0 = F∗ 1S(λ)F.

Using the expressions (39) and (42) of F and F∗, this formula writes more explicitly as

E(S)Pdiv0 U =
∑

z∈Z\{ee}

∑

j∈Jz
lim
H

∫

Λz

1S(λ) 〈U ,Wk,λ,j〉s Wk,λ,j dλ dk

+
∑

±
lim
H

∫

|k|>kc
1S(±λe(k)) 〈U ,Wk,±λe(k),0〉sWk,±λe(k),0 dk, (47)

for all U ∈Hs, where we recall that the limit (in H) is obtained by considering an increasing sequence of
compact subsets of each Λz whose union covers Λz. We are going to see that thanks to assumption (45),
on the one hand such a limiting process is useless here, and on the other hand, we can apply Fubini’s
theorem for the surface integrals on the Λz for z ∈ Z \{ee}, as well as the change of variable k = ±ke(λ)
in the last integral. Admitting this provisionally and using (46), we finally obtain that for all U ∈Hs,

E(S)Pac U = E(S)U =

∫

R
1S(λ)MλU dλ with (48)

MλU :=
∑

z∈Z\{ee}

∑

j∈Jz

∫

Λz(λ)

〈U ,Wk,λ,j〉s Wk,λ,j dk +
∑

k∈Λee(λ)

Je(λ) 〈U ,Wk,λ,0〉sWk,λ,0, (49)

for almost every λ ∈ R, where Je(λ) is the Jacobian of the change of variable k = ±ke(λ) defined by

Je(λ) :=
∣∣k′e(λ)

∣∣ =
∣∣∣dλe

dk

(
ke(λ)

)∣∣∣
−1
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and Λz(λ) denotes the set of k ∈ R corresponding to the horizontal section of Λz at the “height” λ, i.e.,

Λz(λ) := {k ∈ R | (k, λ) ∈ Λz} . (50)

A glance at Figure 1 clearly shows that if z ∈ Z \ {ee}, then Λz(λ) is either empty (in this case the
corresponding integral vanishes) or a bounded set composed of one or two intervals. For instance, if λ >
max(Ωe,Ωm), then Λdd(λ) =

(
−kd(λ),+kd(λ)

)
whereas Λde(λ) =

(
−k0(λ),−kd(λ)

)
∪
(
+kd(λ),+k0(λ)

)
.

Moreover, we have

Λee(λ) =

{
{±ke(λ)} if |λ| ∈ λe

(
(kc,+∞)

)
=
(

min(Ωp,Ωc),max(Ωp,Ωc)
)
,

∅ otherwise,

which shows that the last term in (49) appears only if |λ| ∈ λe
(
(kc,+∞)

)
.

The critical case. What about the case Ωe = Ωm? We keep the assumption (45) for S, but now
σexc := {0,±Ωm} (see (12)), so that (46) is no longer true. From (14), it has to be replaced by

E(S)Pdiv0 = E(S) = E(S)Pac + E
(
S)P−Ωp

+ E
(
S)P+Ωp

. (51)

Formula (47) is still valid. The difference with the non-critical case lies in the last integrals for which
it is no longer possible to make the change of variable k = ±ke(λ) since λe(k) = Ωp for all |k| > kc.
These integrals represent exactly the quantities E

(
S)P±Ωp

U related to the eigenvalues ±Ωm of infinite
multiplicity. We have actually

P±Ωp
U = lim

H

∫

|k|>kc
〈U ,Wk,±Ωp,0〉sWk,±Ωp,0 dk,

for all U ∈ Hs. Formula (51) then shows that the last integrals in (47) have to be removed to express
E(S)Pac. Using the same arguments as above for the surface integrals on Λz for z ∈ Z \ {ee}, we obtain
instead of (48)-(49)

E(S)Pac U = E(S \ {±Ωp})U =

∫

R
1S(λ)MλU dλ with (52)

MλU :=
∑

z∈Z\{ee}

∑

j∈Jz

∫

Λz(λ)

〈U ,Wk,λ,j〉s Wk,λ,j dk. (53)

Main results. The properties of the spectral density are stated in the two following theorems, which
are proved in the remainder of this section.

Theorem 8. Let s > 1/2. For every bounded function f : R → C with a compact support that does not
contain any point of σexc (see (12)), the operator f(A)Pac is given by

f(A)Pac =

∫

R
f(λ)Mλ dλ,

where the spectral density Mλ is defined for all λ ∈ R \ σexc as a bounded operator from Hs to H−s
by (49) if Ωe 6= Ωm and by (53) if Ωe = Ωm. The above integral is understood as a Bochner integral in
B(Hs,H−s).

Note that if f is a bounded function whose support S is no longer compact and/or contains points
of σexc, the expression of f(A)Pac follows from Theorem 8 by considering an increasing sequence (Sn) of
compacts subsets of S \ σexc whose union covers this set. Setting fn := f 1Sn , Theorem 6 shows that

∥∥∥
(
f(A)− fn(A)

)
PacU

∥∥∥
H

=





∥∥∥
(
f(λ)− fn(λ)

)
FU
∥∥∥
Ĥ

if Ωe 6= Ωm,
∥∥∥
(
f(λ)1R\{±Ωp} − fn(λ)

)
FU
∥∥∥
Ĥ

if Ωe = Ωm,
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which tends to 0 by the Lebesgue dominated convergence theorem. Hence, using the same notation as in
(42), we have

∀U ∈Hs, f(A)PacU = lim
H

∫

R
f(λ)MλU dλ,

that we rewrite in the condensed form

f(A)Pac = s-lim
B(Hs,H)

∫

R
f(λ)Mλ dλ, (54)

where “s-lim” means that the limit is taken for the strong operator topology of B(Hs,H).

Theorem 9. Let s > 1/2. The spectral density λ 7→ Mλ ∈ B(Hs,H−s) is locally Hölder-continuous
on R \ σexc. More precisely, let [a, b] be an interval of R \ σexc and Γ[a,b] ⊂ (0, 1) be the set of Hölder
exponents defined by (18) for K = [a, b]. Then for any γ ∈ Γ[a,b], there exists a constant Cγa,b > 0 such
that

∀λ′, λ ∈ [a, b],
∥∥Mλ′ −Mλ

∥∥
Hs,H−s

≤ Cγa,b |λ
′ − λ|γ . (55)

Remark 10. Let us mention that the formulation of Theorem 9 is not entirely optimal in the sense that
it holds true for two particular values of γ which are not contained in the definition (18) of Γ[a,b].

On the one hand, in the case where [a, b]∩{±Ωe,±Ωc} = ∅, the value γ = 1 can be included in Γ[a,b],
provided that s > 3/2. The proof of Theorem 9 presented in the following actually includes this particular
case. However, as the proof of the limiting absorption principle (Theorem 2) is no longer valid for this
particular value (see §4.1), we keep the same definition of Γ[a,b] here.

On the other hand, in the case where [a, b] contains +Ωe or −Ωe but not ±Ωc, the value γ = 1/2 is
allowed, provided that s > 1. As mentioned in Remark 3, this particular value has been excluded for the
sake of clarity, but we show in Appendix A.2 how to deal with this case.

The above theorems are based on properties of the generalized eigenfunctions which are studied in
the next subsections. These properties will be established in bounded “slices” of the spectral zones Λz

defined for any closed interval [a, b] ⊂ R by

Λz([a, b]) := Λz ∩
(
R× [a, b]

)
=

⋃

λ∈[a,b]

{(k, λ) | k ∈ Λz(λ)}, (56)

where Λz(λ) is defined in (50). In particular, we are able to show now that Theorem 8 follows from the
following Proposition which is proved in §3.2.3.

Proposition 11. Let s > 1/2 and [a, b] ⊂ R \ σexc.

1. If z ∈ Z \ {ee} and Λz([a, b]) 6= ∅, then for j ∈ Jz, the map (k, λ) 7→ ‖Wk,λ,j‖H−s is square
integrable in Λz([a, b]).

2. In the non-critical case Ωe 6= Ωm, if Λee([a, b]) 6= ∅, then the map (k, λ) 7→ ‖Wk,λ,0‖H−s is bounded
on Λee([a, b]).

Proof of Theorem 8. The properties of Proposition 11 allow us to justify the path from (47) to (48)-(49)
if Ωe 6= Ωm and to (52)-(53) if Ωe = Ωm. Indeed, thanks to assumption (45), this lemma tells us that the
functions involved in the surface integrals in (47) are integrable functions valued in H−s. More precisely,
for all z ∈ Z \ {ee} and U ∈ Hs, the map (k, λ) 7→ 1S(λ) 〈U ,Wk,λ,j〉s Wk,λ,j belongs to L1

(
Λz,H−s

)

since ∥∥∥∥
∫

Λz

1S(λ) 〈U ,Wk,λ,j〉s Wk,λ,j dλ dk

∥∥∥∥
H−s

≤ ‖U‖Hs
∫

Λz

1S(λ) ‖Wk,λ,j‖2H−s dλ dk.

On the one hand, this shows that the limiting process in H is useless (by the Lebesgue’s dominated
convergence theorem for Bochner integrals [20, Theorem 3.7.9]). On the other hand, this justifies the use
of Fubini’s theorem [20, Theorem 3.7.13], which tells us in particular that the integrals on Λz(λ) in (49)
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or (53) are defined for almost every λ. Noticing that Proposition 11 holds true for a = b, we see that
these integrals are actually defined for all λ /∈ σexc.

In the non-critical case, it remains to deal with the last integrals in (47), related to the 1D spectral
zone Λee. This is where we use the fact that S ∩ {±Ωp} = ∅ (contained in assumption (45)), which
implies that the support of k 7→ 1S(±λe(k)) is bounded. In other words, the integrals actually cover
a bounded part of Λee. Hence Proposition 11 tells us that the functions involved in these integrals are
integrable functions valued in H−s, which shows again that the limit process is useless and allows the
change of variable which yields (49).

To conclude, we simply have to notice that all the above arguments remain valid if, instead of the
spectral measure E(S), one considers the spectral representation of f(A)Pac where f is a bounded function
with compact support S that satisfies (45).

The following corollary of Theorem 8 shows that outside the eigenvalues of A, the spectrum of A is
absolutely continuous.

Corollary 12. The spectral measure of A satisfies

∀U ,V ∈Hs, d
(
E(λ)PacU ,PacV

)
H = d

(
E(λ)PacU ,V

)
H = 〈MλU ,V 〉s dλ. (57)

Moreover, for any Borel set S ⊂ R (bounded or not), we have

∀U ∈Hs, ‖E(S)Pac U‖2H =

∫

R
1S(λ) 〈MλU ,U〉s dλ, (58)

where λ 7→ 〈MλU ,U〉s is non-negative and integrable on R.

Proof. By virtue of (48) and (52), for any bounded Borel set S ⊂ R such that S ∩ σexc = ∅, we have

∀U ,V ∈Hs,
(
E(S)Pac U ,V

)
H =

〈∫

R
1S(λ)MλU dλ ,V

〉

s

As the above integral is Bochner, we can permute it with the duality product [20, Theorem 3.7.12], which
yields

∀U ,V ∈Hs,
(
E(S)Pac U ,V

)
H =

∫

R
1S(λ) 〈MλU ,V 〉s dλ. (59)

Besides, we have E(σexc)Pac = 0. Indeed, from (14), we see that E(σexc)Pac = E(σexc \σpt(A)), where
(12) and (13) show that σexc \ σpt(A) is equal to {±Ωp} for Ωe 6= Ωm, whereas it is empty for Ωe = Ωm

(which implies that E
(
σexc \ σpt(A)

)
= 0). For Ωe 6= Ωm, {±Ωp} has zero Lebesgue’s measure and does

not contain eigenvalues, thus we have also E({±Ωp}) = 0 and the conclusion follows. This shows by
sigma-additivity that (59) actually holds true if S ∩ σexc 6= ∅, thus for any bounded Borel set S, which
amounts to the second equality of (57).

The first equality simply follows from the fact that Pac is an orthogonal projection which commutes
with E(S).

Finally, if we choose V = U in (59), we obtain (58) for S bounded. The fact that it holds true
for unbounded S follows from the spectral theorem which ensures that for all U ∈ H, the map S 7→
(E(S)U ,U)H defines a non-negative finite measure.

In what follows, in order to avoid the appearance of non meaningful constants in inequalities in the
proofs of the estimates involved in this paper, we use the symbols . and &. More precisely, this will be
employed for non-negative functions fγ and gγ of the real variable λ, that may depend on a parameter
γ ∈ (0, 1]. By definition, one has:

fγ(λ) . gγ(λ) on [a, b] ⇐⇒ ∃ Cγa,b > 0, ∀λ ∈ [a, b], fγ(λ) ≤ Cγa,b gγ(λ), .

However, for clarity purposes, we decide to keep these constants explicit in the statements of the results.
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3.2 Pointwise estimates of generalized eigenfunctions

In this section, we establish pointwise (in (k, λ) ∈ Λz)) estimates of Wk,λ,j for j ∈ Jz and z ∈ Z, in the
space H−s for s > 1/2, essentially based on the continuous embedding L∞(R2) ⊂ L2

−s(R2) which relies
on the following inequality:

‖φ‖L2
−s(R2) ≤ Cs ‖φ‖L∞(R2), ∀φ ∈ L∞(R2) with Cs =

(∫

R2

η−s(x, y)2dxdy
) 1

2

< +∞ for s >
1

2
. (60)

According to the formula (33) for Wk,λ,j , this relies on estimates on the 2D scalar functions wk,λ,j (32).

3.2.1 Generalized eigenfunctions of surface spectral zones

We deal first with the case z ∈ Z \ {ee} and their associated generalized eigenfunctions Wk,λ,j for
j = ±1 ∈ Jz (often referred as bulk modes in physics). In that case, the estimates will be used in integrals
along the Λz(λ), see (49) and (53), where the integrand is quadratic in the generalized eigenfunctions
Wk,λ,j . Thus, we need estimates of Wk,λ,j which are square integrable over the variable k in each set
Λz(λ). The pointwise upper bounds at (k, λ) will depend on the zone Λz that contains (k, λ) and may
blow up when the will approach boundary of each spectral zone. This is more or less clear from the
expressions of the Wk,λ,j ((30), (31)): these estimates must take care of the presence of negative powers
of the functions θ±k,λ (see in particular (32)) that precisely vanish on the boundary of the spectral zones.

More precisely, in our estimates, negative powers of |θ+
k,λ| and |θ−k,λ| can be accepted, but not too

large in order to respect the square integrability criterion in k over each Λz(λ) (it will be discussed in
more details in Lemma 16 and relation (80)).

The following proposition provides H−s-estimate for the surface spectral zones. It is preceded by a
preliminary lemma which gives a useful estimate on the Wronskian Wk,λ that appears in the expression
of the generalized eigenfunctions (see (32) and (33)).

Lemma 13. Let z ∈ Z \ {ee} and [a, b] ⊂ R \ σexc such that Λz([a, b]) 6= ∅. Then, there exists Ca,b > 0
such that:

|Wk,λ|−1 ≤ Ca,b (|θ+
k,λ|+ |θ

−
k,λ|)

−1, ∀(k, λ) ∈ Λz([a, b]). (61)

Proof. The proof of the estimate (61) depends on the spectral zone. More precisely:

• By virtue of (24, 25), one has θ−k,λ/µ
−
λ ∈ iR and θ+

k,λ/µ
+
λ ∈ R in Λde and θ−k,λ/µ

−
λ ∈ R and

θ+
k,λ/µ

+
λ ∈ iR in Λei. Thus, from (26),

|Wk,λ| ≥
1√
2

( |θ−k,λ|
|µ−λ |

+
|θ+
k,λ|
|µ+
λ |

)
& |θ+

k,λ|+ |θ
−
k,λ|,

since µ−λ = µ0 and µ+
λ is continuous and does not vanish on [a, b].

• In Λdd and Λdi, θ
±
k,λ/µ±(λ) are imaginary numbers whose imaginary parts have the same sign.

Thus,

|Wk,λ| =
|θ−k,λ|
|µ−λ |

+
|θ+
k,λ|
|µ+
λ |

& |θ+
k,λ|+ |θ

−
k,λ|.

The above lower bounds for |Wk,λ| prove (61).

Proposition 14. Let s > 1/2, z ∈ Z \ {ee}, and [a, b] ⊂ R \ σexc such that Λz([a, b]) 6= ∅. Then, there
exists Ca,b > 0 such that if ±1 ∈ Jz then:

‖Wk,λ,±1‖H−s ≤ Ca,b |θ∓k,λ|
− 1

2 , ∀(k, λ) ∈ Λz([a, b]). (62)

If moreover ±Ωc /∈ [a, b], for any γ ∈ (0, 1] ∩ (0, s− 1/2), one has

‖Wk,λ,±1‖H−s ≤ C
γ
a,b |θ

∓
k,λ|
− 1

2 +γ , ∀(k, λ) ∈ Λz([a, b]). (63)
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Proof. From symmetry reasons in the (k, λ) plane, it is quite obvious that we can restrict ourselves to
the intersections of the spectral zones with the quadrant {λ > 0, k ≥ 0}. Moreover, for simplicity, we
give the proof for j = 1 (which means that z ∈ {di,de,dd} since 1 /∈ Jei, see the definition (29) of Jz)
and let the reader check by simple symmetry arguments (between −1 and +1 on one hand, x < 0 and
x > 0 on the other hand) that it also works for j = −1.

Step 1. To begin, we estimate the first component wk,λ,1 = Ak,λ,1 ψk,λ,1(x) eiky of Wk,λ,1 (see (33)).
First, using (61) and the fact that µ−λ = µ0 and µ+

λ is continuous and does not vanish on [a, b] (since
±Ωm /∈ [a, b]), it follows that the coefficient Ak,λ,1 defined by (34) is bounded by:

|Ak,λ,1| .
|θ−k,λ|

1
2

|θ−k,λ|+ |θ
+
k,λ|

. (64)

Then, we estimate the function ψk,λ,1:

• (i) For x ≥ 0, by definition (cf. (36)), ψk,λ,1(x) = e−θ
+
k,λx with θ+

k,λ positive or purely imaginary.
Hence,

∀ x ≥ 0, |ψk,λ,1(x)| ≤ 1. (65)

• (ii) For x < 0, by formula (24) for z ∈ {di,de,dd}, one has θ−k,λ = − i |θ−k,λ| ∈ iR. Thus, by virtue
of the inequalities | cosh(u)| ≤ 1 and | sinh(u)| ≤ 1 for u ∈ iR , one deduces from the expression of
(36) of ψk,λ,1 that:

∀ x < 0, |ψk,λ,1(x)| . 1 + |θ+
k,λ|/|θ

−
k,λ|. (66)

From (65) and (66) , we deduce the uniform bound

∀ x ∈ R, |ψk,λ,1(x)| .
|θ+
k,λ|+ |θ

−
k,λ|

|θ−k,λ|
. (67)

Thus, from (64) and (67), we get

|wk,λ,1(x, y)| . |θ−k,λ|
− 1

2 , ∀(x, y) ∈ R2, (68)

and as s > 1/2, it follows that

‖wk,λ,1‖L2
−s(R2) . |θ−k,λ|

− 1
2 . (69)

Step 2. The second step consists in showing that similar estimates hold for the other five components
of the vector Wk,λ,1. According to (33), the second component of this vector is k (λµλ)−1 wk,λ,1. Since
k (λµλ)−1 is bounded in Λz([a, b]) (since 0, ±Ωm /∈ [a, b]), the estimate of this component follows from
the one for the first component (69).

The third component of Wk,λ,1 is i(λµλ)−1∂xwk,λ,1 = i(λµλ)−1Ak,λ,1 ∂xψk,λ,1 eiky (cf. (33)). This
component is less singular than wk,λ,1 since differentiating ψk,λ,1 with respect to x leads to a multiplication
by factors θ±k,λ that regularizes the expression. Indeed, one has

∂xψk,λ,1(x) = −θ+
k,λ e−θ

+
k,λx, for x > 0, θ−k,λ sinh

(
θ−k,λx

)
− θ+

k,λ

µ−λ
µ+
λ

cosh
(
θ−k,λx

)
, for x < 0. (70)

Again, as θ+
k,λ > 0 or θ−k,λ ∈ iR, the exponential function and the hyperbolic sine and cosine involved in

(70) are bounded by 1. Furthermore as µ−λ /µ
+
λ is bounded (since ±Ωm /∈ [a, b]), it follows that:

∣∣∂xψk,λ,1(x)
∣∣ . |θ−k,λ|+ |θ+

k,λ|. (71)

Thus, combining with (64) we get

∀x ∈ R∗, |i(λµλ)−1∂xwk,λ,1| =
∣∣i(λµλ)−1Ak,λ,1 ∂xψk,λ,1(x) eiky

∣∣ . |θ−k,λ|
1
2 , (72)
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and thus
∥∥i(λµλ)−1∂xwk,λ,1

∥∥
L2
−s(R2)

. |θ−k,λ|
1
2 . |θ−k,λ|−

1
2 . Once the first three components have been

treated, the work is finished since the last three components are 0 for x < 0 and proportional (with a
coefficient that depends on λ but is bounded in Λz([a, b])) to the first three for x > 0 (see again (33)).
Thus one concludes to the estimate (62).

Step 3. We now explain how to obtain the improved estimates when ±Ωc /∈ [a, b]. These are an improve-
ment in the sense that, since γ ≥ 0, the bound (63) is better than (62) when θ−k,λ tends to 0.

We shall concentrate ourselves on the estimate of the first component wk,λ,1 of Wk,λ,1. Passing to the
other five components is essentially a matter of repeating the arguments of Step 2.

The improvement is obtained from a “new” estimate for Ak,λ,1 that exploits ±Ωc /∈ [a, b], and a different
estimate for ψk,λ,1 when x < 0 in which we introduce γ:

• because ±Ωc /∈ [a, b], Λz([a, b]) does not contain any cross-point so that θ+
k,λ and θ−k,λ do not vanish

simultaneously. As a consequence |θ−k,λ|+ |θ
+
k,λ| is bounded from below and

|Ak,λ,1| . |θ−k,λ|
1
2 . (73)

• The inequality | sinh(θ−k,λx)| ≤ 1, used of Step 1 (ii) for deriving (66), is inaccurate for small θ−k,λ.
Given γ ∈ (0, 1], we can replace it by

| sinh(θ−k,λx)| =
∣∣ sin

(
|θ−k,λ|x)

∣∣γ ∣∣ sin
(
|θ−k,λ|x)

∣∣1−γ ≤ |θ−k,λ|γ |x|γ .

Using this estimate yields |ψk,λ,1(x)| . 1 + |θ−k,λ|γ−1 |x|γ for x < 0. This, together with (65), yields
the following new estimate for ψk,λ,1 (instead of (67))

∀ x ∈ R, |ψk,λ,1(x)| . 1 + |θ−k,λ|
γ−1 |x|γ . (74)

Thus, from (73) and (74), we get

|wk,λ,1(x, y)| . |θ−k,λ|
1
2 + |θ−k,λ|

γ− 1
2 |x|γ = |θ−k,λ|

γ− 1
2

(
|θ−k,λ|

1−γ + |x|γ
)
. |θ−k,λ|

γ− 1
2 (1 + |x|γ)

since, as γ ≤ 1, |θ−k,λ|1−γ is bounded. As the function (x, y) 7→ (1 + |x|)γ ∈ L2
−s(R2) for 0 ≤ γ < s− 1/2,

this yields immediately the expected estimate

‖wk,λ,1‖L2
−s(R2) . |θ−k,λ|

− 1
2 +γ ,

which is nothing but the estimate (63) for the first component wk,λ,1 of Wk,λ,1.

3.2.2 Generalized eigenfunctions of the lineic spectral zone

We deal now with the H−s estimates of the generalized eigenfunctions Wk,λ,0 (also referred as plasmonic
waves in the physical literature) when (k, λ) belongs to the spectral zone Λee for Ωe 6= Ωm. Let us recall
that for (k, λ) ∈ Λee, k and λ are related by k = ± ke(λ) (cf. (27, 28, 2.3.1). Thus, the set Λee([a, b])
involved in this result and defined by (56) can be rewritten as

Λee([a, b]) = {(±ke(|λ|), λ) ∈ Λee | λ ∈ [a, b]}.

Proposition 15. Assume that Ωe 6= Ωm and let s > 1/2 and [a, b] ⊂ R \ σexc such that Λee([a, b]) 6= ∅.
Then, there exists Ca,b > 0 (depending only on a, b) such that

‖Wk,λ,0‖H−s ≤ Ca,b (θ+
k,λ)

1
2 , ∀(k, λ) ∈ Λee([a, b]). (75)
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Proof. As [a, b] does not contain ±Ωp, Λee([a, b]) is a bounded subset of Λee. One one hand, from (37),
one deduces that Ak,λ,0 . (θ+

k,λ)1/2 (θ+
k,λ > 0 in Λee([a, b]), see (25)).

On the other hand, one has |ψk,λ,0(x)| . 1 (cf. (38)) since θ±k,λ > 0. It follows that:

|wk,λ,0(x, y)| . (θ+
k,λ)1/2 and |∂xwk,λ,0(x, y)| . (θ+

k,λ)1/2 ,∀(k, λ) ∈ Λee([a, b]), (76)

(we use here to estimate ∂xwk,λ,0 that θ±k,λ is bounded as a continuous function of (k, λ) on Λee([a, b])).

Finally, as the lines λ = 0 and λ = ±Ωm do not intersect the compact set Λee([a, b]) all the coefficients
in (k, λ) that are involved in the expression (33) of Wk,λ,0 in terms of wk,λ,0 and ∂xwk,λ,0 are bounded.
Thus, the inequality (75) for s > 1/2 comes immediately from (76) and the relation (33) that define the
generalized eigenfunction Wk,λ,0.

3.2.3 Proof of Proposition 11

The following preliminary lemma gives local estimates of the inverse of |θ±k,λ| with respect to (k, λ) in
each spectral zone Λz for z ∈ Z \ {ee}. These estimates will be used to prove Proposition 11 and thus
Theorems 8 and 9. To simplify their presentation, we introduce the function k+ defined as follows:

k+(λ) :=





ki(λ) ∈ R+ if 0 < |λ| ≤ min(Ωe,Ωm),

i
√
−ε+

λ µ
+
λ |λ| ∈ iR+ if min(Ωe,Ωm) < |λ| < max(Ωe,Ωm),

kd(λ) ∈ R+ if max(Ωe,Ωm) ≤ |λ|.

(77)

We notice that the even function k+ vanishes at ±Ωe and ±Ωm since k+(±Ωe) = ki(±min(Ωm,Ωe)) =
kd(±max(Ωm,Ωe)) = 0 (see (3) and (22) and figure 1). Moreover, one easily checks that k+ is locally
Hölder of index γ = 1/2 on R∗ and C∞ (thus locally Lipschitz continuous) on R∗ \ {±Ωe,±Ωm}.
Lemma 16. For all λ ∈ R \ {0,±Ωe,±Ωm}, we have

∀|k| 6= k0(λ),
∣∣θ−k,λ

∣∣−1 ≤ k0(λ)−1/2
∣∣|k| − k0(λ)

∣∣−1/2
, (78)

∀|k| 6= k+(λ),
∣∣θ+
k,λ

∣∣−1 ≤
∣∣k+(λ)

∣∣−1/2 ∣∣|k| − k+(λ)
∣∣−1/2

. (79)

Proof. From the definitions (21) and (24) of Θ+
k,λ and θ+

k,λ, one has

∀λ ∈ R, ∀|k| 6= k+(λ), |θ+
k,λ|
−1 = |Θ+

k,λ|
−1/2 =

∣∣|k| − k+(λ)
∣∣−1/2 ∣∣|k|+ k+(λ)

∣∣−1/2
.

Inequality (79) simply follows by noticing that
∣∣|k|+ k+(λ)

∣∣ ≥ |k+(λ)|,

since k+(λ) is either a positive real number or a purely imaginary number, which does not vanish if
λ /∈ {±Ωe,±Ωm}.

For inequality (78), one proceeds similarly by substituting respectively θ+
k,λ, Θ+

k,λ and k+ by θ−k,λ,

Θ−k,λ and k0 (the only difference is that k0(λ) is always real-valued).

Remark 17. The estimates of Lemma 16 are optimal in the sense that they take into account in a sharp
way their singular behaviour of |θ±k,λ|−1 when approaching the boundary of the spectral zone (see (17)).
Indeed, these functions approach 0 as the square root of the (horizontal) distance to the spectral cuts,
more precisely:

|θ−k,λ|−1 ∼ (2k0(λ))−
1
2 |k ± k0(λ)|− 1

2 as k ∈ Λz(λ)→ ∓ k0(λ), z = ei,de,di

|θ+
k,λ|−1 ∼ (2k+(λ))−

1
2 |k ± k+(λ)|− 1

2 as k ∈ Λz(λ)→ ∓ k+(λ), λ 6= ±Ωe z = ei,di,dd.

Therefore, one has for λ 6= ±Ωe,
{

k 7→ |θ−k,λ|−r ∈ L2
(
Λz(λ)

)
, z = de,di

k 7→ |θ+
k,λ|−r ∈ L2

(
Λz(λ)

)
, z = ei,di,dd

⇐⇒ r < 1. (80)
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As |θ−k,λ|−1 is bounded on Λdd(λ), it is straightforward to see that (62) and (80) (used with r = 1/2)
imply that if ±1 ∈ Jz, the function k 7→ Wk,λ,±1 is square integrable in each set Λz(λ). Thanks to
Lemma 16, and Propositions 14 and 15, we can now prove Proposition 11 of section 3.1.

Proof. Proof of point 1. Let s > 1/2, z ∈ Z \ {ee} and [a, b] ⊂ R \ σexc such that Λz([a, b]) 6= ∅. We
know from the relation (62) of Proposition 14 that if ±1 ∈ Jz then

‖Wk,λ,±1‖2H−s . |θ
∓
k,λ|
−1, ∀(k, λ) ∈ Λz([a, b]). (81)

Thus, it is simply a matter of using Lemma 16. We distinguish two cases:

(i) : j = 1 (which is only possible by (29) for z = dd,de,di)

• For z = dd, as (k, λ) 7→ |θ−k,λ| does not vanish in Λdd([a, b]), the H−s-norm of Wk,λ,j is bounded when
(k, λ) ∈ Λz([a, b]). This proves the point 1 for z = dd since Λdd([a, b]) has a finite Lebesgue measure.

• Now if z = de or z = di, then it follows from (78) and (81) that

∀(k, λ) ∈ Λz([a, b]), ‖Wk,λ,1‖2H−s .
∣∣|k| − k0(λ)

∣∣− 1
2 , (82)

since k0(λ)−1/2 remains bounded in [a, b]. Let λ ∈ [a, b]. One has Λz(λ) ⊂ ] − k0(λ), k0(λ)[. Then, by
(82) and evenness in k, it follows

∫

Λz(λ)

‖Wk,λ,1‖2H−sdk .
∫ k0(λ)

0

(k0(λ)− k)−
1
2 dk . 2k0(λ)

1
2 . 1.

Thus, the point 1 is a consequence of the Fubini-Tonelli theorem and the fact that [a, b] is bounded.

(ii) : j = −1 (which is only possible by (29) for z = di,dd,ei)

The slight difference with the case (i) is when [a, b] contains ±Ωe where k+ vanish.

• For the case where z = dd,di,ei, by virtue of the estimates (79) and (81), one gets

∀(k, λ) ∈ Λz([a, b]), ‖Wk,λ,−1‖2H−s ≤ |k
+(λ)|− 1

2

∣∣|k| − k+(λ)
∣∣− 1

2 . (83)

Using that k+(λ) ∈ R+,∗ in (83), Λz(λ) ⊂ ]−k+(λ), k+(λ)[ (see figure 1) and a parity argument in k give

∫

Λz(λ)

‖Wk,λ,−1‖2H−s dk . k+(λ)−
1
2

∫ k+(λ)

0

(k+(λ)− k)−
1
2 dk . 1.

This implies the point 1 since the bound is uniform with respect to λ ∈ [a, b].

Proof of point 2. The key point is that, as [a, b] does not contain ±Ωp, Λee([a, b]) is a bounded subset
of Λee. Thus, the point 2 is an immediate consequence of the estimate (75) and the fact that θ+

k,λ is
bounded on Λee([a, b]).

3.3 Hölder regularity of generalized eigenfunctions

3.3.1 Orientation

In this section, we show what we shall call local “Hölder type estimates” (see Propositions 20 and 23) on
generalized eigenfunctions.

23



The case of the functions Wk,λ,±1

In this case we study the functions (k, λ) ∈ Λz 7→Wk,λ,j ∈H−s , such that j ∈ Jz and z ∈ Z \ {ee}. By
local “Hölder type estimate” we mean an estimate in which k plays the role of a parameter with respect
to the spectral variable λ, i.e. of the form (given a ≤ b)

∀
(
(k, λ), (k, λ′)) ∈ ΛZ([a, b])2, ‖Wk,λ′,j −Wk,λ,j‖H−s ≤ Fγ(k;λ, λ′) |λ′ − λ|γ , (84)

where Fγ :
{

(k;λ, λ′) ∈ R3 /
(
(k, λ), (k, λ′)) ∈ Λz([a, b])

2} → R+ is smooth and γ ∈ (0, 1].

There are many different ways to obtain estimates of the form (84). Before going to technical developments
(based, as we shall see, on lengthy hand computations that require to be done with a lot of care) and
precise results, it is worthwhile to make three observations that guided us in the derivation of (84).

Observation 1: it is clear from the integral expression Mλ of the spectral density that in order to
transform the estimates (84) into Hölder regularity for λ 7→ Mλ in B(Hs,H−s), for given (λ, λ′) the
function k 7→ Fγ(k;λ, λ′) should have appropriate square integrability properties (we shall be more
precise later). Natural candidates for Fγ(k;λ, λ′) automatically involve negative powers of |θ±k,λ| and

|θ±k,λ′ | (cf. section 3.2), which means that they may blow up when (k, λ) or (k, λ′) approaches a spectral

cut. That is why we have to pay attention to control this blow up (i.e. to the allowed powers of θ±k,λ):
this brings us back criterion (80).

Observation 2: similarly to what was done in section 3.2, the desired estimates (84) will be derived from
similar pointwise Hölder estimates for the functions λ 7→ wk,λ,j(x, y) ∈ C and λ 7→ ∂xwk,λ,j(x, y) ∈ C,
that involve the space variable (x, y) as an additional parameter. These estimates will be of the form

|vk,λ′,j(x, y)− vk,λ,j(x, y)| ≤ (1 + |x|)γ fγ(k;λ, λ′) |λ′ − λ|γ , (85)

for vk,λ,j = wk,λ,j or vk,λ,j = ∂xwk,λ,j . The limitation for the set of possible Hölder exponents then
comes from the double requirement that :

(i) in order to use these estimates to get the H−s-valued estimates, we must have 0 < γ < s−1/2 (the
condition for which x 7→ (1 + |x|)γ belongs to L2

−s(R2)),

(ii) the function fγ(k;λ, λ′) is supposed to have the same square integrability properties in k as
Fγ(k;λ, λ′), cf. observation 1, which will generate another limitation on γ.

Observation 3: From the technical point of view, the systematic path that we chose to use for
getting estimates of the form (85), assuming that λ 7→ vk,λ,j(x, y) is differentiable, is the following:

1. Obtain Lipschitz estimates via the mean value theorem from L∞ estimates of the λ-derivative
∂λvk,λ,j :

|vk,λ′,j(x, y)− vk,λ,j(x, y)| ≤ sup
λ̃∈[λ,λ′]

∣∣∂λvk,λ′,j(x, y)
∣∣ |λ− λ′|.

2. Interpolate the previous estimate with L∞ estimates of vk,λ,j

∣∣∣∣∣∣∣

|vk,λ′,j(x, y)− vk,λ,j(x, y)| = |vk,λ′,j(x, y)− vk,λ,j(x, y)|γ |vk,λ′,j(x, y)− vk,λ,j(x, y)|1−γ

≤ 21−γ( sup
λ̃∈[λ,λ′]

|(∂λv)k,λ̃,j(x, y)|γ
) (

sup
λ̃∈[λ,λ′]

|vk,λ̃,j(x, y)|1−γ
)
|λ− λ′|γ

and the estimation of the two above sup leads to estimates of the form (85).

Even though step 1 seems to provide already the desired type of estimate with γ = 1, the interpolation
step 2 will be needed to fulfil the integrability requirements mentioned in observations 1 and 2.

Finally, we want to mention that estimates of the form (84) with a function Fγ with 0 < γ ≤ 1 that
involves negative powers of |θ±k,λ| and |θ±k,λ′ | will allow us to obtain (in section 3.4) better Hölder exponents
for the spectral density (after an integration on the sets Λz(λ)) than the actual local Hölder regularity
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of the generalized eigenfunctions Wk,λ,j with respect to λ. Indeed, Hölder estimates for Wk,λ,j (with a
constant function Fγ) are limited to 0 < γ ≤ 1/4 since the expression of Wk,λ,j (see (33), (32), (34) and
(35)) contains functions (k, λ) 7→ |θ±k,λ|1/2 that are only 1/4 locally Hölder continuous in λ at the vicinity

of the spectral cut where θ±k,λ vanishes.

The case of the functions Wk,λ,0

In this case, we study the functions (k, λ) ∈ R2 7→Wk,λ,0 ∈H−s for (λ, k) ∈ Λee and Ωe 6= Ωm. This case
is special since Λee is a reunion of curves: k = ± ke(λ) for |λ| ∈ (min(Ωp,Ωc),max(Ωp,Ωc)). Thus, (k, λ)
cannot be considered as independent variables and k is no longer a parameter. We are in fact interested
in the functions

|λ| ∈
(

min(Ωp,Ωc),max(Ωp,Ωc)
)
7→ W±ke(λ),λ,0.

Then given [a, b] ⊂ [min(Ωp,Ωc),max(Ωp,Ωc)] which does not contain Ωp, we look for estimates of the
form (these replace (84))

∀ (λ, λ′) ∈ [a, b]2 =⇒ ‖W±ke(λ),λ,0 −W±ke(λ′),λ′,0‖H−s ≤ Fγ(λ, λ′) |λ′ − λ|γ , (86)

that will be obtained from pointwise estimates (these replace (85))

|v±ke(λ),λ,0(x, y)− v±ke(λ),λ,0(x, y)| ≤ (1 + |x|+ |y|)γ fγ(λ, λ′) |λ′ − λ|γ , (87)

for v±ke(λ),λ,0 = w±ke(λ),λ,0 or v±ke(λ),λ,0 = ∂xw±ke(λ),λ,0. A difference between (85) and (87) is that
1 + |x| is replaced by 1 + |x|+ |y|. However, this does not change the condition γ < s− 1/2 raised in the
point (ii) of observation 2 since this is also the condition for which (x, y) 7→ (1 + |x| + |y|)γ belongs to
L2
−s(R2). In this case, since k is no longer a parameter of the estimate, the observations 1 and the point

(ii) of 2 of the previous paragraph are no longer relevant. However, the technical approach described in
observation 3 still makes sense.

3.3.2 Generalized eigenfunctions of surface spectral zones

From now on, the forthcoming estimates will be established for z ∈ Z \ {ee}, j ∈ Jz ⊂ {−1, 1} and
(k, λ) ∈ Λz([a, b]) where [a, b] ⊂ R \ σexc is such that Λz([a, b]) 6= ∅.

Also, in order to symmetrize our estimates with respect to θ+
k,λ and θ−k,λ we introduce the quantity

θmin
k,λ := min(|θ+

k,λ|, |θ
−
k,λ|), for z ∈ Z \ {ee} and (k, λ) ∈ Λz. (88)

Note that while θmin
k,λ (and positive powers of θmin

k,λ ) remain bounded when (k.λ) ∈ Λz([a, b]) (in other

words θmin
k,λ . 1), negative powers of θmin

k,λ blow up when (k, λ) approaches a spectral cut.

Since pointwise estimates of the functions wk,λ,j and ∂xwk,λ,j have already been obtained in section 3.2
(see (68) for instance), in order to implement the process described above (observation 3), we simply
need to get pointwise estimates of their λ-derivatives on Λz([a, b]) (where these functions are smooth in
λ since Λz([a, b]) does not intersect the spectral cut). These require estimates of λ-derivatives of various
intermediate quantities that are the object of the next subsection.

(I) Preliminary λ-derivatives estimates.

(Ia) Derivatives of powers of |θ±k,λ|: From (24, 25), in each Λz, one has θ±k,λ = a|θ±k,λ| with a2 = ±1.
Thus, it follows

∀ α ∈ R, |∂λ(θ±k,λ)α| = |∂λ(|θ±k,λ|
α)|.

Furthermore, the relation |θ±k,λ| = |Θ
±
k,λ|1/2 gives:

|∂λ(θ±k,λ)α| = |∂λ(|θ±k,λ|
α)| = |∂λ(|Θ±k,λ|

α
2 )| =

∣∣∣α
2

∣∣∣
∣∣∂λ|Θ±k,λ|

∣∣ |θ±k,λ|α−2 for α ∈ R .
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As [a, b] ⊂ R \ σexc, Θ±k,λ is C∞ on Λz([a, b]) so that
∣∣∂λ|Θ±k,λ|

∣∣ = |∂λΘ±k,λ
∣∣ . 1. Thus, it yields

|∂λ(θ±k,λ)α| = |∂λ(|θ±k,λ|
α)| . |θ±k,λ|

α−2, ∀(k, λ) ∈ Λz([a, b]) and α ∈ R. (89)

(Ib) Derivatives of the Wronskian Wk,λ: From the definition (26) of Wk,λ and µ−λ = µ0, one gets:

∂λWk,λ =
∂λθ
−
k,λ

µ0
+
∂λθ

+
k,λ

µ+
λ

+ θ+
k,λ ∂λ

( 1

µ+
λ

)
.

As [a, b] ⊂ R \ σexc, |µ+
λ | . 1, |∂λ(1/µ+

λ )| . 1 for λ ∈ [a, b]. Moreover |θ±k,λ| . 1 since θ±k,λ is continuous

on Λz([a, b]). Then it follows, with (89) with α = 1:

|∂λWk,λ| . |θ−k,λ|
−1 + |θ+

k,λ|
−1. (90)

Furthermore, one has ∂λ(1/Wk,λ) = −∂λWk,λ/(Wk,λ)2. Thus, combining (61) and (90) leads to:

|∂λ(W−1
k,λ)| .

|θ−k,λ|−1 + |θ+
k,λ|−1

(|θ−k,λ|+ |θ
+
k,λ|)2

, ∀(k, λ) ∈ Λz([a, b]). (91)

(Ic) Derivative of the coefficients Ak,λ,±1. From formula (34) and the fact that λ 7→ |λ/(2µ∓λ )|1/2 is

C∞ smooth for (k, λ) in Λz([a, b]), one gets

|∂λAk,λ,±1| . (|∂λ(|θ∓k,λ|
1
2 )|+ |θ∓k,λ|

1
2 ) |Wk,λ|−1 + |θ∓k,λ|

1
2 |∂λ(W−1

k,λ)|.

Thus combining the estimate (61) for W−1
k,λ, (89) applied with α = 1/2, |θ∓k,λ|

1
2 . |θ∓kλ|−

3
2 and (91) gives:

|∂λAk,λ,±1| .
|θ∓kλ|−

3
2

|θ−k,λ|+ |θ
+
k,λ|

+ |θ∓k,λ|
1
2

|θ−k,λ|−1 + |θ+
k,λ|−1

(|θ−k,λ|+ |θ
+
k,λ|)2

, ∀ (k, λ) ∈ Λz([a, b]). (92)

As |θ∓k,λ|1/2/(|θ
−
k,λ|+ |θ

+
k,λ|) ≤ |θ

∓
k,λ|−1/2 and we have by definition (88) of θmin

k,λ :

|θ∓kλ|
− 3

2 ≤ (θmin
k,λ )−

3
2 , |θ∓kλ|

− 1
2 ≤ (θmin

k,λ )−
1
2 , |θ−k,λ|

−1 + |θ+
k,λ|
−1 . (θmin

k,λ )−1, |θ−k,λ|+ |θ
+
k,λ| ≥ θ

min
k,λ ,

we deduce from (92) that

|∂λAk,λ,±1| . (θmin
k,λ )−

5
2 , ∀(k, λ) ∈ Λz([a, b]). (93)

Note that moreover, if ±Ωc /∈ [a, b], we can exploit in (92) the fact |θ+
k,λ| and |θ−k,λ| cannot vanish

simultaneously, in other words that |θ+
k,λ|+ |θ

−
k,λ| is bounded from below, to obtain the improved estimate

|∂λAk,λ,±1| . (θmin
k,λ )−

3
2 , ∀(k, λ) ∈ Λz([a, b]). (94)

(II) Hölder-type estimates of generalized eigenfunctions for j = ±1

Each Wk,λ,j is constructed from wk,λ,j (and its x derivative), which is itself constructed from ψk,λ,j (and
its x derivative). We study below the λ-derivatives of these functions in the reverse order.

(IIa) Pointwise estimates the λ-derivative of the functions ψk,λ,±1(x) and ∂xψk,λ,±1(x)

Lemma 18. Let z ∈ Z \ {ee} and [a, b] ⊂ R \σexc such that Λz([a, b]) 6= ∅. If ±1 ∈ Jz, then one has for
all (k, λ) ∈ Λz([a, b]) the following pointwise estimates

∀ x ∈ R,
∣∣∂λψk,λ,±1(x)

∣∣ . (1 + |x|)
( 1

|θ+
k,λ|

+
1

|θ−k,λ|
+
|θ±k,λ|
|θ∓k,λ|2

)
, (95)

∀ x ∈ R,
∣∣∂λψk,λ,±1(x)

∣∣ . (1 + |x|) (θmin
k,λ )−2, (96)

∀ x ∈ R∗,
∣∣∂λ∂xψk,λ,±1(x)

∣∣ . (1 + |x|) (θmin
k,λ )−1. (97)
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Proof. As for proposition 14, we give the proof for j = 1 (which means that z ∈ {di,de,dd}) and let the
reader check by simple symmetry arguments (between −1 and +1 on one hand, x < 0 and x > 0 on the
other hand) that it also works for j = −1.

Step 1: proof of (95).

(i) For x ≥ 0, one has ψk,λ,1(x) = e−θ
+
k,λx (cf. formula (36)) thus:

∂λψk,λ,1(x) = −x (∂λθ
+
k,λ) e−θ

+
k,λx

with θ+
k,λ > 0 or θ+

k,λ ∈ iR. Thus, combining the inequality (89) for α = 1 and |e−θ
+
k,λx| ≤ 1 yields

immediately:
∀ x ≥ 0,

∣∣∂λψk,λ,1(x)
∣∣ . |θ+

k,λ|
−1 |x|. (98)

(ii) For x < 0, setting qλ := (θ+
k,λ/µ

+
λ )/(θ−k,λ/µ

−
λ ), formula (36) for ψk,λ,±1 that,

ψk,λ,1(x) = cosh
(
θ−k,λ x

)
− qλ sinh

(
θ−k,λ x

)
.

Therefore, one computes that

∂λψk,λ,1(x) = x ∂λ(θ−k,λ) sinh(θ−k,λ x)− ∂λqλ sinh(θ−k,λ x)− qλ x ∂λ(θ−k,λ) cosh(θ−k,λ x). (99)

We now bound successively the three terms of the right hand side of (99). For the first term, thanks
to (89) for α = 1 and | sinh(θ−k,λ x)| ≤ 1 since θ−k,λ ∈ iR (see (24)), one gets:

|x ∂λ(θ−k,λ) sinh(θ−k,λ x)| . |x| |θ−k,λ|
−1. (100)

For the second term, as [a, b] ⊂ R \ σexc, |µ−λ /µ
+
λ | . 1 and |∂λ(µ−λ /µ

+
λ )| . 1, one obtains

∣∣∂λqλ
∣∣ .

∣∣∣
θ+
k,λ

θ−k,λ

∣∣∣+ |∂λθ+
k,λ| |θ

−
k,λ|
−1 + |θ+

k,λ| |∂λ(θ−k,λ)−1|,

which gives with (89) applied successively for α = 1 and α = −1:

∣∣∂λqλ
∣∣ .

∣∣∣
θ+
k,λ

θ−k,λ

∣∣∣+
1

|θ−k,λ| |θ
+
k,λ|

+
|θ+
k,λ|
|θ−k,λ|3

.

As |θ−k,λ|−1 . |θ−k,λ|−3 (since |θ−k,λ|2 . 1), the previous inequality simplifies to:

∣∣∂λqλ
∣∣ . 1

|θ−k,λ| |θ
+
k,λ|

+
|θ+
k,λ|
|θ−k,λ|3

. (101)

Hence, combining (101) and | sinh(θ−k,λ x)| ≤ |θ−k,λ| |x| yields:

∣∣∂λqλ sinh(θ−k,λ x)
∣∣ .

( 1

|θ+
k,λ|

+
|θ+
k,λ|
|θ−k,λ|2

)
|x|. (102)

For the third term, |µ−λ |/|µ
+
λ | . 1 gives |qλ| . |θ+

k,λ|/|θ
−
k,λ| and | cosh(θ+

k,λ x)| ≤ 1. Thus, one gets

∣∣qλ x ∂λ(θ−k,λ) cosh(θ−k,λ x)
∣∣ .
|θ+
k,λ|
|θ−k,λ|

∣∣∂λθ−k,λ
∣∣ |x| .

|θ+
k,λ|
|θ−k,λ|2

|x|. (103)

where we have used (89) with α = 1 for the last inequality. Gathering the estimates (100), (102)
and (103) in (99) gives (95) for x < 0. One observes with (98) that (95) holds also for x ≥ 0 and
thus (95) is proved.
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Step 2 : proof of (96). Inequality (96) is an immediate consequence of (95) by using the bounds: |θ+
k,λ| . 1

and |θ±k,λ|−1 . (θmin
k,λ )−1 . (θmin

k,λ )−2.

Step 3: proof of (97). From formula (70), we compute, using the chain rule, that for x > 0

∂λ∂xψk,λ,1(x) = −
(
1− x θ+

k,λ

)
∂λθ

+
k,λ e−θ

+
k,λx

so that, using (89) for α = 1,

∣∣∂λ∂xψk,λ,1(x)
∣∣ . |θ+

k,λ| |∂λθ
+
k,λ| |x|+ |∂λθ

+
k,λ| . |x|+ |θ

+
k,λ|
−1 . (1 + |x|) (θmin

k,λ )−1,

that is to say (97) for x > 0. On the other hand, for x < 0, using again (70), one has

∣∣∣∣∣∣∣∣

∂λ∂xψk,λ,1(x) = ∂λθ
−
k,λ

(
sinh(θ−k,λx) + x θ−k,λ cosh(θ−k,λx)

)

−
[
∂λθ

+
k,λ

µ−λ
µ+
λ

+ θ+
k,λ ∂λ

(µ−λ
µ+
λ

)]
cosh(θ−k,λx)− θ+

k,λ

µ−λ
µ+
λ

∂λθ
−
k,λ x sinh(θ−k,λx).

Then, since θ−k,λ ∈ iR, see (24), |µ−λ /µ
+
λ | . 1, |∂λ(µ−λ /µ

+
λ )| . 1, |θ∓k,λ| . 1 and |∂λθ∓k,λ| . (θmin

k,λ )−1 (by
(89) for α = 1), one obtains (97) for x < 0.

(IIb) Pointwise estimates the λ-derivative of the functions wk,λ,±1(x, y) and ∂xwk,λ,±1(x, y).

Lemma 19. Let z ∈ Z \ {ee} and [a, b] ⊂ R \ σexc such that Λz([a, b]) 6= ∅. Then, for j ∈ Jz, one has
for all (k, λ) ∈ Λz([a, b]) the following pointwise estimates

∀(x, y) ∈ R2, |∂λwk,λ,j(x, y)| . (θmin
k,λ )−

5
2 (1 + |x|), . (104)

∀ (x, y) ∈ R∗ × R, |∂λ∂xwk,λ,j(x, y)| . (θmin
k,λ )−

3
2 (1 + |x|). (105)

If moreover ±Ωc /∈ [a, b], (104) can be improved into

∀(x, y) ∈ R2, |∂λwk,λ,j(x, y)| . (θmin
k,λ )−

3
2 (1 + |x|). (106)

Proof. As in Lemma 18, we give only the proof for j = 1. We naturally separate this proof in three steps.

Step 1 : proof of (104). It follows from the formula (32) for wk,λ,1 that:

|∂λwk,λ,1(x, y)| . |∂λAk,λ,1| |ψk,λ,1(x)|+ |Ak,λ,1| |∂λψk,λ,1(x)|. (107)

One one hand, we have the estimate (93) for ∂λAk,λ,1, namely

|∂λAk,λ,1| . (θmin
k,λ )−

5
2 . (108)

On the other hand, we already showed (see (74) in the proof of proposition 14, used for γ = 1)

∀ x ∈ R, |ψk,λ,1(x)| ≤ 1 + |x|. (109)

Next, using |θ−k,λ|+ |θ
+
k,λ| ≥ |θ

−
k,λ| in (64), we deduce

|Ak,λ,1| . |θ−k,λ|
− 1

2 . (θmin
k,λ )−

1
2 , (110)

while, from Lemma 18 (estimate (96)), we also have

∀ x ∈ R,
∣∣∂λψk,λ,1(x)

∣∣ . (θmin
k,λ )−2 (1 + |x|).

Finally, using (108, 109, 110, 3.3.2) in (107) yields (104).
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Step 2 : proof of (105). Using (32) again, one has for all x ∈ R∗ and y ∈ R:

|∂λ∂xwk,λ,1(x, y)| ≤ |∂λAk,λ,1|
∣∣∂xψk,λ,1(x)

∣∣+ |Ak,λ,1|
∣∣∂λ∂xψk,λ,1(x)

∣∣. (111)

For the first term, we have to be careful since using directly would lead to a non optimal estimate. Instead
of this, we have to take profit of the cancellation of terms when doing the product of the two estimates
(71) (established in section 3.2, proof of proposition 14) and (92), namely

∣∣∂xψk,λ,1(x)
∣∣ . |θ−k,λ|+ |θ+

k,λ|, |∂λAk,λ,1| .
|θ−kλ|−

3
2

|θ−k,λ|+ |θ
+
k,λ|

+ |θ−k,λ|
1
2

|θ−k,λ|−1 + |θ+
k,λ|−1

(|θ−k,λ|+ |θ
+
k,λ|)2

which yields

|∂λAk,λ,1|
∣∣∂xψk,λ,1(x)

∣∣ . |θ−kλ|−
3
2 + |θ−k,λ|

1
2

|θ−k,λ|−1 + |θ+
k,λ|−1

|θ−k,λ|+ |θ
+
k,λ|

. (θmin
k,λ )−

3
2 . (112)

The second term is easier. We simply combine (110) with the estimate (97) of Lemma 18, namely

∣∣∣∂λ∂xψk,λ,1(x)
∣∣∣ . (1 + |x|) (θmin

k,λ )−1.

to obtain
|Ak,λ,1|

∣∣∂λ∂xψk,λ,1(x)
∣∣ . (1 + |x|) (θmin

k,λ )−
3
2 . (113)

Finally, (105) follows from (111), (112) and (113).

Step 3: proof of (106). Since ±Ωc /∈ [a, b], we can use the improved estimates (94) for ∂λAk,λ,1 (instead
of (93)) and with (107) and (109), one obtains:

|∂λwk,λ,1(x, y)| . (θmin
k,λ )−

3
2 (1 + |x|) + |Ak,λ,1|

∣∣∂λψk,λ,1(x)
∣∣. (114)

For the second term of the right hand side of (114), combining (64) and (95) leads to:

|Ak,λ,1| |∂λψk,λ,1(x)| . (|θ−k,λ|+ |θ
+
k,λ|)

−1
( |θ−k,λ|

1
2

|θ+
k,λ|

+
1

|θ−k,λ|
1
2

+
|θ+
k,λ|

|θ−k,λ|
3
2

)
(1 + |x|), ∀x ∈ R.

We point out that in the last expression, we use the more precise inequality (95) instead of (96) to
simplify in the product a |θ−k,λ|−1/2 term. As (|θ−k,λ| + |θ

+
k,λ|)−1 . 1 (since ±Ωc /∈ [a, b]), |θ∓k,λ| . 1 and

|θ±k,λ|−1 . (θmin
k,λ )−1, one deduces that:

|Ak,λ,1| |∂λψk,λ,1(x)| . (θmin
k,λ )−

3
2 (1 + |x|), ∀x ∈ R. (115)

Combining (114) and (115) yields finally the estimate (106).

(IIc) Hölder-type estimates for Wk,λ,±1.

We are now in position to prove our “Hölder type” inequalities for Wk,λ,±1.

Proposition 20. Let s > 1/2, z ∈ Z \ {ee}, γ ∈ (0, 1] ∩ (0, s − 1/2) and [a, b] ⊂ R \ σexc such that
Λz([a, b]) 6= ∅. Then, there exists Cγa,b > 0 such that for j ∈ Jz:

‖Wk,λ′,j−Wk,λ,j‖H−s ≤ C
γ
a,b sup

λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
1
2−2γ |λ′−λ|γ , ∀(k, λ), (k, λ′) ∈ Λz([a, b]) and λ ≤ λ′. (116)

If moreover, ±Ωc /∈ [a, b] , then there exists Cγa,b > 0 such that for j ∈ Jz:

‖Wk,λ′,j−Wk,λ,j‖H−s ≤ C
γ
a,b sup

λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
1
2−γ |λ′−λ|γ , ∀(k, λ), (k, λ′) ∈ Λz([a, b]) and λ ≤ λ′. (117)

29



Proof. We detail the proof for j = 1 (j = −1 follows by “symmetry arguments”). Let us first prove (116).

We proceed as explained in observation 3 at the beginning of this section. First of all, by using the mean
value Theorem and the estimate (104) for ∂λwk,λ,1(x, y), one gets:

|wk,λ′,1(x, y)− wk,λ,1(x, y)| . (1 + |x|) sup
λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
5
2 |λ′ − λ|. (118)

On the other hand, from the pointwise estimate (68) for wk,λ,1, we also have (by simply bounding the
modulus of the difference by the sum of the moduli):

|wk,λ′,1(x, y)− wk,λ,1(x, y)| . sup
λ̃∈[λ,λ′]

(θmin
k,λ )−

1
2 . (119)

Interpolating between (118) and (119) with γ ∈ (0, 1] , we get, as γ (− 5
2 ) + (1− γ)(− 1

2 ) = − 1
2 − 2γ,

|wk,λ′,1(x, y)− wk,λ,1(x, y)| . (1 + |x|)γ sup
λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
1
2−2γ |λ′ − λ|γ . (120)

Thus, as x 7→ (1 + |x|)γ ∈ L2
−s(R2) thanks to γ < s− 1/2, (120) implies:

‖wk,λ′,1 − wk,λ,1‖L2
−s(R2) . sup

λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
1
2−2γ |λ′ − λ|γ , ∀(k, λ), (k, λ′) ∈ Λz([a, b]) and λ ≤ λ′. (121)

With the additional assumption that ±Ωc /∈ [a, b], we can use the better inequality (106) for ∂λwk,λ,1
instead of (104) , which leads to an improved version of (118) where −5/2 is replaced by −3/2. Interpo-
lating again with (119), one obtains that for any γ ∈ (0, 1]:

‖wk,λ′,1 − wk,λ,1‖L2
−s(R2) . sup

λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
1
2−γ |λ′ − λ|γ , ∀(k, λ), (k, λ′) ∈ Λz([a, b]) and λ ≤ λ′. (122)

The estimate (121) (resp. (122)) is nothing but the inequality (116) (resp. (117)) for the first component
wk,λ,1 of Wk,λ,1. It remains to show similar estimates for the other five components of Wk,λ,1.

According to (33), the second component of Wk,λ,1 is k (λµλ)−1 wk,λ,1. On one hand, the coefficient

k (λµλ)−1 is bounded and smooth on the compact set Λz([a, b]). On the other hand from (69), one has
for α = γ or 2γ:

‖wk,λ,1‖L2
−s(R2) . (θmin

k,λ )−1/2 . sup
λ̃∈[λ,λ′]

(θmin
k,λ̃

)−1/2−α, ∀(k, λ), (k, λ′) ∈ Λz([a, b]).

Thus, from (121) (resp. (122)), one derives for the second component (seen as the product of k (λµλ)−1

by wk,λ,1) an Hölder estimate of the form (121) (resp. (122) if ±Ωc /∈ [a, b]).
The third component of Wk,λ,1 is given by i/(µλ λ) ∂xwk,λ,1. We first establish an estimates of the

form (121) for ∂xwk,λ,1. To do so, we proceed as for wk,λ,1 at the beginning of this proof. First, by using
the mean value Theorem and the estimate (105) for ∂λ∂xwk,λ,1(x, y), one gets:

|∂xwk,λ′,1(x, y)− ∂xwk,λ,1(x, y)| . (1 + |x|) sup
λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
3
2 |λ′ − λ|, (123)

which is “better” than the same for wk,λ,1 (cf. (118)) since (θmin
k,λ )−

5
2 is replaced by (θmin

k,λ )−
3
2 .

On the other hand, it follows from the estimate (72) (since |λµλ| . 1) that

|(∂xwk,λ′,1 − ∂xwk,λ,1)(x, y)| ≤ |∂xwk,λ′,1(x, y)|+ |∂xwk,λ,1(x, y)| . |θ−k,λ|
1
2 + |θ−k,λ′ |

1
2 . 1. (124)

The interpolation between (123) and (124) leads to

|∂xwk,λ′,1(x, y)− ∂wk,λ,1(x, y)| . (1 + |x|)γ sup
λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
3
2 γ |λ′ − λ|γ ,
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and yields

‖∂xwk,λ′,1−∂xwk,λ,1‖L2
−s(R2) . sup

λ̃∈[λ,λ′]

(θmin
k,λ̃

)−
3
2γ |λ′−λ|γ , ∀(k, λ), (k, λ′) ∈ Λz([a, b]) and λ ≤ λ′. (125)

Moreover, (124) implies that ‖∂xwk,λ,1‖L2
−s(R2) . 1 and λ 7→ i/(µλ λ) is smooth in λ on Λz([a, b]). Thus,

the third component i/(µλ λ) ∂xwk,λ,1 (seen as the product of i/(µλ λ) by ∂xwk,λ,1) satisfies also an
estimate of the form (125). We point out that

(θmin
k,λ̃

)−
3
2γ . (θmin

k,λ̃
)−

1
2−γ for γ ≤ 1,

thus the weaker estimates (121) and (122) hold for the third component (which is less singular than than
the first one).

Finally, the last three components are 0 for x < 0 and proportional with a coefficient that is smooth
and bounded in λ to the first three components for x > 0 (see (33)). Thus, the estimates on these
components are obtained by using the estimates on the three first components and (62).

3.3.3 Generalized eigenfunctions of the lineic spectral zone

According to what we said in section 3.3.1, in order to obtain the desired H−s-estimates (86) for Wk,λ,0

via the pointwise estimates (87), we shall first obtain estimates of the λ-derivatives of the functions:

λ 7→ w±kE(λ),λ,0(x, y) and λ 7→ ∂xw±kE(λ),λ,0(x, y). (126)

By parity arguments in k, we only need to give the proofs of these estimates for k = ke(λ).
The forthcoming estimates will be established for Ωe 6= Ωm, z = ee, j = 0 and (k, λ) ∈ Λee([a, b])

where [a, b] ⊂ R\σexc is such that Λee([a, b]) 6= ∅. In particular, ±Ωp /∈ [a, b] which ensures that Λee([a, b])
is a bounded subset of Λee, whereas the fact that 0 /∈ [a, b] implies that all points of [a, b] have the same
sign. Moreover, as Λee([a, b]) does not intersect the lines λ = 0 and λ = ±Ωm, the functions λ 7→ µ+(λ)−1

and λ 7→ λ−1 are bounded and C∞ smooth with respect to λ on the compact set Λee([a, b]). Concerning
the regularity of the function λ 7→ ke(λ) (defined by (28)) that appears in (126), it is continuous (by the
bijection theorem) on [Ωc,+∞[ with value ke(Ωc) = kc at λ = Ωc. Furthermore, as λe is C∞ on [kc,+∞]
and λ′e(k) 6= 0 on this interval, using the inversion theorem, λ 7→ ke(λ) is C∞ on (Ωc,+∞[ but also on
[Ωc,+∞[ since λ′e(kc) 6= 0. As ke is even, ke is C∞ for |λ| ∈ [Ωc,+∞[. It implies in particular that
|ke(λ)| . 1 and |k′e(λ)| . 1 on Λee([a, b]).

(I) Preliminary λ-derivatives estimates.

(Ia) Derivative of powers of θ±k,λ.

∣∣∂λ
(
θ±k,λ

)α∣∣ . (θ+
k,λ)α−2, ∀ (k, λ) ∈ Λee([a, b]), (127)

(where we recall that θ±k,λ > 0 in Λee, see (24,25)). Using the chain rule formula, one can write somewhat
abusively (see Remark 21):

∂λ(θ±ke(λ),λ)α = ∂λ(Θ±ke(λ),λ)
α
2 =

α

2

[
∂kΘ±ke(λ),λ k

′
e(λ) + ∂λΘ±ke(λ),λ

]
(θ±ke(λ),λ)α−2. (128)

The quantity inside brackets is a continuous function of λ and is thus bounded, hence it follows that
∣∣∂λ(θ±ke(λ),λ)α

∣∣ . (θ±ke(λ),λ)α−2.

This yields (127) since the dispersion relation (26) (or equivalently the definition of Λee):

θ−ke(λ),λ = −(µ−λ /µ
+
λ ) θ+

ke(λ),λ

implies that θ−ke(λ),λ . θ+
ke(λ),λ.
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Remark 21. The reader will note that in sections 3.3.3 and 5.4 the symbol ∂λ is used somewhat abusively
for the total derivative d/dλ except in equations (128) and (207) where ∂λΘ±ke(λ),λ is the partial derivative

in λ of the function (k, λ) 7→ Θ±k,λ evaluated at (ke(λ), λ).

(Ib) Derivatives of powers of Ak,λ,0: we show that

∣∣∂λAk,λ,0
∣∣ . (θ+

k,λ)−
3
2 , ∀(k, λ) ∈ Λee([a, b]). (129)

We first rewrite the expression (38) of Ake(λ),λ,0 in the form

Ake(λ),λ,0 = (θ+
ke(λ),λ)

1
2 Be(λ),

where λ 7→ Be(λ) is of class C∞ in [Ωc,+∞). Differentiating with respect to λ, one gets:

∂λAke(λ),λ,0 = ∂λ(θ+
ke(λ),λ)

1
2 Be(λ) + (θ+

ke(λ),λ)
1
2 ∂λBe(λ).

As Be(λ), ∂λBe(λ), and θ+
ke(λ),λ are bounded in [a, b], using (127) for α = 1/2 we deduce (129).

(II) Pointwise estimates of ∂λ
(
wk,λ,0(x, y)

)
and ∂λ

(
∂xwk,λ,0(x, y)

)
.

Lemma 22. Let Ωe 6= Ωm and [a, b] ⊂ R \ σexc such that Λee([a, b]) 6= ∅. Then one has for all
(k, λ) ∈ Λee([a, b]) the following pointwise estimates:

∀(x, y) ∈ R2,
∣∣∂λ
(
wk,λ,0(x, y)

)∣∣ . (θ+
k,λ)−

3
2 (1 + |x|+ |y|), (130)

∀ (x, y) ∈ R∗ × R,
∣∣∂λ
(
∂xwk,λ,0(x, y)

)∣∣ . (θ+
k,λ)−

3
2 (1 + |x|+ |y|). (131)

Proof. Step 1 : proof of (130). From the expression (32) of wke(λ),λ,0, one has

|∂λ
(
wke(λ),λ,0(x, y)

)
| ≤

∣∣∂λ
(
Ake(λ),λ,0

)
ψke(λ),λ,0(x)

∣∣+
∣∣Ake(λ),λ,0 ∂λ

(
ψke(λ),λ,0(x)eike(λ)y

)∣∣. (132)

We bound now the two terms of the right hand side of (132). First, |ψke(λ),λ,0(x)| = e−θke(λ),λ,0(x) |x| ≤ 1
(cf. (38)), thus by (129), one gets:

|∂λ
(
Ake(λ),λ,0

)
ψke(λ),λ,0(x)| . (θ+

ke(λ),λ)−
3
2 . (133)

Then, for the second term, one computes the expression of ∂λ(ψke(λ),λ,0(x)eike(λ)y):

∂λ(ψke(λ),λ,0(x) eike(λ)y) =
[
∓ ∂λθ±ke(λ),λ x+ i k′e(λ)y

]
ψke(λ),λ,0(x) eike(λ)y for ± x ≥ 0, y ∈ R. (134)

As |ψke(λ),λ,0(x)| ≤ 1, |k′e(λ)| . 1 and θ+
ke(λ),λ . 1, by applying (127) for α = 1, it follows:

|∂λ(ψke(λ),λ,0(x) eiky)| . (|x|+ |y|) (θ+
ke(λ),λ)−1, ∀(x, y) ∈ R2.

The coefficient Ake(λ),λ,0 satifies |Ake(λ),λ,0| . 1 (see (37)), hence it leads to

|Ake(λ),λ,0 ∂λ
(
ψke(λ),λ,0(x)

)
| . (|x|+ |y|) (θ+

ke(λ),λ)−1, ∀(x, y) ∈ R2. (135)

As (θ+
ke(λ),λ)−1 . (θ+

ke(λ),λ)−3/2, combining (132), (133) and (135) yields the estimate (130).

Step 2 : proof of (131). From the expression (32,37,38) of wke(λ),λ,0, one has

∂xwke(λ),λ,0(x, y) = ∓θ±ke(λ),λwke(λ),λ,0(x, y) for ±x > 0 and y ∈ R.

We let the reader show, by deriving in λ this product, that (131) is a consequence of the estimates: (127)
for α = 1, (130) and

|θ±ke(λ),λ| . 1 and |wke(λ),λ,0(x, y)| = Ake(λ),λ,0 ψke(λ),λ,0(x) . 1, ∀(x, y) ∈ R2.
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Thanks to the previous estimates, we are now able to give Hölder type inequalities for Wk,λ,0 in the
following proposition.

Proposition 23. Let Ωe 6= Ωm, s > 1/2, γ ∈ (0, 1] ∩ (0, s − 1/2) and [a, b] ⊂ R \ σexc such that
Λee([a, b]) 6= ∅. Then, there exists a constant Cγa,b > 0 such that for all (±ke(λ), λ), (±ke(λ′), λ′) ∈
Λee([a, b]) and λ ≤ λ′, one has:

‖W±ke(λ′),λ′,0 −W±ke(λ),λ,0‖H−s ≤ C
γ
a,b sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)

1−γ
2 sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)−

3
2γ |λ′ − λ|γ . (136)

Moreover, if ±Ωc /∈ [a, b], there exists Cγa,b > 0 such that for all (±ke(λ), λ), (±ke(λ′), λ′) ∈ Λee([a, b]) and λ ≤
λ′:

‖W±ke(λ′),λ′,0 −W±ke(λ),λ,0‖H−s ≤ C
γ
a,b |λ

′ − λ|γ . (137)

Proof. Step 1: proof of (136) and (137) for the first component wk,λ,0 of Wk,λ,0. We use in this proof
the notations k = ke(λ) and k′ = ke(λ′). From the mean value Theorem and the estimate and (130) (and
the parity of θ+

k,λ with repsect to k), one gets:

|w±k′,λ′,0(x, y)− w±k,λ,0(x, y)| . (1 + |x|+ |y|) sup
λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)−

3
2 |λ′ − λ|, ∀(x, y) ∈ R2. (138)

Then using (76), one immediately obtains:

|w±k,λ′,0(x, y)− w±k,λ,0(x, y)| ≤ (θ+
k′,λ′)

1
2 + (θ+

k,λ)
1
2 . sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)

1
2 (139)

Thus, interpolating inequalities (138) and (139) leads to

|w±k′,λ′,0(x, y)− w±k,λ,0(x, y)| . sup
λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)

1−γ
2 sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)−

3γ
2 |λ′ − λ|γ(1 + |x|+ |y|)γ ,

for all (x, y) ∈ R2, (k, λ), (k′, λ′) ∈ Λee([a, b]) and λ ≤ λ′ and γ ∈ (0, 1]. As (x, y) → (1 + |x| + |y|)γ ∈
L2
−s(R2) for 0 < γ < s− 1/2, one obtains:

‖w±k′,λ′,0 − w±k,λ,0‖L2
s(R2) . sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)

1−γ
2 sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)−

3γ
2 |λ′ − λ|γ , (140)

for (k, λ), (k′, λ′) ∈ Λee([a, b]) and λ ≤ λ′ and γ ∈ (0, 1] ∩ (0, s− 1/2). Now, if one makes the additional
assumption that ±Ωc /∈ [a, b], it implies that the crosspoints do not belongs to the set Λee([a, b]). Thus,
Λee([a, b]) is not only a bounded set but also a compact set of Λee where θ+

k,λ is a continuous function
that does not vanish and therefore the estimate (140) simplifies to

‖w±k′,λ′,0 − w±k,λ,0‖L2
s(R2) . |λ′ − λ|γ . (141)

(140) and (141) are nothing but the estimates (136) and (137) for the first component wk,λ,0 of the Wk,λ,0.

Step 2 : Generalization to other components. The estimates of the other components can be performed
in the same way. More precisely, the second component: k wk,λ,0/(µλλ) is the product of the smooth and

bounded function λ 7→ k/(µλλ) for (k, λ) ∈ Λee([a, b]) by wk,λ,0. Thus, as ‖wk,λ,0‖L2
s(R2) . (θ+

k,λ)
1
2 (by

(76)), an estimate of the form (140) (resp. (141) if ±Ωc /∈ [a, b]) is derived for k wk,λ,0/µλ by using (140)
(resp. (141) if ±Ωc /∈ [a, b]).

The third component is the product of the partial derivative of ∂xwk,λ,0 by i/(µλ λ). Thus, in a first
time, one performs exactly the same reasoning as in step 1 by using the second estimate of (76) and (131)
(instead of (130)) to obtain the estimates (140) and (141) if ±Ωc /∈ [a, b] but for ∂xw±k,λ,0 instead of
w±k,λ,0. In a second time, using again the second estimate of (76), one observes that the multiplication
by the smooth and bounded coefficient in λ: i/(µλ λ) only change the constant Cγa,b in these estimates.

Finally, the last three components are 0 for x < 0 and proportional with a coefficient that is smooth and
bounded in λ to the first three components for x > 0 (see (33)). Thus, the estimates on these components
are obtained by using the estimates on the three first components and (75).
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3.4 Proof of Theorem 9

3.4.1 The various components of the spectral density

We have now all the ingredients to prove the Hölder regularity of the spectral density, that is to say
the local Hölder estimate (55) for [a, b] 3 λ 7→ Mλ ∈ B(Hs,H−s) where [a, b] is a bounded interval of
R \ σexc. We are going to prove this estimate for the various components of the spectral density which
appear in its expression (49) (if Ωe 6= Ωm), that we rewrite in the form

Mλ =
∑

z∈Z
Mz
λ where (142)

Mz
λU :=

∑

j∈Jz

∫

Λz(λ)

〈U ,Wk,λ,j〉s Wk,λ,j dk if z ∈ Z \ {ee} and (143)

Mee
λ U :=

∑

k∈Λee(λ)

Je(λ) 〈U ,Wk,λ,0〉sWk,λ,0, (144)

where the last component Mee
λ has to be removed if Ωe = Ωm (see (53)). Thus the aim of this section is

to prove that for all z ∈ Z and all γ ∈ Γ[a,b] (see (18)), we have

∀λ, λ′ ∈ [a, b],
∥∥Mz

λ′U −Mz
λU
∥∥
H−s

. |λ′ − λ|γ ‖U‖Hs . (145)

The fact that the set Γ[a,b] of possible Hölder exponents depends on [a, b] will become clear in the following.
We must distinguish three cases, denoted by (A), (B) and (C), depending on the position of {±Ωe,±Ωc}
with respect to the interval [a, b]:

(A) : [a, b] ∩ {±Ωe,±Ωc} = ∅,

(B) : [a, b] ∩ {±Ωe} 6= ∅ and [a, b] ∩ {±Ωc} = ∅,

(C) : [a, b] ∩ {±Ωc} 6= ∅.

(146)

The reader will easily check that these cases are mutually exclusive and cover all possibilities. According
to (18), we have

Γ[a,b] :=

{ (
0,min(s− 1/2, 1)

)
in case (A),

(
0,min(s− 1/2, 1/2)

)
in cases (B) and (C).

In the following, §3.4.2 and 3.4.3 are devoted to the proof of (145) for z ∈ Z \ {ee}, whereas §3.4.4 deals
with the case z = ee. Recall that the points of σexc (see (12)) are always excluded from the considered
interval [a, b] ⊂ R. Moreover, as Γ[a,b] depends on whether [a, b] contains ±Ωe or ±Ωc, we will assume for
simplicity that when [a, b] contains one of these points (that is, in cases (B) or (C)), it is located at the
boundary of the interval, i.e., equal to a or b. There is no loss of generality since, in order to prove (145),
it suffices to prove the same property separately for two intervals [a, c] and [c, b] with c ∈ (a, b). Then,
(145) follows from the triangle inequality and the fact that

∀λ ∈ [a, c], ∀λ′ ∈ [c, b], |λ′ − c|γ + |c− λ|γ ≤ 2 |λ′ − λ|γ .

3.4.2 Components related to the surface spectral zones

We focus here on the proof of (145) for z ∈ Z \ {ee}. From (143), we see that we have to estimate
the difference between two integrals defined of different domains, one on Λz(λ), the other on Λz(λ

′).
Each of both contains a common part Λz(λ) ∩ Λz(λ

′) and an own part, respectively, Λz(λ) \ Λz(λ
′) and

Λz(λ
′) \ Λz(λ) (some of these sets may be empty). Hence we can write

Mz
λ′U −Mz

λU = Dz
λ∩λ′U + Dz

λ′\λU − Dz
λ\λ′U , (147)
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<latexit sha1_base64="H8flZfz90ptMKn96U9Fy8zAZKzw=">AAAC3HicjVHLSsNAFD3GV31HXSi4CYpQNyVxY5cFNy4r2AdYLcl01KFpEpKJWEN37sStP+BWv0cEP0D/wjvTFHwgekOSM+fec+c+vMgXibTtlzFjfGJyarowMzs3v7C4ZC6v1JMwjRmvsdAP46bnJtwXAa9JIX3ejGLu9jyfN7zuvvI3LnmciDA4kv2In/Tc80CcCeZKotrmWredtSS/kgnLxGBQbPmk7bg7bXPLLtnarJ/AycFWZf36FWTV0HxGCx2EYEjRA0cASdiHi4SeYziwERF3goy4mJDQfo4BZkmbUhSnCJfYLn3P6XScswGdVc5Eqxnd4tMbk9LCNmlCiosJq9ss7U91ZsX+ljvTOVVtffp7ea4esRIXxP6lG0X+V6d6kThDWfcgqKdIM6o7lmdJ9VRU5danriRliIhTuEP+mDDTytGcLa1JdO9qtq72v+lIxaozy2NTvKsqacHO93X+BPXdkmOXnEPadBlDK2ADmyjSPvdQwQGqqOn6H/CIJ+PUuDFujbthqDGWa1bxxYz7D/42mto=</latexit><latexit sha1_base64="9KkK4mWafnFMtOjI4zZtOHT1iDM=">AAAC3HicjVHLSsNAFD2Nr7a+qi4U3ASLoJuSuNGl6MZlBdsKtpZkOurQNAnJRKyl4MKduPUH3OrGnxHBD9C/8M40BR+ITkhy5tx7ztw71w09EUvLeskYI6Nj4xPZXH5yanpmtjA3X42DJGK8wgIviA5dJ+ae8HlFCunxwzDiTsf1eM1t76p47ZxHsQj8A9kNeaPjnPriRDBHEtUsLLabvbrkFzJmPdHvr9U90rac9WahaJUsvcyfwE5BcXvp8jV39bRTDgrPqKOFAAwJOuDwIQl7cBDTcwQbFkLiGugRFxESOs7RR560CWVxynCIbdP3lHZHKevTXnnGWs3oFI/eiJQmVkkTUF5EWJ1m6niinRX7m3dPe6rauvR3U68OsRJnxP6lG2b+V6d6kTjBlu5BUE+hZlR3LHVJ9K2oys1PXUlyCIlTuEXxiDDTyuE9m1oT697V3To6/qYzFav2LM1N8K6qpAHb38f5E1Q3SrZVsvdp0lsYrCyWsYI1mucmtrGHMiq6/ns84NE4Nq6NG+N2kGpkUs0Cvizj7gNDLJxX</latexit><latexit sha1_base64="9KkK4mWafnFMtOjI4zZtOHT1iDM=">AAAC3HicjVHLSsNAFD2Nr7a+qi4U3ASLoJuSuNGl6MZlBdsKtpZkOurQNAnJRKyl4MKduPUH3OrGnxHBD9C/8M40BR+ITkhy5tx7ztw71w09EUvLeskYI6Nj4xPZXH5yanpmtjA3X42DJGK8wgIviA5dJ+ae8HlFCunxwzDiTsf1eM1t76p47ZxHsQj8A9kNeaPjnPriRDBHEtUsLLabvbrkFzJmPdHvr9U90rac9WahaJUsvcyfwE5BcXvp8jV39bRTDgrPqKOFAAwJOuDwIQl7cBDTcwQbFkLiGugRFxESOs7RR560CWVxynCIbdP3lHZHKevTXnnGWs3oFI/eiJQmVkkTUF5EWJ1m6niinRX7m3dPe6rauvR3U68OsRJnxP6lG2b+V6d6kTjBlu5BUE+hZlR3LHVJ9K2oys1PXUlyCIlTuEXxiDDTyuE9m1oT697V3To6/qYzFav2LM1N8K6qpAHb38f5E1Q3SrZVsvdp0lsYrCyWsYI1mucmtrGHMiq6/ns84NE4Nq6NG+N2kGpkUs0Cvizj7gNDLJxX</latexit><latexit sha1_base64="QkDRz/hdc+cq6Nd3tjPVFMjEf3s=">AAAC3HicjVHLTsJAFD3UF+ILdeHCTSMxwQ1p3ciSxI1LTOSRAJJ2GHBCaZt2aiSEnTvj1h9wq99j/AP9C++MJVGJ0Wnanjn3njP3znVDT8TSsl4zxsLi0vJKdjW3tr6xuZXf3qnHQRIxXmOBF0RN14m5J3xek0J6vBlG3Bm5Hm+4w1MVb1zzKBaBfyHHIe+MnIEv+oI5kqhufm/YnbQlv5Exm4jptNj2SNtzjrr5glWy9DLngZ2CAtJVDfIvaKOHAAwJRuDwIQl7cBDT04INCyFxHUyIiwgJHeeYIkfahLI4ZTjEDuk7oF0rZX3aK89Yqxmd4tEbkdLEIWkCyosIq9NMHU+0s2J/855oT1XbmP5u6jUiVuKK2L90s8z/6lQvEn2UdQ+Cego1o7pjqUuib0VVbn7pSpJDSJzCPYpHhJlWzu7Z1JpY967u1tHxN52pWLVnaW6Cd1UlDdj+Oc55UD8u2VbJPrcKlXI66iz2cYAizfMEFZyhipqu/xFPeDYujVvjzrj/TDUyqWYX35bx8AFHmZks</latexit>

ki(�
0)

<latexit sha1_base64="uvj6C4UjRR0T01739/ytJxKZFKU=">AAAC3XicjVHLTttAFD0xUGjoI4VNpG4sECrdRDYbWCKx6ZJKzUMikWVPBhjFL9njCojCrruq2/5At+3vVEj9gPYvemZiJB5CcC3bZ86958zcuVEeq1J73lXDWVhcera88ry5+uLlq9etN2u9MqsKIbsii7NiEIWljFUqu1rpWA7yQoZJFMt+NDkw+f5nWZQqSz/p81yOkvAkVcdKhJpU0GpPgulQyzNdiqmazbaHMbXj8N37oLXpdTwb7n3g12Bzv33xB4zDrPUbQ4yRQaBCAokUmjhGiJLPEXx4yMmNMCVXECmbl5ihSW3FKsmKkOyE3xOujmo25dp4llYtuEvMt6DSxRY1GesKYrOba/OVdTbsQ95T62nOds5/VHslZDVOyT6mu658qs70onGMPduDYk+5ZUx3onap7K2Yk7s3utJ0yMkZPGa+IBZWeX3PrtWUtndzt6HN/7WVhjVrUddW+GdOyQH7d8d5H/R2Or7X8T9y0nuYxwreYgPbnOcu9vEBh+jS+xI/8BO/nMD54nx1vs1LnUatWcetcL7/B4oWmws=</latexit><latexit sha1_base64="9103eTilgCnEc46gtqrFWm1IdQk=">AAAC3XicjVHLSsNAFD3GZ31W3RTcBIuom5K4sUvRjUsFq0JbSjKd1qFpEpKJWEvFjTtx6w+41YU/I4IfoH/hnWkKahGdkOTMufecmXuvG3oilpb1OmKMjo1PTE5lpmdm5+YXsotLx3GQRIyXWOAF0anrxNwTPi9JIT1+GkbcabseP3Fbeyp+cs6jWAT+keyEvNp2mr5oCOZIomrZXKvWrUh+IWPWFb3eRsUjbd1Z36xl81bB0sscBnYK8ju5y7fM9fPuQZB9QQV1BGBI0AaHD0nYg4OYnjJsWAiJq6JLXERI6DhHD9OkTSiLU4ZDbIu+TdqVU9anvfKMtZrRKR69ESlNrJEmoLyIsDrN1PFEOyv2N++u9lR369DfTb3axEqcEfuXbpD5X52qRaKBoq5BUE2hZlR1LHVJdFfUzc0vVUlyCIlTuE7xiDDTykGfTa2Jde2qt46Ov+tMxao9S3MTfKhb0oDtn+McBsdbBdsq2Ic06SL6aworWMUGzXMbO9jHAUrkfYUHPOLJqBk3xq1x1081RlLNMr4t4/4Tzv2ciA==</latexit><latexit sha1_base64="9103eTilgCnEc46gtqrFWm1IdQk=">AAAC3XicjVHLSsNAFD3GZ31W3RTcBIuom5K4sUvRjUsFq0JbSjKd1qFpEpKJWEvFjTtx6w+41YU/I4IfoH/hnWkKahGdkOTMufecmXuvG3oilpb1OmKMjo1PTE5lpmdm5+YXsotLx3GQRIyXWOAF0anrxNwTPi9JIT1+GkbcabseP3Fbeyp+cs6jWAT+keyEvNp2mr5oCOZIomrZXKvWrUh+IWPWFb3eRsUjbd1Z36xl81bB0sscBnYK8ju5y7fM9fPuQZB9QQV1BGBI0AaHD0nYg4OYnjJsWAiJq6JLXERI6DhHD9OkTSiLU4ZDbIu+TdqVU9anvfKMtZrRKR69ESlNrJEmoLyIsDrN1PFEOyv2N++u9lR369DfTb3axEqcEfuXbpD5X52qRaKBoq5BUE2hZlR1LHVJdFfUzc0vVUlyCIlTuE7xiDDTykGfTa2Jde2qt46Ov+tMxao9S3MTfKhb0oDtn+McBsdbBdsq2Ic06SL6aworWMUGzXMbO9jHAUrkfYUHPOLJqBk3xq1x1081RlLNMr4t4/4Tzv2ciA==</latexit><latexit sha1_base64="5BllL0awFRuagzBvBIjC87W1+WU=">AAAC3XicjVHLSsNAFD2Nr1pfVTeCm2AR66Ykbuyy4MZlBfsAW0oyndahaRKSiVhK3bkTt/6AW/0d8Q/0L7wzpqAW0QlJzpx7z5m597qhJ2JpWa8ZY25+YXEpu5xbWV1b38hvbtXjIIkYr7HAC6Km68TcEz6vSSE93gwj7gxdjzfcwYmKN654FIvAP5ejkLeHTt8XPcEcSVQnvzPojFuSX8uYjcVkUmx5pO06B4edfMEqWXqZs8BOQQHpqgb5F7TQRQCGBENw+JCEPTiI6bmADQshcW2MiYsICR3nmCBH2oSyOGU4xA7o26fdRcr6tFeesVYzOsWjNyKliX3SBJQXEVanmTqeaGfF/uY91p7qbiP6u6nXkFiJS2L/0k0z/6tTtUj0UNY1CKop1IyqjqUuie6Kurn5pSpJDiFxCncpHhFmWjnts6k1sa5d9dbR8TedqVi1Z2lugnd1Sxqw/XOcs6B+VLKtkn1mFSrldNRZ7GIPRZrnMSo4RRU18r7BI57wbHSMW+POuP9MNTKpZhvflvHwAdNqmV0=</latexit>

ke(�
0)

<latexit sha1_base64="PCTKATsrJV6C1zivMLAUcNnloXs=">AAAC3XicjVHLSsNAFD3GV31X3QhugiLqpiRu7FJw47KCVcFKSaajhqZJSCailrpzJ279Abf6OyL4AfoXnhkj+ED0hiRnzr3nzNy5fhIGmXKcpz6rf2BwaLg0Mjo2PjE5VZ6e2c3iPBWyLuIwTvd9L5NhEMm6ClQo95NUeh0/lHt+e1Pn905lmgVxtKPOE3nY8Y6j4CgQniLVLM+1m92GkmcqE13Z6600Qmpb3vJqs7zoVBwT9k/gFmBxY+7iGYxaXH5EAy3EEMjRgUQERRzCQ8bnAC4cJOQO0SWXEgUmL9HDKLU5qyQrPLJtfo+5OijYiGvtmRm14C4h35RKG0vUxKxLifVutsnnxlmzv3l3jac+2zn/fuHVIatwQvYv3Uflf3W6F4UjVE0PAXtKDKO7E4VLbm5Fn9z+1JWiQ0JO4xbzKbEwyo97to0mM73ru/VM/sVUalavRVGb41WfkgN2v4/zJ9hdq7hOxd3mpKt4jxLmsYAVznMdG9hCDXV6X+IO93iwmtaVdW3dvJdafYVmFl/Cun0DgGabBw==</latexit><latexit sha1_base64="xqZpvXHxJbtzJJLrXHOp6LBoDzg=">AAAC3XicjVHLSsNAFD2Nz/qMuim4CYqom5K40aXoxqWCfYCVkkyndWiahGQiaqi4cSdu/QG3uvBnRPAD9C+8M0bwgeiEJGfOvefM3Hu9yBeJtO2ngjEwODQ8MlocG5+YnJo2Z2arSZjGjFdY6Idx3XMT7ouAV6SQPq9HMXd7ns9rXndbxWvHPE5EGOzL04gf9txOINqCuZKoplnqNrOG5CcyYRnv91caPmlb7vJq01y0y7Ze1k/g5GBxs3T2XLx42NoNzUc00EIIhhQ9cASQhH24SOg5gAMbEXGHyIiLCQkd5+hjjLQpZXHKcInt0rdDu4OcDWivPBOtZnSKT29MSgtLpAkpLyasTrN0PNXOiv3NO9Oe6m6n9Pdyrx6xEkfE/qX7yPyvTtUi0caGrkFQTZFmVHUsd0l1V9TNrU9VSXKIiFO4RfGYMNPKjz5bWpPo2lVvXR1/0ZmKVXuW56Z4VbekATvfx/kTVNfKjl129mjSG3hfo5jHAlZonuvYxA52USHvc9ziDvdG07g0rozr91SjkGvm8GUZN2/FTZyE</latexit><latexit sha1_base64="xqZpvXHxJbtzJJLrXHOp6LBoDzg=">AAAC3XicjVHLSsNAFD2Nz/qMuim4CYqom5K40aXoxqWCfYCVkkyndWiahGQiaqi4cSdu/QG3uvBnRPAD9C+8M0bwgeiEJGfOvefM3Hu9yBeJtO2ngjEwODQ8MlocG5+YnJo2Z2arSZjGjFdY6Idx3XMT7ouAV6SQPq9HMXd7ns9rXndbxWvHPE5EGOzL04gf9txOINqCuZKoplnqNrOG5CcyYRnv91caPmlb7vJq01y0y7Ze1k/g5GBxs3T2XLx42NoNzUc00EIIhhQ9cASQhH24SOg5gAMbEXGHyIiLCQkd5+hjjLQpZXHKcInt0rdDu4OcDWivPBOtZnSKT29MSgtLpAkpLyasTrN0PNXOiv3NO9Oe6m6n9Pdyrx6xEkfE/qX7yPyvTtUi0caGrkFQTZFmVHUsd0l1V9TNrU9VSXKIiFO4RfGYMNPKjz5bWpPo2lVvXR1/0ZmKVXuW56Z4VbekATvfx/kTVNfKjl129mjSG3hfo5jHAlZonuvYxA52USHvc9ziDvdG07g0rozr91SjkGvm8GUZN2/FTZyE</latexit><latexit sha1_base64="UP3Mg9ETR03ZC242EtMCk2BiUuA=">AAAC3XicjVHLSsNAFD2Nr1pfVTeCm2AR66Ykbuyy4MZlBfsAW0IyndbQvEgmYil1507c+gNu9XfEP9C/8M6YglpEJyQ5c+49Z+be60SemwjDeM1pc/MLi0v55cLK6tr6RnFzq5mEacx4g4VeGLcdO+GeG/CGcIXH21HMbd/xeMsZnsh464rHiRsG52IU8a5vDwK37zJbEGUVd4bWuCP4tUjYmE8m5Y5H2p59cGgVS0bFUEufBWYGSshWPSy+oIMeQjCk8MERQBD2YCOh5wImDETEdTEmLibkqjjHBAXSppTFKcMmdkjfAe0uMjagvfRMlJrRKR69MSl17JMmpLyYsDxNV/FUOUv2N++x8pR3G9Hfybx8YgUuif1LN838r07WItBHVdXgUk2RYmR1LHNJVVfkzfUvVQlyiIiTuEfxmDBTymmfdaVJVO2yt7aKv6lMyco9y3JTvMtb0oDNn+OcBc2jimlUzDOjVKtmo85jF3so0zyPUcMp6miQ9w0e8YRnzdJutTvt/jNVy2WabXxb2sMHybqZWQ==</latexit>

ke(�)
<latexit sha1_base64="FNDw2/s60Xe7Jbd6FGfkMkZlbMw=">AAAC3HicjVHLSsNAFD2Nr1pfVRcKboJFqJuSuLHLghuXFewD2lqS6bSGpklIJmIt3bkTt/6AW/0eEfwA/QvvTFNQi+gNSc6ce8+d+7AD14mEYbymtLn5hcWl9HJmZXVtfSO7uVWN/DhkvMJ81w/rthVx1/F4RTjC5fUg5NbAdnnN7p9If+2Kh5Hje+diGPDWwOp5TtdhliCqnd3pt0dNwa9FxEZ8PM43XdJ2rMN2NmcUDGX6LDATkCvt3ryBrOxnX9BEBz4YYgzA4UEQdmEhoqcBEwYC4loYERcScpSfY4wMaWOK4hRhEdunb49OjYT16CxzRkrN6BaX3pCUOg5I41NcSFjepit/rDJL9rfcI5VT1jakv53kGhArcEnsX7pp5H91sheBLoqqB4d6ChQju2NJllhNRVauf+lKUIaAOIk75A8JM6WczllXmkj1LmdrKf+7ipSsPLMkNsaHrJIWbP5c5yyoHhVMo2Ce0aaLmFgae9hHnvZ5jBJOUUZF1f+IJzxrF9qtdqfdT0K1VKLZxjfTHj4B9Iqa1g==</latexit><latexit sha1_base64="P21XJOPmzV5pY+VCUljp6SqeOtc=">AAAC3HicjVHLSsNAFD2Nz9ZX1YWCm6AIdVMSN3ZZdOOygn1AqyWZTmtomoRkImopuHAnbv0Bt7rxZ0TwA/QvvDNNQS2iE5KcOfeeM/fOtQPXiYRhvKa0icmp6ZnZdGZufmFxKbu8Uon8OGS8zHzXD2u2FXHX8XhZOMLltSDkVs92edXuHsh49ZyHkeN7x+Iy4Cc9q+M5bYdZgqhmdq3b7DcEvxAR6/PBINdwSduydprZLSNvqKWPAzMBW8X1q7f09fN+yc++oIEWfDDE6IHDgyDswkJETx0mDATEnaBPXEjIUXGOATKkjSmLU4ZFbJe+HdrVE9ajvfSMlJrRKS69ISl1bJPGp7yQsDxNV/FYOUv2N+++8pS1XdLfTrx6xAqcEfuXbpT5X53sRaCNgurBoZ4CxcjuWOISq1uRletfuhLkEBAncYviIWGmlKN71pUmUr3Lu7VU/F1lSlbuWZIb40NWSQM2f45zHFR286aRN49o0gUM1yw2sIkczXMPRRyihLKq/wGPeNJOtRvtVrsbpmqpRLOKb0u7/wQ5gJxT</latexit><latexit sha1_base64="P21XJOPmzV5pY+VCUljp6SqeOtc=">AAAC3HicjVHLSsNAFD2Nz9ZX1YWCm6AIdVMSN3ZZdOOygn1AqyWZTmtomoRkImopuHAnbv0Bt7rxZ0TwA/QvvDNNQS2iE5KcOfeeM/fOtQPXiYRhvKa0icmp6ZnZdGZufmFxKbu8Uon8OGS8zHzXD2u2FXHX8XhZOMLltSDkVs92edXuHsh49ZyHkeN7x+Iy4Cc9q+M5bYdZgqhmdq3b7DcEvxAR6/PBINdwSduydprZLSNvqKWPAzMBW8X1q7f09fN+yc++oIEWfDDE6IHDgyDswkJETx0mDATEnaBPXEjIUXGOATKkjSmLU4ZFbJe+HdrVE9ajvfSMlJrRKS69ISl1bJPGp7yQsDxNV/FYOUv2N+++8pS1XdLfTrx6xAqcEfuXbpT5X53sRaCNgurBoZ4CxcjuWOISq1uRletfuhLkEBAncYviIWGmlKN71pUmUr3Lu7VU/F1lSlbuWZIb40NWSQM2f45zHFR286aRN49o0gUM1yw2sIkczXMPRRyihLKq/wGPeNJOtRvtVrsbpmqpRLOKb0u7/wQ5gJxT</latexit><latexit sha1_base64="LrpA8wp63hFuN01FPqOiXxT8Bh8=">AAAC3HicjVHLSsNAFD2Nr1pfURcu3ASLUDclcWOXBTcuK9gHtLUk02kNTZOQTMQSunMnbv0Bt/o94h/oX3hnTEEtohOSnDn3njP3znVCz42Fab7mtIXFpeWV/GphbX1jc0vf3mnEQRIxXmeBF0Qtx4655/q8Llzh8VYYcXvseLzpjE5lvHnNo9gN/AsxCXl3bA99d+AyWxDV0/dGvbQj+I2IWcqn01LHI23fPurpRbNsqmXMAysDRWSrFugv6KCPAAwJxuDwIQh7sBHT04YFEyFxXaTERYRcFeeYokDahLI4ZdjEjug7pF07Y33aS89YqRmd4tEbkdLAIWkCyosIy9MMFU+Us2R/806Vp6xtQn8n8xoTK3BF7F+6WeZ/dbIXgQEqqgeXegoVI7tjmUuibkVWbnzpSpBDSJzEfYpHhJlSzu7ZUJpY9S7v1lbxN5UpWblnWW6Cd1klDdj6Oc550DguW2bZOjeL1Uo26jz2cYASzfMEVZyhhrqq/xFPeNYutVvtTrv/TNVymWYX35b28AE97Zko</latexit>

�
<latexit sha1_base64="w+1lOgxBx2cvYMI5PnBaLrWJnjw=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRI3dmfBjQsXVewD2iKTdFqHpkmYTIRS3PkDbvVHXPkb4h/oX3hnmoJaRG9Icubcc+7MnevFgUiU47zlrIXFpeWV/GphbX1jc6u4vdNIolT6vO5HQSRbHkt4IEJeV0IFvBVLzkZewJve8FTnm7dcJiIKr9Q45t0RG4SiL3ymiGp2ApL22HWx5JQdE/Y8cDNQOnl5vgRFLSq+ooMeIvhIMQJHCEU4AENCTxsuHMTEdTEhThISJs9xhwJ5U1JxUjBih/Qd0KqdsSGtdc3EuH3aJaBXktPGAXki0knCejfb5FNTWbO/1Z6YmvpsY/p7Wa0RsQo3xP7lmyn/69O9KPRRMT0I6ik2jO7Oz6qk5lb0ye0vXSmqEBOncY/ykrBvnLN7to0nMb3ru2Um/26UmtVrP9Om+NCnpAG7P8c5DxpHZdcpuxdOqVrBNPLYwz4OaZ7HqOIMNdRNlw94xJN1bklrbE2mUiuXeXbxLaz7TzKYk/c=</latexit><latexit sha1_base64="0m/W87KacGs/VyM+KdhCMhBI4lE=">AAACynicjVHLSsNAFD2Nr1pfVZeCBIvgqiRu7M6CGxcuWrAPaIsk6bQOTZMwmQiluNMPcKs/0pW/If6B4k94Z5qCWkQnJDlz7jln5s64kc9jaVmvGWNhcWl5JbuaW1vf2NzKb+/U4zARHqt5oR+KpuvEzOcBq0kufdaMBHOGrs8a7uBM1Rs3TMQ8DC7lKGKdodMPeI97jiSq0fZJ2nWu8gWraOlhzgM7BYXT50n1435/UgnzL2ijixAeEgzBEEAS9uEgpqcFGxYi4joYEycIcV1nuEWOvAmpGCkcYgf07dOslbIBzVVmrN0ereLTK8hp4pA8IekEYbWaqeuJTlbsb9ljnan2NqK/m2YNiZW4JvYv30z5X5/qRaKHku6BU0+RZlR3XpqS6FNROze/dCUpISJO4S7VBWFPO2fnbGpPrHtXZ+vo+ptWKlbNvVSb4F3tki7Y/nmd86B+XLStol21CuUSpiOLPRzgiO7zBGWco4Ka7vIBj3gyLgxhjIzxVGpkUs8uvg3j7hMv/ZY8</latexit><latexit sha1_base64="0m/W87KacGs/VyM+KdhCMhBI4lE=">AAACynicjVHLSsNAFD2Nr1pfVZeCBIvgqiRu7M6CGxcuWrAPaIsk6bQOTZMwmQiluNMPcKs/0pW/If6B4k94Z5qCWkQnJDlz7jln5s64kc9jaVmvGWNhcWl5JbuaW1vf2NzKb+/U4zARHqt5oR+KpuvEzOcBq0kufdaMBHOGrs8a7uBM1Rs3TMQ8DC7lKGKdodMPeI97jiSq0fZJ2nWu8gWraOlhzgM7BYXT50n1435/UgnzL2ijixAeEgzBEEAS9uEgpqcFGxYi4joYEycIcV1nuEWOvAmpGCkcYgf07dOslbIBzVVmrN0ereLTK8hp4pA8IekEYbWaqeuJTlbsb9ljnan2NqK/m2YNiZW4JvYv30z5X5/qRaKHku6BU0+RZlR3XpqS6FNROze/dCUpISJO4S7VBWFPO2fnbGpPrHtXZ+vo+ptWKlbNvVSb4F3tki7Y/nmd86B+XLStol21CuUSpiOLPRzgiO7zBGWco4Ka7vIBj3gyLgxhjIzxVGpkUs8uvg3j7hMv/ZY8</latexit><latexit sha1_base64="VbPSSTwhokCCi3CRehEMEa1SQ2Y=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRI3dllw48JFBfuAWmSSTuvQyYPJRCjFnT/gVj9M/AP9C++MKahFdEKSM+eec2fuvUEqRaY977XkLC2vrK6V1ysbm1vbO9XdvU6W5Crk7TCRieoFLONSxLythZa8lyrOokDybjA5M/HuHVeZSOIrPU35IGLjWIxEyDRR3WtJ0iG7qda8umeXuwj8AtRQrFZSfcE1hkgQIkcEjhiasARDRk8fPjykxA0wI04REjbOcY8KeXNScVIwYif0HdOuX7Ax7U3OzLpDOkXSq8jp4og8CekUYXOaa+O5zWzY33LPbE5ztyn9gyJXRKzGLbF/+ebK//pMLRojNGwNgmpKLWOqC4ssue2Kubn7pSpNGVLiDB5SXBEOrXPeZ9d6Mlu76S2z8TerNKzZh4U2x7u5JQ3Y/znORdA5qfte3b/0as1GMeoyDnCIY5rnKZo4RwttW+UjnvDsXDjKmTqzT6lTKjz7+Lachw+16ZHw</latexit>

⇤ei

kc
<latexit sha1_base64="KYjWCT/3VLAXdqm+OB+boIN6j34=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0o7sKthVqKcl02g5NMiGZFEtx4Q+41T8T/0D/wjtjCmoRnZDkzLn3nJl7rx8HIlWO81qwFhaXlleKq6W19Y3NrfL2TjOVWcJ4g8lAJje+l/JARLyhhAr4TZxwL/QD3vJH5zreGvMkFTK6VpOYd0JvEIm+YJ7S1KjLSt1yxak6ZtnzwM1BBfmqy/ILbtGDBEOGEBwRFOEAHlJ62nDhICaugylxCSFh4hz3KJE2oyxOGR6xI/oOaNfO2Yj22jM1akanBPQmpLRxQBpJeQlhfZpt4plx1uxv3lPjqe82ob+fe4XEKgyJ/Us3y/yvTtei0MepqUFQTbFhdHUsd8lMV/TN7S9VKXKIidO4R/GEMDPKWZ9to0lN7bq3nom/mUzN6j3LczO861vSgN2f45wHzaOq61Tdq+NK7SwfdRF72MchzfMENVygjgZ5D/GIJzxbl5a0xtbdZ6pVyDW7+Lashw+kgpBa</latexit><latexit sha1_base64="KYjWCT/3VLAXdqm+OB+boIN6j34=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0o7sKthVqKcl02g5NMiGZFEtx4Q+41T8T/0D/wjtjCmoRnZDkzLn3nJl7rx8HIlWO81qwFhaXlleKq6W19Y3NrfL2TjOVWcJ4g8lAJje+l/JARLyhhAr4TZxwL/QD3vJH5zreGvMkFTK6VpOYd0JvEIm+YJ7S1KjLSt1yxak6ZtnzwM1BBfmqy/ILbtGDBEOGEBwRFOEAHlJ62nDhICaugylxCSFh4hz3KJE2oyxOGR6xI/oOaNfO2Yj22jM1akanBPQmpLRxQBpJeQlhfZpt4plx1uxv3lPjqe82ob+fe4XEKgyJ/Us3y/yvTtei0MepqUFQTbFhdHUsd8lMV/TN7S9VKXKIidO4R/GEMDPKWZ9to0lN7bq3nom/mUzN6j3LczO861vSgN2f45wHzaOq61Tdq+NK7SwfdRF72MchzfMENVygjgZ5D/GIJzxbl5a0xtbdZ6pVyDW7+Lashw+kgpBa</latexit><latexit sha1_base64="KYjWCT/3VLAXdqm+OB+boIN6j34=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0o7sKthVqKcl02g5NMiGZFEtx4Q+41T8T/0D/wjtjCmoRnZDkzLn3nJl7rx8HIlWO81qwFhaXlleKq6W19Y3NrfL2TjOVWcJ4g8lAJje+l/JARLyhhAr4TZxwL/QD3vJH5zreGvMkFTK6VpOYd0JvEIm+YJ7S1KjLSt1yxak6ZtnzwM1BBfmqy/ILbtGDBEOGEBwRFOEAHlJ62nDhICaugylxCSFh4hz3KJE2oyxOGR6xI/oOaNfO2Yj22jM1akanBPQmpLRxQBpJeQlhfZpt4plx1uxv3lPjqe82ob+fe4XEKgyJ/Us3y/yvTtei0MepqUFQTbFhdHUsd8lMV/TN7S9VKXKIidO4R/GEMDPKWZ9to0lN7bq3nom/mUzN6j3LczO861vSgN2f45wHzaOq61Tdq+NK7SwfdRF72MchzfMENVygjgZ5D/GIJzxbl5a0xtbdZ6pVyDW7+Lashw+kgpBa</latexit><latexit sha1_base64="KYjWCT/3VLAXdqm+OB+boIN6j34=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0o7sKthVqKcl02g5NMiGZFEtx4Q+41T8T/0D/wjtjCmoRnZDkzLn3nJl7rx8HIlWO81qwFhaXlleKq6W19Y3NrfL2TjOVWcJ4g8lAJje+l/JARLyhhAr4TZxwL/QD3vJH5zreGvMkFTK6VpOYd0JvEIm+YJ7S1KjLSt1yxak6ZtnzwM1BBfmqy/ILbtGDBEOGEBwRFOEAHlJ62nDhICaugylxCSFh4hz3KJE2oyxOGR6xI/oOaNfO2Yj22jM1akanBPQmpLRxQBpJeQlhfZpt4plx1uxv3lPjqe82ob+fe4XEKgyJ/Us3y/yvTtei0MepqUFQTbFhdHUsd8lMV/TN7S9VKXKIidO4R/GEMDPKWZ9to0lN7bq3nom/mUzN6j3LczO861vSgN2f45wHzaOq61Tdq+NK7SwfdRF72MchzfMENVygjgZ5D/GIJzxbl5a0xtbdZ6pVyDW7+Lashw+kgpBa</latexit>

⌦c
<latexit sha1_base64="/sPvtRNeiLkTsuwDFY3RLE5L/WY=">AAAC1HicjVHLSsNAFD2Nr1ofrbp0EyyCq5KIoMuiG3dWsA9oS0mm0xqaF5OJUGpX4tYfcKvfJP6B/oV3xhTUIjohyZlzz7kz91439r1EWtZrzlhYXFpeya8W1tY3Noulre1GEqWC8TqL/Ei0XCfhvhfyuvSkz1ux4E7g+rzpjs5UvHnDReJF4ZUcx7wbOMPQG3jMkUT1SsXORcCHTm/SEYHJpoVeqWxVLL3MeWBnoIxs1aLSCzroIwJDigAcISRhHw4SetqwYSEmrosJcYKQp+McUxTIm5KKk8IhdkTfIe3aGRvSXuVMtJvRKT69gpwm9skTkU4QVqeZOp7qzIr9LfdE51R3G9PfzXIFxEpcE/uXb6b8r0/VIjHAia7Bo5pizajqWJYl1V1RNze/VCUpQ0ycwn2KC8JMO2d9NrUn0bWr3jo6/qaVilV7lmlTvKtb0oDtn+OcB43Dim1V7MujcvU0G3Ueu9jDAc3zGFWco4a6nvkjnvBsNIxb4864/5Qaucyzg2/LePgA5/iVJg==</latexit><latexit sha1_base64="/sPvtRNeiLkTsuwDFY3RLE5L/WY=">AAAC1HicjVHLSsNAFD2Nr1ofrbp0EyyCq5KIoMuiG3dWsA9oS0mm0xqaF5OJUGpX4tYfcKvfJP6B/oV3xhTUIjohyZlzz7kz91439r1EWtZrzlhYXFpeya8W1tY3Noulre1GEqWC8TqL/Ei0XCfhvhfyuvSkz1ux4E7g+rzpjs5UvHnDReJF4ZUcx7wbOMPQG3jMkUT1SsXORcCHTm/SEYHJpoVeqWxVLL3MeWBnoIxs1aLSCzroIwJDigAcISRhHw4SetqwYSEmrosJcYKQp+McUxTIm5KKk8IhdkTfIe3aGRvSXuVMtJvRKT69gpwm9skTkU4QVqeZOp7qzIr9LfdE51R3G9PfzXIFxEpcE/uXb6b8r0/VIjHAia7Bo5pizajqWJYl1V1RNze/VCUpQ0ycwn2KC8JMO2d9NrUn0bWr3jo6/qaVilV7lmlTvKtb0oDtn+OcB43Dim1V7MujcvU0G3Ueu9jDAc3zGFWco4a6nvkjnvBsNIxb4864/5Qaucyzg2/LePgA5/iVJg==</latexit><latexit sha1_base64="/sPvtRNeiLkTsuwDFY3RLE5L/WY=">AAAC1HicjVHLSsNAFD2Nr1ofrbp0EyyCq5KIoMuiG3dWsA9oS0mm0xqaF5OJUGpX4tYfcKvfJP6B/oV3xhTUIjohyZlzz7kz91439r1EWtZrzlhYXFpeya8W1tY3Noulre1GEqWC8TqL/Ei0XCfhvhfyuvSkz1ux4E7g+rzpjs5UvHnDReJF4ZUcx7wbOMPQG3jMkUT1SsXORcCHTm/SEYHJpoVeqWxVLL3MeWBnoIxs1aLSCzroIwJDigAcISRhHw4SetqwYSEmrosJcYKQp+McUxTIm5KKk8IhdkTfIe3aGRvSXuVMtJvRKT69gpwm9skTkU4QVqeZOp7qzIr9LfdE51R3G9PfzXIFxEpcE/uXb6b8r0/VIjHAia7Bo5pizajqWJYl1V1RNze/VCUpQ0ycwn2KC8JMO2d9NrUn0bWr3jo6/qaVilV7lmlTvKtb0oDtn+OcB43Dim1V7MujcvU0G3Ueu9jDAc3zGFWco4a6nvkjnvBsNIxb4864/5Qaucyzg2/LePgA5/iVJg==</latexit><latexit sha1_base64="/sPvtRNeiLkTsuwDFY3RLE5L/WY=">AAAC1HicjVHLSsNAFD2Nr1ofrbp0EyyCq5KIoMuiG3dWsA9oS0mm0xqaF5OJUGpX4tYfcKvfJP6B/oV3xhTUIjohyZlzz7kz91439r1EWtZrzlhYXFpeya8W1tY3Noulre1GEqWC8TqL/Ei0XCfhvhfyuvSkz1ux4E7g+rzpjs5UvHnDReJF4ZUcx7wbOMPQG3jMkUT1SsXORcCHTm/SEYHJpoVeqWxVLL3MeWBnoIxs1aLSCzroIwJDigAcISRhHw4SetqwYSEmrosJcYKQp+McUxTIm5KKk8IhdkTfIe3aGRvSXuVMtJvRKT69gpwm9skTkU4QVqeZOp7qzIr9LfdE51R3G9PfzXIFxEpcE/uXb6b8r0/VIjHAia7Bo5pizajqWJYl1V1RNze/VCUpQ0ycwn2KC8JMO2d9NrUn0bWr3jo6/qaVilV7lmlTvKtb0oDtn+OcB43Dim1V7MujcvU0G3Ueu9jDAc3zGFWco4a6nvkjnvBsNIxb4864/5Qaucyzg2/LePgA5/iVJg==</latexit>

⌦p
<latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit><latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit><latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit><latexit sha1_base64="G30nvnJkyKBlKcCymNnrqTxJgV4=">AAACtXicjVLLSgMxFD0dX7VWrWs3g0VwVTJudCnowmUF+4BaZCZNa+y8TDJCKf6AWz9O/AP9C2/iCGoRzTAzJ+fec5KbmyiPpTaMvVS8peWV1bXqem2jXtvc2m7UuzorFBcdnsWZ6kehFrFMRcdIE4t+rkSYRLHoRdNTG+/dC6Vlll6aWS6GSThJ5Vjy0BDVvm40WYu54S+CoARNlCNrPOMKI2TgKJBAIIUhHCOEpmeAAAw5cUPMiVOEpIsLPKBG2oKyBGWExE7pO6HZoGRTmltP7dScVonpVaT0sU+ajPIUYbua7+KFc7bsb95z52n3NqN/VHolxBrcEPuX7jPzvzpbi8EYx64GSTXljrHV8dKlcKdid+5/qcqQQ06cxSOKK8LcKT/P2Xca7Wq3Zxu6+KvLtKyd8zK3wJvdJfU3+NnNRdA9bAWsFVwwVLGLPRxQG49wgnO00SHLER7x5J15t97dxz3wKuWF2MG34el34YWM3A==</latexit><latexit sha1_base64="DIspIaSvI74VPA8JDMomQO/IsJ0=">AAACxnicjVLLSsNAFD2Nr1qrVrdugkVwVRI3uhTcuLOifUBbSzKd1qF5MZkIpRTEr3CrPyX+gf6Fd8YU1CI6IcmZc+85M3fu+EkgUuU4rwVraXllda24Xtoob25tV3bKzTTOJOMNFgexbPteygMR8YYSKuDtRHIv9APe8sdnOt664zIVcXStJgnvhd4oEkPBPEXUTfci5COvP+3K0E5m/UrVqTlm2IvAzUEV+ajHlRd0MUAMhgwhOCIowgE8pPR04MJBQlwPU+IkIWHiHDOUSJtRFqcMj9gxfUc06+RsRHPtmRo1o1UCeiUpbRyQJqY8SVivZpt4Zpw1+5v31HjqvU3o7+deIbEKt8T+pZtn/lena1EY4sTUIKimxDC6Opa7ZOZU9M7tL1UpckiI03hAcUmYGeX8nG2jSU3t+mw9E38zmZrVc5bnZnjXu6QGuz/buQiaRzXXqbmXDorYwz4OqY3HOMU56miQpcQjnvBsXVkT6/7zKliF/E7s4tuwHj4AwHqTsQ==</latexit><latexit sha1_base64="DIspIaSvI74VPA8JDMomQO/IsJ0=">AAACxnicjVLLSsNAFD2Nr1qrVrdugkVwVRI3uhTcuLOifUBbSzKd1qF5MZkIpRTEr3CrPyX+gf6Fd8YU1CI6IcmZc+85M3fu+EkgUuU4rwVraXllda24Xtoob25tV3bKzTTOJOMNFgexbPteygMR8YYSKuDtRHIv9APe8sdnOt664zIVcXStJgnvhd4oEkPBPEXUTfci5COvP+3K0E5m/UrVqTlm2IvAzUEV+ajHlRd0MUAMhgwhOCIowgE8pPR04MJBQlwPU+IkIWHiHDOUSJtRFqcMj9gxfUc06+RsRHPtmRo1o1UCeiUpbRyQJqY8SVivZpt4Zpw1+5v31HjqvU3o7+deIbEKt8T+pZtn/lena1EY4sTUIKimxDC6Opa7ZOZU9M7tL1UpckiI03hAcUmYGeX8nG2jSU3t+mw9E38zmZrVc5bnZnjXu6QGuz/buQiaRzXXqbmXDorYwz4OqY3HOMU56miQpcQjnvBsXVkT6/7zKliF/E7s4tuwHj4AwHqTsQ==</latexit><latexit sha1_base64="EotdskX+UGTfYtAsUeHsmR8Sc3w=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRI3uhTduLOifUCrZZJO69C8mEyEUgRx6w+41Z8S/0D/wjtjCmoRnZDkzLn3nJl7r5cEIlWO81qwZmbn5heKi6Wl5ZXVtfL6RiONM+nzuh8HsWx5LOWBiHhdCRXwViI5C72AN73hsY43b7hMRRxdqFHCL0M2iERf+EwRddU5DfmAdccdGdrJbbdccaqOWfY0cHNQQb5qcfkFHfQQw0eGEBwRFOEADCk9bbhwkBB3iTFxkpAwcY5blEibURanDEbskL4D2rVzNqK99kyN2qdTAnolKW3skCamPElYn2abeGacNfub99h46ruN6O/lXiGxCtfE/qWbZP5Xp2tR6OPA1CCopsQwujo/d8lMV/TN7S9VKXJIiNO4R3FJ2DfKSZ9to0lN7bq3zMTfTKZm9d7PczO861vSgN2f45wGjb2q61TdM6dyeJSPuogtbGOX5rmPQ5yghjp5SzziCc/WuTWy7qz7z1SrkGs28W1ZDx8wWJTq</latexit><latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit><latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit><latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit><latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit><latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit><latexit sha1_base64="9ox7ydzo6zSbs/HIIFz8/LbR+8A=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0486K9gFtLcl0WkPzYjIRSimIW3/Arf6U+Af6F94ZU1CL6IQkZ86958zce93Y9xJpWa85Y25+YXEpv1xYWV1b3yhubtWTKBWM11jkR6LpOgn3vZDXpCd93owFdwLX5w13eKrijVsuEi8Kr+Qo5p3AGYRe32OOJOq6fR7wgdMdt0VgxpNusWSVLb3MWWBnoIRsVaPiC9roIQJDigAcISRhHw4SelqwYSEmroMxcYKQp+McExRIm1IWpwyH2CF9B7RrZWxIe+WZaDWjU3x6BSlN7JEmojxBWJ1m6niqnRX7m/dYe6q7jejvZl4BsRI3xP6lm2b+V6dqkejjWNfgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5bTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3HOgvpB2bbK9sVhqXKSjTqPHexin+Z5hArOUEWNvAUe8YRn49IYGXfG/Weqkcs02/i2jIcPMZiU7g==</latexit>

Figure 2: Case where Ωm < Ωe and [a, b] ⊂ (Ωp,Ωc).

where we have denoted

Dz
λ∩λ′U :=

∑

j∈Jz

∫

Λz(λ)∩Λz(λ′)

{
〈U ,Wk,λ′,j〉s Wk,λ′,j − 〈U ,Wk,λ,j〉s Wk,λ,j

}
dk, (148)

Dz
λ\λ′U :=

∑

j∈Jz

∫

Λz(λ)\Λz(λ′)

〈U ,Wk,λ,j〉s Wk,λ,j dk. (149)

Figure 2 illustrates the various sets involved in these integrals in the particular case where

Ωm < Ωe and [a, b] ⊂ (Ωp,Ωc). (150)

In this situation, we have Λdd([a, b]) = Λde([a, b]) = ∅, so that (145) has to be proved for z = di
and ei. For λ and λ′ in [a, b] with λ < λ′, the gray areas in Figure 2 represent the sets Λz([λ, λ

′])
for z = di and ei (more precisely their intersections with the half-plane k > 0), whose lower and
upper boundaries are respectively Λz(λ) × {λ} and Λz(λ

′) × {λ′}. The common part of the domains of
integration corresponds to the rectangles in light gray defined by

(
Λz(λ) ∩ Λz(λ

′)
)
× [λ, λ′], whereas the

own parts are associated to the triangles in dark gray. For z = di, we see that Λdi(λ) \Λdi(λ
′) = ∅ while

Λdi(λ
′) \ Λdi(λ) = (k0(λ), k0(λ′)) corresponds to the upper boundary of the dark triangle. For z = ei,

the situation is reversed: Λei(λ
′) \ Λei(λ) = ∅ while Λei(λ

′) \ Λei(λ) = (k0(λ), k0(λ′)) ∪ (ki(λ
′), ki(λ))

corresponds to the lower boundaries of the two triangles.
Step 1. In the general case of an interval [a, b] ⊂ R \ σexc, we first consider the part (148) associated

with the common domain of integration. Let us prove that it satisfies the Hölder estimate (145), i.e.,

∀λ, λ′ ∈ [a, b],
∥∥Dz

λ∩λ′U
∥∥
H−s

. |λ′ − λ|γ ‖U‖Hs , (151)

for γ ∈ Γ[a,b]. Using the equality

〈U ,Wk,λ′,j〉s Wk,λ′,j − 〈U ,Wk,λ,j〉s Wk,λ,j

= 〈U , {Wk,λ′,j −Wk,λ,j}〉s Wk,λ′,j + 〈U ,Wk,λ,j〉s {Wk,λ′,j −Wk,λ,j},

we infer that

∥∥Dz
λ∩λ′U

∥∥
H−s

≤
(∑

j∈Jz

∫

Λz(λ)∩Λz(λ′)

dλ,λ′,j(k) dk
)
‖U‖Hs where (152)

dλ,λ′,j(k) :=
{∥∥Wk,λ′,j

∥∥
H−s

+
∥∥Wk,λ,j

∥∥
H−s

} ∥∥Wk,λ′,j −Wk,λ,j

∥∥
H−s

. (153)

We see here that the Hölder regularity of Dz
λ∩λ′ requires both the pointwise estimates and the Hölder

regularity of the generalized eigenfunctions. Indeed, dλ,λ′,j(k) can be estimated thanks to Propositions
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14 and 20. We rewrite inequalities (62) and (63), as well as the Hölder estimates (116) and (117) in the
following condensed expressions, valid for γ ∈ (0, 1] ∩ (0, s− 1/2), j ∈ Jz and for all (k, λ) and (k, λ′) in
Λz([a, b]) with λ ≤ λ′:

∥∥Wk,λ,j

∥∥
H−s

.
∣∣θ−jk,λ

∣∣α and (154)

∥∥Wk,λ′,j −Wk,λ,j

∥∥
H−s

. sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)α′ |λ′ − λ|γ ,

where we have denoted

(α, α′) :=

{
(−1/2 + γ,−1/2− γ) if [a, b] ∩ {±Ωc} = ∅,
(−1/2,−1/2− 2γ) if [a, b] ∩ {±Ωc} 6= ∅.

(155)

Combining these estimates, we obtain

dλ,λ′,j(k) .
(

sup
λ̃∈[λ,λ′]

∣∣θ−j
k,λ̃

∣∣α
) (

sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)α′) |λ′ − λ|γ .

Hence (151) will be proved once we have verified that the integral on Λz(λ)∩Λz(λ
′) of the above product

of suprema is bounded by a constant depending only on a, b and γ. This is the object of Lemma 24
presented in §3.4.3.

Step 2. Let us prove now the Hölder regularity of the part Dz
λ\λ′ defined in (149), that is,

∀λ, λ′ ∈ [a, b],
∥∥Dz

λ\λ′U
∥∥
H−s

. |λ′ − λ|γ ‖U‖Hs . (156)

We no longer assume here that λ < λ′, which allows us to simultaneously treat both quantities Dλ′\λ
and Dλ\λ′ involved in (147). We are going to see that property (156) follows now from the smallness of
the domain of integration (as |λ′ − λ| → 0) and the bounds of the generalized eigenfunctions given by
Proposition 14.

From the definition (149), we have

∥∥Dz
λ\λ′U

∥∥
H−s

≤
(∑

j∈Jz

∫

Λz(λ)\Λz(λ′)

∥∥Wk,λ,j

∥∥2

H−s
dk
)
‖U‖Hs .

Using (154) then yields

∥∥Dz
λ\λ′U

∥∥
H−s

.
(∑

j∈Jz

∫

Λz(λ)\Λz(λ′)

|θ−jk,λ|
2α dk

)
‖U‖Hs .

The object of Lemma 25, that is also presented in §3.4.3, is to prove that

∑

j∈Jz

∫

Λz(λ)\Λz(λ′)

|θ−jk,λ|
2α dk . |λ′ − λ|γ ,

for any γ ∈ Γ[a,b], which completes the proof of (156). Combining (147), (151) and (156) shows (145) for
z ∈ Z \ {ee}.

3.4.3 Two technical lemmas

We gather in this subsection the results about integrals of functions θ+
k,λ and θ−k,λ that are needed in the

above proof of the Hölder regularity of the components of the spectral density which are related to the
surface spectral zones. The main ingredients are the estimates (78) and (79).

Lemma 24. Let z ∈ Z \ {ee}, [a, b] ⊂ R \ σexc and γ ∈ Γ[a,b]. Then for j ∈ Jz and for all λ, λ′ ∈ [a, b]
such that λ < λ′, we have, with α and α′ defined in (155).

∫

Λz(λ)∩Λz(λ′)

(
sup

λ̃∈[λ,λ′]

∣∣θ−j
k,λ̃

∣∣α
) (

sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)α′)
dk . 1. (157)
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Proof. We distinguish here the various cases (A), (B) and (C) defined in (146), which will be themselves
divided in several subcases. In most of the subcases, the estimate (157) will be deduced from a stronger
result, namely (the fact that (158) implies (157) is explained just below)

∫

Λz(λ)∩Λz(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣β dk . 1 and

∫

Λz(λ)∩Λz(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣β dk . 1, (158)

where
β := min(α, 0) + α′ = min(−1,−1/2− γ) ≤ −1. (159)

However, in some particular subcases, (158) will not be true any longer and (157) will have to be proven
directly in a different manner that will be explained separately.

To see why (158) implies (157), we remark that |θ±k,λ|−1 ≤ (θmin
k,λ )−1 implies |θ±k,λ|α ≤ (θmin

k,λ )α if α < 0.

On the other hand, |θ±k,λ| being bounded, |θ±k,λ|α . 1 if α ≥ 0. Gathering these two observations gives

sup
λ̃∈[λ,λ′]

∣∣θ±
k,λ̃

∣∣α . sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)min(α,0)
.

Consequently, by definition (159) of β

sup
λ̃∈[λ,λ′]

∣∣θ−j
k,λ̃

∣∣α · sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)α′
. sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)min(α,0) · sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)α′
= sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)β
.

The last equality being true because both min(α, 0) and α′ are negative.

It is thus clear that (157) follows from (158) since sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)β ≤ sup
λ̃∈[λ,λ′]

|θ+

k,λ̃
|β + sup

λ̃∈[λ,λ′]

|θ−
k,λ̃
|β .

We shall also use the fact that, since β < 0, raising (78)–(79) to the power −β > 0 yields

∣∣θ−
k,λ̃

∣∣β ≤ k0(λ̃)β/2
∣∣|k| − k0(λ̃)

∣∣β/2,
∣∣θ+

k,λ̃

∣∣β ≤
∣∣k+(λ̃)

∣∣β/2 ∣∣|k| − k+(λ̃)
∣∣β/2. (160)

Case (A). This corresponds [a, b] ∩ {±Ωe,±Ωc} = ∅ and Γ[a,b] =
(
0,min(s − 1/2, 1)) (cf. (18)). We

shall additionnally consider the particular case (150) illustrated by Figure 2. The reader will rely on the
authors about the fact that this case actually involves all the technical difficulties that can be met in all
other situations of case (A).

In this particular case, we are going to prove (158) for z = ei and di, the only zones that intersect
[a, b]× R (see Figure 2). In the following, λ and λ′ denote two points of [a, b] such that λ < λ′.

(i) The case z = di. Figure 2 shows that Λdi(λ) ∩ Λdi(λ
′) = (−k0(λ),+k0(λ)). As k+(λ̃) = ki(λ̃) (by

definition (77) of k+(λ) for |λ| ≤ min(Ωe,Ωm)), and as both functions k0(λ̃)β/2 and ki(λ̃)β/2 are bounded
(since {0,±Ωm,±Ωe} ∩ [a, b] = ∅), we deduce from (160) that

(a)
∣∣θ−
k,λ̃

∣∣β .
∣∣|k| − k0(λ̃)

∣∣β/2, (b)
∣∣θ+

k,λ̃

∣∣β .
∣∣|k| − ki(λ̃)

∣∣β/2. (161)

We next prove successively the two inequalities of (158).

(i.1) As the closure of Λdi([a, b]) does not intersect the spectral cuts |k| = ki(λ̃), the right-hand side of
(161)(b) also remains bounded whatever the sign of β, thus

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣β . 1.

As λ 7→ k0(λ) is bounded on [a, b], this yields the first inequality of (158).
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(i.2) Oppositely, the right-hand side of (161)(a) tends to +∞ when |k| approaches k0(λ̃).

However as λ̃ 7→ k0(λ̃) is increasing on [a, b] and β < 0, λ̃ 7→ | |k| − k0(λ̃)|β/2 is decreasing and therefore

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣β .
∣∣|k| − k0(λ)

∣∣β/2,

from which we de deduce that
∫ +k0(λ)

−k0(λ)

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣β dk .
∫ +k0(λ)

−k0(λ)

∣∣|k| − k0(λ)
∣∣β/2 dk =

2 k0(λ)β/2+1

β/2 + 1
, (162)

which is bounded since β/2 + 1 = min(1/2, 3/4− γ/2) > 0 for any γ ∈ (0, 1]∩ (0, s− 1/2) i. e. γ ∈ Γ[a,b].
Hence the second inequality of (158) is proved.

(ii) The case z = ei. In this case Λei(λ) ∩ Λei(λ
′) = (k0(λ′), ki(λ′)) ∪ (−ki(λ′),−k0(λ′)). By parity in k,

to prove (158), it suffices to consider the integrals on (k0(λ′), ki(λ′)). We use again inequalities (161), but
now both right-hand sides tend to +∞ when |k| approaches k0(λ̃) or ki(λ̃). Let us show only the first
inequality of (158), the second one can be treated in the same way. As this time λ̃ 7→ ki(λ̃) is decreasing
on [a, b], λ̃ 7→ | |k| − ki(λ̃)|β/2 is increasing. As a consequence,

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣β .
∣∣|k| − ki(λ′)

∣∣β/2,

from which we infer that, since β/2 + 1 > 0 (cf (159))

∫ ki(λ
′)

k0(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣β dk .
∫ ki(λ

′)

k0(λ′)

∣∣|k| − ki(λ′)
∣∣β/2 dk =

(
ki(λ

′)− k0(λ′)
)β/2+1

β/2 + 1
. 1,

that is to say the first inequality of (158).

Case (B). In this case, [a, b] contains +Ωe or −Ωe, not ±Ωc and Γ[a,b] =
(
0,min(s − 1/2, 1/2)

)
. To fix

ideas, we suppose that Ωe > Ωm, but it is easy to reproduce the same argument if Ωe < Ωm.

According to the last paragraph of section 3.4.1 and parity, we can restrict ourselves to a = Ωe or b = Ωe.

(B1) [a, b] = [Ωe, b]. This case is illustrated by Figure 3 (left) which shows that we have to prove (157)
for z = dd and de.

(i) The case z = dd. Figure 3 (left) then shows that Λdd(λ) ∩ Λdd(λ′) = (−kd(λ),+kd(λ)). As in case
(A), we shall prove (158).

Note first that the second inequality of (158) is easy in this case, since, as the closure of Λdd([Ωe, b]) does
not intersect the spectral cuts |k| = k0(λ̃), the arguments used in item (i.1) of case (A) for proving this
inequality apply with obvious changes.

The main difference with case (A) concerns the first inequality of (158). Indeed, the function k+(λ̃)β/2 =
kd(λ̃)β/2 is no longer bounded in [Ωe, b] (since kd(λ̃) vanishes at λ̃ = Ωe), so that (161) is no longer true.
We can use instead (160) that gives, since k+(λ̃) = kd(λ̃) for λ̃ ≥ Ωe (cf. (77))

∀ λ̃ ∈ [Ωe, b], ∀|k| 6= kd(λ̃),
∣∣θ+

k,λ̃

∣∣β ≤ kd(λ̃)β/2
∣∣|k| − kd(λ̃)

∣∣β/2.

As λ̃ 7→ kd(λ̃) is increasing on [Ωe, b], the function in the right-hand side of this inequality is a decreasing
function of λ̃ ∈ [Ωe, b] for any k ∈ (−kd(λ),+kd(λ)), therefore

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣β ≤ kd(λ)β/2
∣∣|k| − kd(λ)

∣∣β/2.
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Figure 3: Case where Ωm < Ωe with [a, b] = [Ωe, b] (left) and [a, b] = [a,Ωe] (right).

We deduce that
∫ +kd(λ)

−kd(λ)

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣β dk ≤ kd(λ)β/2
∫ +kd(λ)

−kd(λ)

∣∣|k| − kd(λ)
∣∣β/2 dk =

2 kd(λ)β+1

β/2 + 1
,

which proves the first inequality of (158) provided that β + 1 = min(0, 1/2 − γ) ≥ 0. This is why the
possible Hölder exponents γ are restricted to the interval (0,min(1/2, s − 1/2)) in this situation (recall
that γ = 1/2 is not considered here, see Appendix A.2).

(ii) The case z = de for which Λde(λ)∩Λde(λ′) = (kd(λ′), k0(λ))∪ (−k0(λ),−kd(λ′)) and Jee = {1} (by
(29)). Again, by a parity argument in k, to prove it suffices to consider the integral over (kd(λ′), k0(λ)).

The main difference with previous cases is that we can no longer prove (157) through (158) since the first
inequality of (158) becomes false. Indeed, unlike for the case (B1)(i), the measure of Λz(λ)∩Λz(λ

′) does
not shrink to 0 when λ′ → Ω+

e which makes the first integral of (158) divergent. That is why we shall
use an alternative couple of inequalities namely

∫ k0(λ)

kd(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣α sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ dk . 1 and

∫ k0(λ)

kd(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣−1
dk . 1, (163)

where we recall that α = −1/2 + γ and α′ = −1/2− γ, so that α+ α′ = −1.

The first inequality of (163) is derived from (157) for j = 1. More precisely,

sup
λ̃∈[λ,λ′]

(θmin
k,λ̃

)α
′
≤ sup
λ̃∈[λ,λ′]

|θ+

k,λ̃
|α
′
+ sup
λ̃∈[λ,λ′]

|θ−
k,λ̃
|α
′

so that, using α+ α′ = −1 with α, α′ < 0, one gets

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣α · sup
λ̃∈[λ,λ′]

(
θmin
k,λ̃

)α′ ≤ sup
λ̃∈[λ,λ′]

|θ−
k,λ̃
|−1 + sup

λ̃∈[λ,λ′]

|θ−
k,λ̃
|α · sup

λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′

which shows that (163) implies (157) for j = 1 .

Let us now prove (163). For the second inequality, we can use the arguments of item (i.2) of case (A).

Only the first inequality requires a new argument. We look separately at the integrand in the left-
hand side of the second inequality of (163) on the intervals I1 :=

(
kd(λ′), (kd(λ′) + k0(λ))/2

)
and I2 :=(

(kd(λ′) + k0(λ))/2, k0(λ)
)

respectively. More precisely:
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• In I1, |θ−
k,λ̃
|−1 is bounded so sup

λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣α · sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ . sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ ,

• In I2, |θ+

k,λ̃
|−1 is bounded so sup

λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣α · sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ . sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣α.

From the above observation, we deduce

∫ k0(λ)

kd(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣α sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ dk .
∫ k0(λ)

kd(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣α dk +

∫ k0(λ)

kd(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ dk. (164)

Using again the arguments of item (i.2) in case (A), we see that the first integral of the right-hand side of
(164) is bounded. For the second integral, we come back to the definition (25) of θ+

k,λ which shows that

∀ k > kd(λ̃),
∣∣θ+

k,λ̃

∣∣α′ =
(
k2 − kd(λ̃)2

)α′/2 ≤
(
k − kd(λ̃)

)α′
.

Since α′ < 0, as λ̃ 7→ kd(λ̃) is increasing on [Ωe, b],
(
k − kd(λ̃)

)α′
is increasing and therefore

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ ≤
(
k − kd(λ′)

)α′
.

The right-hand side of this inequality is integrable in the interval (kd(λ′), k0(λ)) provided that α′ > −1,
that is, γ < 1/2. This completes the proof of (163).

(B2) [a, b] = [a,Ωe]. Figure 3 (right) tells us that we have to prove (157) only for z = de and that
Λde(λ) ∩ Λde(λ′) = (−k0(λ),+k0(λ)).

The treatment of this case is similar to the case (B1)(ii) : instead of (157), we shall prove the stronger
estimate (that differs from (163) only by integration bounds)

∫ k0(λ)

0

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣α sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ dk . 1 and

∫ k0(λ)

0

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣−1
dk . 1. (165)

The second inequality of (165) is treated exactly as in the item (i.2) of case (A). For the first one, as in
the case (B1)(ii), by splitting

(
0, k0(λ)

)
into I1 = (0, k0(λ)/2) and I2 = (k0(λ)/2, k0(λ)) to separate the

singularities at k = 0 and k = k0(λ), one shows with the same arguments that the inequality (164) holds
by replacing the interval of integration (kd(λ′), k0(λ)) by

(
0, k0(λ)

)
. Then, using the arguments of item

(i.2) in case (A), we see that the first integral of the right-hand side of (164) (with this new interval of
integration) is bounded. For the second one, from the definition (77) of k+(λ), we have

∀(k, λ̃) ∈
(
R× [a,Ωe]

)
\ {(0,Ωe)},

∣∣θ+

k,λ̃

∣∣α′ =
(
k2 +

∣∣k+(λ̃)
∣∣2
)α′/2

.

and

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣α′ ≤
(
k2 +

∣∣k+(λ′)
∣∣2
)α′/2

≤ kα
′

is integrable in the interval (0, k0(λ)) provided that α′ > −1, that is, γ < 1/2. Thus the second integral of
the right-hand side of (164) with interval of integration (0, k0(λ)) is bounded. This completes the proof.

Case (C). It remains to study the case where [a, b] contains ±Ωc, more precisely when a or b is equal
to ±Ωc. Fortunately, all the work has already been done in case (A). The same lines are still valid in
the present case, the only difference is that the parameter β defined by the first equality of (159) is now
equal to β = −1−2γ (see (155)).We have seen that the boundedness of both integrals in (158) is ensured
provided β/2 + 1 > 0 (see (162)), which explains why the possible Hölder exponents γ are restricted to
the interval (0,min(1/2, s− 1/2)) in this situation.
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Lemma 25. Let z ∈ Z \ {ee}, [a, b] ⊂ R \ σexc and γ ∈ Γ[a,b]. Then for all λ, λ′ ∈ [a, b], we have

∑

j∈Jz

∫

Λz(λ)\Λz(λ′)

∣∣θ−jk,λ
∣∣2α dk . |λ′ − λ|γ , (166)

where α is defined in (155).

Proof. We distinguish again the cases (A), (B) and (C) defined in (146). In order to use Figures 2 and 3,
we assume again that λ < λ′ and prove separately (166) for the domains Λz(λ)\Λz(λ

′) and Λz(λ
′)\Λz(λ),

which amount to the statement of the lemma.

Case (A). As in the proof of Lemma 24, we can restrict ourselves to the particular situation (150)
illustrated by Figure 2, which is representative of all cases where [a, b] ∩ {±Ωe,±Ωc} = ∅. We have to
prove (166) for z = di and ei.

(i) Let us start with the case z = di for which Jz = {−1,+1}. Figure 2 shows that Λdi(λ) \Λdi(λ
′) = ∅,

whereas Λdi(λ
′) \ Λdi(λ) = (k0(λ), k0(λ′)) ∪ (−k0(λ′),−k0(λ)) whose measure is 2(k0(λ′)− k0(λ)). Since

|k| does not approach the spectral cut |k| = ki(λ), |θ+
k,λ′ |2α . 1 whatever the sign of α. Therefore,

∫

Λdi(λ′)\Λdi(λ)

∣∣θ+
k,λ′

∣∣2α dk . |k0(λ′)− k0(λ)| . |λ′ − λ| . |λ′ − λ|γ ,

since λ→ k0(λ) is differentiable in [a, b] and γ < 1.

For θ−k,λ′ , |k| can approach the spectral cut |k| = k0(λ′), thus |θ−k,λ′ |−1 is no longer bounded. Nevertheless

∣∣θ−k,λ′
∣∣2α .

∣∣θ−k,λ′
∣∣min(2α,0)

.
∣∣|k| − k0(λ′)

∣∣α̃, α̃ := min(α, 0),

where the first inequality holds because θ−k,λ′ is bounded and the second one follows from (78). Thus

∫

Λdi(λ′)\Λdi(λ)

∣∣θ−k,λ′
∣∣2α dk .

∫ k0(λ′)

k0(λ)

∣∣|k| − k0(λ′)
∣∣α̃ dk .

(
k0(λ′)− k0(λ)

)α̃+1
. |λ′ − λ|α̃+1. (167)

As α̃+ 1 = min(γ + 1/2, 1) ≥ γ, inequality (166) follows.

(ii) Consider now the case z = ei for which Jz = {−1}. Figure 2 shows that Λei(λ
′) \ Λei(λ) = ∅,

whereas Λei(λ) \ Λei(λ
′) is composed by the set (k0(λ), k0(λ′)) ∪ (ki(λ

′), ki(λ)) and its symmetric with
respect to k = 0. For each interval, we can use the same arguments as in item (i), depending on whether
k approaches or not the spectral cut near which |θ+

k,λ|2α becomes unbounded.

Case (B). We examine now the case where a or b is equal to ±Ωe. As in the proof of Lemma 24, we
assume that Ωe > Ωm and detail the proof for a = Ωe (Figure 3) (the other cases can be done analogously).
We have to prove (166) for z = dd and de.

(i) Suppose that z = dd. Then Jz = {−1,+1}, Λdd(λ′) \ Λdd(λ) = (kd(λ), kd(λ′)) ∪ (−kd(λ′),−kd(λ))
while Λdd(λ) \ Λdd(λ′) = ∅ (Figure 3). For j = 1, as θ−k,λ′ does not vanish on Λdd[a, b]), |θ−k,λ′ |2α is
bounded and thus it follows that

∫

Λdd(λ)\Λde(λ′)

∣∣θ−k,λ′
∣∣2α dk . |kd(λ′)− kd(λ)| . |λ′ − λ|1/2 . |λ′ − λ|γ ,

since λ→ kD(λ) is 1/2-Hölder continuous in [Ωe, b] (see (169)) and γ ≤ 1/2.

Indeed, the main difference with case (A) concerns (166) for θ+
k,λ′ for the case j = −1. By definition (18)

of Γ[Ωe,b], γ < 1/2 hence α = γ − 1/2 < 0 (cf. (155)). Since k+ = kd (cf (77)), (79) implies

∣∣θ+
k,λ′

∣∣2α . kd(λ′)α
∣∣k − kd(λ′)

∣∣α.
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Therefore, we obtain

∫

Λdd(λ′)\Λdd(λ)

∣∣θ+
k,λ′

∣∣2α dk .
∫ kd(λ′)

kd(λ)

kd(λ′)α
∣∣k − kd(λ′)

∣∣α dk . kd(λ′)α
(
kd(λ′)− kd(λ)

)α+1
. (168)

Even though λ 7→ kd(λ) is no longer differentiable on [Ωe, b], it is 1/2-Hölder continuous. Indeed it is
easy to see from the definition (22) of kd(λ) that

kd(λ) =
√

2ε0 Ωe µ
+
Ωe

(λ− Ωe)1/2
(
1 + o(1)

)
as λ↘ Ωe. (169)

Hence, to get an estimate in |λ− λ′|γ , it is natural to make appear (kd(λ′)− kd(λ))2γ , which we do with
the following trick

(kd(λ′)− kd(λ))1/2+γ = (kd(λ′)− kd(λ))2γ (kd(λ′)− kd(λ))1/2−γ

that we substitute into (168) to obtain, using again α = γ − 1/2,
∫

Λdd(λ′)\Λdd(λ)

∣∣θ+
k,λ′

∣∣2α dk . F (λ, λ′)
(
kd(λ′)− kd(λ))2γ where F (λ, λ′) :=

(
1− kd(λ)

kd(λ′)

)1/2−γ
.

As γ ≤ 1/2 and F (λ, λ′) ≤ 1, this completes the proof of (166) (kd is 1/2-Hölder continuous on [Ωe, b]).

(ii) For z = de, we have Jz = {+1} and Λde(λ) \ Λde(λ′) = (kd(λ), kd(λ′)) ∪ (−kd(λ′),−kd(λ)) (see
Figure 3). Since θ−k,λ does not vanish, this case can be treated as the case (B)(i) for j = 1.

On the other hand Λde(λ′) \Λde(λ) = (k0(λ), k0(λ′))∪ (−k0(λ′),−k0(λ)). This case can be dealt with as
in case (A)-(i), see (167).

Case (C). As in the proof of Lemma 24, the only difference with case (A) is that the parameter α is
now defined by α = −1/2 (see (155)). Hence the most restrictive situation corresponds to (167) with
α+ 1 = 1/2, which shows that all Hölder exponents γ ∈ (0,min(1/2, s− 1/2)) are allowed here.

3.4.4 Component related to the lineic spectral zone

We focus now on the proof of (145) for z = ee, which has to be considered only if Ωe 6= Ωm. We consider
a positive interval

[a, b] ⊂

{
[Ωc,Ωp) if Ωe < Ωm,

(Ωp,Ωc] if Ωe > Ωm,

but of course, the same approach applies for negative intervals. We can reduce to such intervals since
Λee(λ) = Λee(λ′) = ∅ for |λ|, |λ′| /∈

(
min(Ωc,Ωp),max(Ωc,Ωp)

)
and thus Mee

λ = Mee
λ′ = 0 for these values

of λ and λ′ (see Figure 1). Thus, to show the Hölder continuity of λ 7→ Mee
λ on a vicinity of Ωc (case

(C)), it is sufficient to prove the Hölder continuity on [a,Ωc) if Ωe > Ωm (resp. on (Ωc, b] if Ωe < Ωm)
and to show that the limit of Mλ when λ→ Ω−c (resp. λ→ Ω+

c ) is zero to ensure that Mee
λ is continuous

at Ωc.
We proceed as we did for obtaining (152), but here one additional term appears due to the presence

of the Jacobian Je(λ) as a multiplicative factor. For conciseness, we drop the index 0 in the notation of
the generalized eigenfunctions Wk,λ,0. From the expression (144) of Mee

λ and the fact that k ∈ Λee(λ) if
and only if k = ±ke(λ), we have

Mee
λ′U −Mee

λ U =
∑

±
{Je(λ′)− Je(λ)} 〈U ,W±ke(λ′),λ′〉s W±ke(λ′),λ′

+ Je(λ)
(
〈U , {W±ke(λ′),λ′ −W±ke(λ),λ}〉s W±ke(λ′),λ′ + 〈U ,W±ke(λ),λ〉s {W±ke(λ′),λ′ −W±ke(λ),λ}

)
.

As a consequence, ∥∥Mee
λ′U −Mee

λ U
∥∥
H−s

≤
∑

±
d±λ,λ′ ‖U‖Hs ,
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where we have denoted

d±λ,λ′ :=
∣∣Je(λ′)− Je(λ)

∣∣ ∥∥W±ke(λ′),λ′
∥∥2

H−s

+
∣∣Je(λ)

∣∣
{∥∥W±ke(λ′),λ′

∥∥
H−s

+
∥∥W±ke(λ),λ

∥∥
H−s

} ∥∥W±ke(λ′),λ′ −W±ke(λ),λ

∥∥
H−s

. (170)

Hence, the proof of (145) for z = ee will be complete once we have established the following property:

∀λ, λ′ ∈ [a, b], d±λ,λ′ . |λ
′ − λ|γ , (171)

for any γ ∈ Γ[a,b]. We have now to distinguish cases (A) and (C) (case (B) cannot occur here).

Case (A). Using the estimate (75) for ‖W±ke(λ),λ‖H−s and ‖W±ke(λ′),λ′‖H−s , the fact that |θ±ke(λ),λ| . 1
(since λ remains far from Ωp, so ke(λ) remains in a compact set), as well as the fact that λ → Je(λ) is
bounded in [a, b], we have

d±λ,λ′ .
∣∣Je(λ′)− Je(λ)

∣∣+ ‖W±ke(λ′),λ′ −W±ke(λ),λ‖H−s . (172)

Therefore, using the Hölder estimate (137) of Proposition 23 and the fact that λ→ Je(λ) is differentiable
in [a, b] (see the beginning of §3.3.3), we obtain property (171) for any γ ∈ (0, 1] ∩ (0, s− 1/2).

Case (C). The estimation of d±λ,λ′ is more delicate if Ωc ∈ [a, b], that is, if a = Ωc or b = Ωc. To fix ideas,
we assume that Ωe > Ωm and [a, b] = [a,Ωc] (we can proceed similarly if Ωm > Ωe and [a, b] = [Ωc, b]).
As we discussed above, it is sufficient to show that: λ 7→Mλ is Hölder continuous on [a,Ωc) and that Mλ

tends to 0 at Ω−c .

(i) a) We show first that λ 7→ Mλ is Hölder continuous on [a,Ωc). Assume that λ, λ′ ∈ [a,Ωc) with
λ ≤ λ′. We use again (75), which shows that

{∥∥W±ke(λ′),λ′
∥∥
H−s

+
∥∥W±ke(λ),λ

∥∥
H−s

}
. sup
λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)1/2

The main difference with case (A) is that we can no longer use (137). We have to use instead the Hölder
estimate (136). As λ 7→ Je(λ) is still differentiable in [a,Ωc], the definition (170) of d±λ,λ′ yields now

d±λ,λ′ .
(
1 + pλ,λ′

)
|λ′ − λ|γ ,

where
pλ,λ′ := sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)1−γ/2 sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)−3γ/2.

Thus, we need to prove that pλ,λ′ . 1. To do so, we need to know the behaviour of θ+
ke(λ),λ near λ = Ωc.

This is the object of Lemma 26 below. From (173), we deduce that

sup
λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)1−γ/2 . (Ωc − λ)1/2−γ/4 and sup

λ̃∈[λ,λ′]

(θ+

ke(λ̃),λ̃
)−3γ/2 . (Ωc − λ′)−3γ/4,

since λ ≤ λ′ and 1/2− γ/4 ≥ 0 while −3/2γ ≤ 0. As a consequence

pλ,λ′ . (Ωc − λ)1/2−γ/4 (Ωc − λ′)−3γ/4.

The problem is that the right-hand side of this inequality is not a continuous function on the line λ′ = Ωc.
However, using polar coordinates for (Ωc−λ,Ωc−λ′), we see that for any fixed κ ∈ (0, 1), it is continuous,
thus bounded, in any domain of the form

Dκ :=
{

(λ, λ′) ∈ [a,Ωc)2
∣∣ κ (Ωc − λ) < Ωc − λ′ ≤ Ωc − λ

}

since (1/2− γ/4)− 3γ/4 = 1/2− γ > 0. This means that the above lines yield property (171) not for the
whole domain {(λ, λ′) ∈ [a,Ωc]2 | λ ≤ λ′}, but only in Dκ.
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(i) b) To conclude, we have to prove that (171) holds true in the complement of Dκ, that is,

Dc
κ :=

{
(λ, λ′) ∈ [a,Ωc)2

∣∣ κ (Ωc − λ) ≥ Ωc − λ′
}
.

The idea is to restart for instance from (172) (which is still valid here) and use simply the triangle
inequality to bound the last term of the right-hand side, which yields

d±λ,λ′ . |λ
′ − λ|+

(
θ+
ke(λ′),λ′

+ θ+
ke(λ),λ

)
,

thanks to the differentiability of λ → Je(λ) in [a,Ωc] and the estimate (75). Applying again Lemma 26
below, we deduce that

θ+
ke(λ′),λ′

+ θ+
ke(λ),λ . (Ωc − λ′)1/2 + (Ωc − λ)1/2.

Noticing that the inequality κ (Ωc − λ) ≥ Ωc − λ′ which characterizes points of Dc
κ can be written

equivalently as

Ωc − λ ≤ (1− κ)−1 (λ′ − λ) or Ωc − λ′ ≤ (κ−1 − 1)−1 (λ′ − λ),

we finally obtain
d±λ,λ′ . |λ

′ − λ|1/2.
As γ < 1/2, this implies (171) for all (λ, λ′) ∈ Dc

κ.

(ii) To complete the proof for case (C), it only remains to prove that that the limit of Mλ at Ω−p is zero.
This is an immediate consequence of the expression (144) of Mee

λ , the fact that Je is bounded on [a,Ωc],
the estimate (75) and the Lemma 26 which implies that:

‖Mλ‖Hs,H−s ≤ Je(λ)
∑

±
‖W±ke(λ),λ‖2 . θ+

k,λ . (Ωc − λ)→ 0 as λ→ Ω−c .

Lemma 26. For Ωe 6= Ωm, the function λ 7→ θ+
ke(λ),λ can be continuously extended by zero at Ωc and

admits the following asymptotic behaviour

θ+
ke(λ),λ = A

∣∣λ− Ωc

∣∣1/2 + o
(
|λ− Ωc|1/2

)
when λ→ Ωc, (173)

for some A > 0.

Proof. Using the dispersion relation (26), one gets that

θ+
ke(λ),λ = −

µ+
λ

µ0
θ−ke(λ),λ =

|µ+
λ |
µ0

∣∣ke(λ)−√ε0 µ0 λ
∣∣1/2 ∣∣ke(λ) +

√
ε0 µ0 λ

∣∣1/2,

(where we use the fact that µ+(λ) < 0 in Λee). Hence, it follows that

θ+
ke(λ),λ = (2kc)1/2

∣∣µ+
Ωc

∣∣
µ0

∣∣ke(λ)−√ε0 µ0 λ
∣∣1/2 (1 + o(1)) when λ→ Ωc. (174)

As ke is C∞ at Ωc and ke(Ωc) = kc =
√
ε0 µ0 Ωc by definition of the cross points, one has

ke(λ)−√ε0 µ0 λ =
(
k′e(Ωc)−√ε0 µ0

)
(λ− Ωc) + o

(
λ− Ωc

)
as λ→ Ωc. (175)

If Ωe > Ωm, we know that k′e(Ωc) < 0, so that k′e(Ωc)−√ε0 µ0 cannot vanish. This holds true if Ωe < Ωm,
but it is not so obvious. Indeed, starting from the definition (27) of λe(k), a simple but somewhat tedious
calculation shows that

k′e(Ωc) =
√
ε0 µ0 F

(
Ω2

e/Ω
2
m

)
where F (X) :=

1−X
1− 2

(
X +X−1

)−1 .

As Ω2
e/Ω

2
m < 1, it is easy to see that F (Ω2

e/Ω
2
m) > 1, which confirms that k′e(Ωc)−√ε0 µ0 cannot vanish.

The asymptotic behaviour (173) then follows from (174) and (175) with

A := (2kc)1/2

∣∣µ+
Ωc

∣∣
µ0

∣∣k′e(Ωc)−√ε0 µ0

∣∣1/2.
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4 The limiting absorption and limiting amplitude principles

The hardest part has been done. We are now able to prove both limiting principles, which is the subject
of the present section. The main arguments of the proofs are classical (see, e.g., [12, 14, 15, 19, 39, 43]).
The basic ingredient is the Hölder regularity of the spectral density (Theorem 9).

4.1 Proof of Theorem 2

As briefly sketched in §3.1, the proof of the limiting absorption principle amounts to a simple limiting
process in a Cauchy integral. For the sake of clarity, we begin with the case where Ωe 6= Ωm.

The non-critical case. In this case, we know that Pac = Pdiv0 (see (14)). The starting point is the
Fourier representation of the absolutely continuous part of the resolvent (see (15)) given by Theorem 6,
which writes as

Rac(ζ) := R(ζ)Pac = F∗
1

λ− ζ
F for ζ ∈ C \ R. (176)

By virtue of Theorem 8 (more precisely formula (54)), it can be rewritten as a Cauchy integral as follows:

Rac(ζ) = s-lim
B(Hs,H)

∫

R

Mλ

λ− ζ
dλ. (177)

We want to find the limit of the above integral when ζ ∈ C\R tends to a given ω ∈ R\σexc, which makes
the function λ 7→ (λ − ζ)−1 singular at λ = ω. In order to isolate the role of this singularity, we choose
some ρ > 0 small enough so that the interval J := [ω − ρ, ω + ρ] does not contain any point of σexc and
we decompose the latter function as

1

λ− ζ
= f sin

ζ (λ) + f reg
ζ (λ) where f sin

ζ (λ) :=
1J(λ)

λ− ζ
and f reg

ζ (λ) :=
1R\J(λ)

λ− ζ
. (178)

This leads us to split the resolvent into the sum of a “singular part” and a “regular part”:

Rac(ζ) = Rsin(ζ) +Rreg(ζ) where

{
Rsin(ζ) := F∗ f sin

ζ (λ)F,
Rreg(ζ) := F∗ f reg

ζ (λ)F.

On the one hand, the family of functions ζ 7→ f reg
ζ (·) is differentiable with respect to ζ in a vicinity

of ω uniformly with respect to λ ∈ R. Hence, in this vicinity, the operator of multiplication by f reg
ζ (·)

is a holomorphic function of ζ for the operator norm of B(Ĥ). As F and F∗ are bounded operators,
ζ 7→ Rreg(ζ) is also holomorphic in this vicinity for the operator norm of B(H), thus a fortiori for the
one of B(Hs,H−s) for s > 1/2. Its limit value at ω is simply given by

Rreg(ω) = F∗ f reg
ω (λ)F = s-lim

B(Hs,H)

∫

R\J

Mλ

λ− ω
dλ, (179)

where the last equality is obtained via the formula (54) applied to f = f reg
ω .

On the other hand, the “singular part” Rsin(ζ) is no longer continuous on the real axis. We denote
by R±sin the restrictions of ζ 7→ Rsin(ζ) to the complex half-planes C± := {ζ ∈ C | ± Im ζ > 0}, i.e.,

∀ζ ∈ C±, R±sin(ζ) = F∗ f sin
ζ (λ)F =

∫

J

Mλ

λ− ζ
dλ.

Note that the “s-lim” symbol has been removed here. Indeed, function λ 7→ f sin
ζ (λ) is bounded and

compactly supported in R \ σexc, so that Theorem 8 applies: the latter integral is a Bochner integral
valued in B(H−s,H−s). The local Hölder regularity of the spectral density λ 7→ Mλ, given in Theorem
9, allows to apply the Sokhotski–Plemelj formula [21, theorem 14.1.c, p. 94] which ensures the existence
of the one-sided limits of R±sin(ζ) when C± 3 ζ → ω for the operator norm of B(Hs,H−s) for s > 1/2.
This formula provides us an explicit expression of these limits given by

R±sin(ω) = −
∫

J

Mλ

λ− ω
dλ ± iπMω ∈ B(Hs,H−s), (180)
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where the dashed integral denotes a Cauchy principal value at λ = ω (cf. Remark 28). Furthermore
(see [21, 26]), the local Höder regularity of the spectral density λ 7→ Mλ also ensures that ζ 7→ R±sin(ζ)

is locally Hölder continuous on C± \ σexc for the operator norm of B(Hs,H−s), with the same Hölder
exponents γ ∈ (0, 1) as those of λ 7→ Mλ. Let us notice that even if λ 7→ Mλ was locally Lipschitz
continuous (i.e., γ = 1), the Sokhotski–Plemelj theorem would not ensure that so is ζ 7→ R±sin(ζ). This
explains why the particular value γ = 1 has not been considered in Theorem 9 (see Remark 10).

Combining (179) and (180) yields the following complementary proposition of Theorem 2, in the case
where Ωe 6= Ωm.

Proposition 27. Let s > 1/2. For all ω ∈ R\σexc, Rac(ζ) has one-sided limits R±ac(ω) := limη↘0Rac(ω±
iη) for the operator norm of B(Hs,H−s), which are given by

R±ac(ω) = s-lim
B(Hs,H−s)

−
∫

R

Mλ

λ− ω
dλ ± iπMω. (181)

These one-sided limits provide the respective continuous extensions of both restrictions R±ac(ζ) of
ζ 7→ Rac(ζ) to the complex half-planes C± (see (17)). By virtue of the above mentioned properties
of Rreg(ζ) and R±sin(ζ), these extensions are locally Hölder continuous respectively in C± \ σexc, with
corresponding local admissible Hölder exponents given by (18). This completes the proof of Theorem 2
in the case where Ωe 6= Ωm.

Remark 28. Let us recall that in formula (181), the combination of the “s-lim” symbol with the dashed
integral implies two limit processes that can be considered independently by isolating a vicinity J of ω,
exactly as we did above. The principal value represented by the dashed integral means that we remove
from J a symmetric neighborhood of ω, i.e., considering Jδ := J \ (ω − δ, ω + δ), and we take the limit
of the integral on Jδ as δ ↘ 0 in the operator norm of B(Hs,H−s). The “s-lim” symbol means that we
introduce an increasing sequence of compact subsets of R \ (σexc ∪ J) whose union covers this set, and we
take the limit of the integral on these compacts subsets for the strong operator topology of B(Hs,H−s).
In both limit processes, the integrals on compact sets are Bochner integrals valued in B(Hs,H−s).

We point out that to gather the terms (179) and (180) to obtain (181), we replace the s-limB(Hs,H)

by the s-limB(Hs,H−s) to ensure the existence of the principal value in (180) (this is justified since the
existence of the s-limB(Hs,H) in (179) implies a fortiori the existence of the s-limB(Hs,H−s) of this term
as the H-norm dominates the H−s-norm).

The critical case. Suppose now that Ωe = Ωm. In this case, Pac and Pdiv0 no longer coincide. They
actually differ from the sum of the eigenprojection associated to ±Ωp (see (14)), which are eigenvalues
of infinite multiplicity. Hence, the Fourier representation (176) of Rac(ζ) has to be replaced here by

Rac(ζ) = F∗
1R\{±Ωp}(λ)

λ− ζ
F for ζ ∈ C \ R.

On the other hand, the diagonal expression (177) of Rac(ζ) holds true. As a consequence, the above proof
remains valid if we simply replace the definition (178) of f sin

ζ and f reg
ζ by

f sin
ζ (λ) := 1R\{±Ωp}(λ)

1J(λ)

λ− ζ
and f reg

ζ (λ) := 1R\{±Ωp}(λ)
1R\J(λ)

λ− ζ
.

Remark 29. Notice that we can get with little effort an improved version of the limiting absorption
principle. The improvement lies in the fact that we can replace the topology of B(Hs,H−s) by a finer
one, namely that of B(Hs,D(A)−s) for s > 1/2, where D(A)−s is simply a weighted version of the domain
of A (see §2.1) defined by

D(A)−s := {U ∈H−s | AU ∈H−s}

(where AU has to be understood in the sense of distributions). This improvement results from the fact
that the resolvent naturally appears as a bounded operator from H to D(A) equipped with the graph norm,
since AR(ζ) = I + ζR(ζ) for ζ ∈ C \R. The improved version is easily deduced from the use of the latter
relation in the limiting process.
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4.2 Proof of Theorem 4

In the following, U(t) denotes the solution to our Schrödinger equation (4) starting from rest (i.e.,
U(0) = 0) with a time-harmonic excitation G(t) = Gω e−iω t kicked off at t = 0. We assume that the
circular frequency ω belongs to R \ σexc.

The general case. We first prove the general result (19) which applies in both critical and non-critical
cases, assuming that the excitation Gω ∈Hs belongs to the range of Pac.

We have seen in §2.2 that U(t) = φω,t(A)Gω where φω,t(·) is defined in (9). As Gω is in the range
of Pac, one has Gω = PacGω. Thus, we can use the spectral representation (54) applied to the bounded
function φω,t(·), which yields

∀t ≥ 0, U(t) = φω,t(A)Pac Gω = lim
H

∫

R
i

e−iλ t − e−iω t

λ− ω
MλGω dλ. (182)

The first step is to relate this expression to the time-harmonic solution U+
ω := R+

ac(ω)Gω ∈ H−s given
by the limiting absorption principle for s > 1/2. Proposition 27 provides us its spectral representation:

U+
ω = lim

H−s
−
∫

R

MλGω

λ− ω
dλ + iπMωGω. (183)

The idea is to rewrite (182) as

U(t) = −ie−iω t lim
H

∫

R

(
−e−i (λ−ω) t

λ− ω
MλGω +

MλGω

λ− ω

)
dλ

and to split the integral into two parts, by integrating separately both functions inside the parentheses.
Of course, this splitting has to be done carefully, since both functions are singular at λ = ω, while φω,t(λ)
is not. The proper way to do this is to introduce two Cauchy principal values at λ = ω defined in H−s,
i.e.,

U(t) = −ie−iω t

(
lim
H−s
−
∫

R

−e−i (λ−ω) t

λ− ω
MλGω dλ+ lim

H−s
−
∫

R

MλGω

λ− ω
dλ

)
.

As the second Cauchy principal value is exactly the one involved in the expression (183) of U+
ω , we obtain

U(t) = −ie−iω t
(
U+
ω − V (t)− iπMωGω

)
where

V (t) := lim
H−s
−
∫

R

e−i (λ−ω) t

λ− ω
MλGω dλ. (184)

It is then clear that the proof of (19) will be complete once we have proved the following lemma.

Lemma 30. Let s > 1/2 and ω ∈ R \ σexc. Then for all Gω ∈Hs, we have

lim
t→+∞

∥∥V (t) + iπMωGω

∥∥
H−s

= 0,

where V (t) is defined in (184).

Proof. As in the proof of the limiting absorption principle shown in §4.1, we can separate the Cauchy
principal value at ω from the limit in H−s in the definition of V (t). We simply have to choose some
ρ > 0 small enough so that the interval J := [ω−ρ, ω+ρ] does not contain any point of σexc, which leads
us to decompose V (t) in the form

V (t) = V sin(t) + V reg(t) where

V sin(t) := −
∫

J

e−i (λ−ω) t

λ− ω
MλGω dλ and V reg(t) := lim

H−s

∫

R\J

e−i (λ−ω) t

λ− ω
MλGω dλ. (185)
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We are going to prove successively that

lim
t→+∞

∥∥V sin(t) + iπMωGω

∥∥
H−s

= 0 and lim
t→+∞

∥∥V reg(t)
∥∥
H−s

= 0, (186)

which of course implies the statement of the lemma thanks to the triangle inequality.
(i) Let us first consider V sin(t) that we rewrite as

V sin(t) = vsin(t) MωGω + eiω t Ṽ
sin

(t) where vsin(t) := −
∫

J

e−i (λ−ω) t

λ− ω
dλ and

Ṽ
sin

(t) :=

∫

J

e−iλ t Ṽ λ dλ with Ṽ λ :=

(
Mλ −Mω

)
Gω

λ− ω
.

Note that the latter integral is no longer a Cauchy principal value since the function J 3 λ 7→ Ṽ λ ∈H−s
is Bochner integrable. Indeed by virtue of the Hölder continuity of Mλ (Theorem 9), for any given γ ∈ ΓJ ,
there exists a constant CγJ > 0 such that

∀λ ∈ J \ {ω},
∥∥Ṽ λ

∥∥
H−s

≤ CγJ |λ− ω|
−1+γ ‖Gω‖Hs .

As a consequence, the Riemann-Lebesgue theorem (applied to H−s-valued Bochner integrals) gives us

lim
t→+∞

∥∥Ṽ sin
(t)
∥∥
H−s

= 0. (187)

Besides, using the change of variable ξ = (λ− ω)t, we have

vsin(t) := −
∫ +ρt

−ρt

e−i ξ

ξ
dξ,

where the Cauchy principal value is now at ξ = 0. Using standard complex integration on a suitable
contour (see for instance section 6.5 of [32]), one easily shows that

lim
t→+∞

−
∫ +ρt

−ρt

e−i ξ

ξ
dξ = −iπ.

Together with (187), this yields the first statement of (186).
(ii) Consider now the part V reg(t) defined in (185). In view of formula (54), we can rewrite it as

V reg(t) = f reg
t (A)PacGω where f reg

t (λ) := 1R\J(λ)
e−i (λ−ω) t

λ− ω
,

since λ 7→ f reg
t (λ) is a bounded function on R. This shows in particular that V reg(t) actually belongs to

H and that the limit in (185) can be taken in H instead of H−s. This limit is constructed by considering
an increasing sequence (Sn) of compact subsets of S := R \ (J ∪ σexc) whose union covers S, so that

V reg(t) = lim
n→∞

V reg
n (t) where V reg

n (t) := E(Sn)V reg(t) =

∫

Sn

e−i (λ−ω) t

λ− ω
MλGω dλ. (188)

From the above definitions of V reg(t) and V reg
n (t), we have

V reg(t)− V reg
n (t) = f reg

t (A)E(S \ Sn)PacGω,

from which we deduce that

‖V reg(t)− V reg
n (t)‖H−s ≤ ‖V

reg(t)− V reg
n (t)‖H ≤ ‖f

reg
t ‖∞ ‖E(S \ Sn)PacGω‖H ,

where ‖f reg
t ‖∞ = ρ−1. Moreover we know from (58) that

‖E(S \ Sn)PacGω‖2H =

∫

R
1S\Sn(λ) 〈MλGω,Gω〉s dλ,
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which tends to 0 by definition of the sequence (Sn) since λ 7→ 〈MλGω,Gω〉s ∈ L1(R) by Corollary 12. As
the latter quantity is independent of t, this means that the convergence of V reg

n (t) to V reg(t) is uniform
with respect to t.

For any given δ > 0, we know now that we can find an integer nδ such that

∀t ≥ 0,
∥∥V reg(t)− V reg

nδ
(t)
∥∥
H−s

≤ δ/2.

Furthermore, as Snδ is bounded, we can use as in (i) the Riemann-Lebesgue theorem applied now to
the Bochner integral (188) for n = nδ, which shows that V reg

nδ
(t) tends to 0 in H−s as t → +∞. As a

consequence, we can find Tδ > 0 such that

∀t ≥ Tδ,
∥∥V reg

nδ
(t)
∥∥
H−s

≤ δ/2.

By the triangle inequality, we conclude that for any δ > 0, we can find Tδ > 0 such that ‖V reg(t)‖H−s ≤ δ
for all t ≥ Tδ. In other words, we have proved the second statement of (186), which completes the proof
of the lemma.

The critical case. We assume now that Ωe = Ωm and prove the asymptotic behavior (20) for an
excitation Gω ∈Hs ∩Hdiv0. From (14), we see that Gω can be decomposed as

Gω = PacGω + P−Ωp
Gω + P+Ωp

Gω. (189)

Hence the solution U(t) = φω,t(A)Gω to our Schrödinger equation (4) can be decomposed accordingly:

U(t) = Uac(t) + U−Ωp
(t) + U+Ωp

(t) where

Uac(t) := φω,t(A)PacGω and U±Ωp
(t) := φω,t(A)P±Ωp

Gω.

On the one hand, the asymptotic behaviour of Uac(t) results from the previous lines (the only differ-
ence is that we do not assume here that Pac G ∈H−s, but this assumption is actually not needed, since
(182) holds true by replacing U(t) by Uac(t)). We obtain

lim
t→+∞

∥∥∥Uac(t) + iR+
ac(ω)Gω e−iωt

∥∥∥
H−s

= 0.

On the other hand, Theorem 6 tells us that the operator φω,t(A) is a multiplication by φω,t(±Ωp) in
the range of the spectral projection P±Ωp

associated to the eigenvalues ±Ωp). Hence

U±Ωp
(t) = φω,t(±Ωp)P±Ωp

Gω.

The conclusion follows.

Remark 31. (i) For simplicity, the limiting amplitude principle is formulated in Theorem 4 for zero
initial conditions. But, one can easily restate this result for nonzero initial conditions U(0) = U0. Indeed
it is readily seen that the transient contribution due to non-vanishing initial conditions in the range of
Pac is “locally evanescent”, in the sense that the local energy decays: ‖ exp(−iA t)PacU0‖H−s → 0 as
t → 0 for all U0 ∈ Hs, contrary to the total energy, which is conserved: dt‖ exp(−iA t)PacU0‖H = 0.
This property is a consequence of the Riemann-Lebesgue theorem, exactly as we did for some evanescent
components of U(t) in the above lines (see proof of Lemma 30, point (ii)). Thus, for non a zero initial
condition U0 ∈ Hs in the range of Pac (which coincides with Hdiv0 for Ωe 6= Ωm), the formula (19)
remains unchanged. Whereas for the critical case Ωe = Ωm and an initial condition U0 ∈ Hs ∩Hdiv0,
one deduces from the decomposition (189) applied to Gω = U0, the fact that ‖ exp(−iA t)PacU0‖H−s → 0
and the diagonalization Theorem 6 (to rewrite the terms exp(−iA t)P±Ωp

Gω) that

lim
t→+∞

∥∥∥ exp(−iA t)U0 −
∑

±
exp(∓iΩp t)P±Ωp

U0

∥∥∥
H−s

= 0.

Hence, one has to add to the asymptotic expansion (20) the contribution of the the plasmonic waves:∑
± exp(∓iΩp t)P±Ωp

U0 due to the initial condition U0.
(ii) Following the comments of Remark 29, we can also obtain an improved version of the limiting

amplitude principle. Indeed, formulas (19) and (20) holds true for the graph norm of the space D(A)−s
defined in Remark 29 instead of the norm of H−s. Moreover, the asymptotic behaviour of dU/dt in the
norm of H−s can be derived formally by differentiating the formulas (19) and (20) with respect to t. We
finally mention that these results can be shown rigorously in a similar way as in the proof of Lemma 30.
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5 Limiting absorption and amplitude principles at ω = ±Ωp

This section deals with a case that has not be treated up to now, namely in the case where the source
frequency is ω = ±Ωp and Ωe 6= Ωm, which corresponds to the case where Λee is not a union of straight
lines (see Figure 1), the latter case being already covered by Theorems 2 and 4.

It is clear by parity arguments that +Ωp and −Ωp can be treated similarly. For the ease of the reader,
in the following lemmas, propositions and proofs, we shall consider only the vicinity of Ωp while the
statements of the main theorems (namely Theorems 34, 36 and 37) will consider both +Ωp and −Ωp.

5.1 New functional framework and main results

As we saw in this paper (see sections 3.1 and 4), the key assumption to prove limiting absorption and
limiting amplitude results at ω is to establish the local Hölder regularity of the spectral density λ 7→Mλ

on a vicinity of ω. When ω = Ωp, one cannot obtain such property in B(Hs,H−s) since the function
λ 7→ Mλ does not have a limit in B(Hs,H−s) when λ → Ωp. This singular behavior concerns only the
part Mee

λ associated with the spectral zone Λee in the decomposition (142) of Mλ. The other components
Mz
λ for z ∈ Z \{ee} (see (143)) admit a limit in B(Hs,H−s) when λ→ Ωp and furthermore the function

λ 7→Mz
λ is Hölder continuous in B(Hs,H−s) on a vicinity of Ωp.

The singular behaviour of

Mee
λ U :=

∑

k∈Λee(λ)

Je(λ) 〈U ,Wk,λ,0〉sWk,λ,0 (190)

is linked to the fact that the function k 7→ λe(k) has a finite limit, namely Ωp, when |k| → +∞ (cf.
the asymptote of the curves composing the zone Λee ∩ {(k, λ) ∈ R2 | λ > 0} in Figure 1). In particular
Je(λ) = |λ′e(λ−1

e (|λ|))|−1 becomes singular at the vicinity of Ωp. More precise results are provided by
the following lemma (whose proof is given in Appendix A.1).

Lemma 32. (Asymptotic at the frequency Ωp) Let Ωe 6= Ωm and K := ε0µ0 (Ω2
m − Ω2

e). One has the
following asymptotic formula for λ→ Ω−p (if K < 0) and for λ→ Ω+

p (if K > 0):

ke(λ) =
(Ωp |K|

8

) 1
2 |λ− Ωp|−

1
2 (1 + o(1)), (191)

Je(λ) =
1

2

(Ωp |K|
8

) 1
2 |λ− Ωp|−

3
2 (1 + o(1)), (192)

∣∣k′′e (λ)
∣∣ =

3

4

(Ωp |K|
8

) 1
2 |λ− Ωp|−

5
2 (1 + o(1)), (193)

θ±λ,ke(λ) =
(Ωp |K|

8

) 1
2 |λ− Ωp|−

1
2 (1 + o(1)), (194)

Ake(λ),λ,0 =
µ

1
2
0 Ωp

2
√

2π

(Ωp |K|
8

)− 1
4 |λ− Ωp|

1
4 (1 + o(1)). (195)

A consequence of lemma 32 is that the function λ 7→ Mee
λ ∈ B(Hs,H−s) for λ 6= Ωp does not have a

limit in B(Hs,H−s) when λ → Ωp. For ensuring the existence of such a limit, it is necessary, as we
shall see later, to change the functional framework by considering for s ≥ 0 a smaller Hilbert space Xs

for s ≥ 0. To this aim, it is first useful to reinterpret, via Fubini’s theorem the weighted space Hs as a
weighted space of functions of x with values in a weighted space of functions of y:

Hs = L2
s

(
Rx, L2

s(Ry)
)
×
(
L2
s

(
Rx, L2

s(Ry)
))2 × L2

s

(
R+,x, L

2
s(Ry)

)
× L2

s

(
R+,x, L

2
s(Ry)

)2

and to define (with obvious notation)

Xs := L2
s

(
Rx, H1

s (Ry)
)
× L2

s

(
Rx, H2

s (Ry)
)2 × L2

s

(
R+,x, H

1
s (Ry)

)
× L2

s

(
R+,x, H

2
s (Ry)

)2
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where HN
s (Ry) :=

{
v | ∂jyv ∈ L2

s(Ry), 0 ≤ j ≤ N}. The space Xs is endowed with the norm

‖U‖2Xs
:= ε0 ‖E‖2L2

s(Rx,H1
s (Ry)) + µ0 ‖H‖2L2

s(Rx,H2
s (Ry))2

+ ε−1
0 Ω−2

e ‖J‖2L2
s(Rx,H1

s (Ry)) + µ−1
0 Ω−2

m ‖K‖2L2
s(Rx,H2

s (Ry))2 ,

where U = (E,H, J,K) ∈ Xs and where for a positive integer N and the open set O = Rx,R+,x:

‖u‖2L2
s(O,HNs (Ry)) :=

∫

O

N∑

n=0

∥∥ηs(x, ·) ∂ny u(x, ·)
∥∥2

L2(Ry)
dx.

The dual of Xs is denoted X ∗s . Xs has been chosen dense in Hs so that H−s can be identified to a
subspace of X ∗s , with continuous embedding. For this reason, and for simplicity of notation, the duality
product between X ∗s and Xs will still be denoted 〈·, ·〉s. One denotes by ‖ · ‖X∗s the associated dual norm
defined for all U ∈ X ∗s by:

‖U‖X∗s := sup
‖V ‖Xs≤1

|〈V ,U〉s|. (196)

We then introduce the bounded operators B(Xs,X ∗s ) from Xs into X ∗s endowed with the operator
norm ‖ · ‖Xs,X∗s . Then, one has the obvious continuous embedding

B(Hs,H−s) ⊂ B(Xs,X ∗s ),

with the convention that one identifies an operator of B(Hs,H−s) defined on Hs with its restriction on
the dense subset Xs. We shall then be able to prove that the limit of the resolvent exists as an element
of B(Xs,X ∗s ). Moreover, the function λ 7→ Mee

λ ∈ B(Xs,X ∗s ) will be shown to be Hölder continuous at
the neighbourhood of Ωp.

Remark 33. In the literature concerning the limiting absorption principle at a point where the dispersion
curves admits a local extremum is referred to as a threshold. Here Ωp is a specific form of threshold
associated to a dispersion curve that has an horizontal asymptote. For such points, the local behavior of
the spectral density depends not only on the regularity of the generalized eigenfunctions but also of the
convergence speed of the dispersion curve to its horizontal asymptote. This type of thresholds arises also in
the context of magnetic Schrödinger operator [34]. In [34], the convergence of the corresponding dispersion
curves to their horizontal asymptote is super-exponential. Thus, to obtain the Hölder regularity of the
spectral density, the authors consider the smaller Hilbert space of functions whose “Fourier components”
associated to the considered dispersion curve decrease supra-exponentially when λ tends to its threshold.
Here, we meet a new situation since this convergence speed (given by the Lemma 32) is polynomial in k.
We could consider also a space of functions U ∈ H whose generalized Fourier transform FU(k, λ, 0) =
〈U ,Wk,λ,0〉s decays as 1/ke(λ)α for some α > 0 when λ → Ωp. As in [34], this approach would lead to
a non explicit space in the physical variables (x, y) but the space will be “more optimal”. Here, we prefer
to adopt another strategy which yields the construction of a non-optimal space but which has the great
advantage to be explicit in the (x, y) variable. More precisely, we give with our functional framework
sufficient conditions on the regularity in the y direction to insure the decay of the part of the generalized
Fourier transform associated to Λee at the vicinity of Ωp and thus obtain the local Hölder regularity of
Mλ at Ωp.

In the rest of this section, our main goal will be to establish the existence and local Hölder regularity of
λ 7→ Mλ on (R \ σexc) ∪ {Ωp} for Ωe 6= Ωm for the topology of B(Xs,X ∗s ). Obviously, we need to do so
only in an interval of the form [Ωp − η,Ωp + η] for η small enough.

All the difficulties are concentrated on the study of the generalized eigenfunctions W±ke(λ),λ,0, called
plasmonic generalized eigenfunctions in the rest of this section.

The next theorem is a limiting absorption and limiting amplitude result at the threshold frequencies
±Ωp for Ωe 6= Ωm. It replaces Theorems 2 and 4 for this new case. Its proof is the same as the one
performed for Theorems 2 and 4 in section 4 and will not be reproduced here. However, its validity relies
on two results Theorems 36 and 37 which are counterpart of Theorems 8 and 9. The proof of Theorems
36 and 37 is the object of the following sections.
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Theorem 34. (Limiting absorption and limiting amplitude principles at ±Ωp for Ωe 6= Ωm)
Let Ωe 6= Ωm, s > 1/2 and ω = ±Ωp. On one hand, the limiting absorption principle holds at ω.
More precisely, the absolutely continuous part of the resolvent Rac(ζ) has one-sided limits R±ac(ω) :=
limη↘0Rac(ω± iη) for the operator norm of B(Xs,X ∗s ). Moreover, using the notation (17), the function

ζ 7→ R±ac(ζ) ∈ B(Xs,X ∗s ) is locally Hölder continuous in C±\{0,±Ωm} of index γ ∈ (0, s−1/2)∩(0, 1/3].

Namely, for any compact K of C± \ {0,±Ωm}, there exists γ ∈ (0, s− 1/2) ∩ (0, 1/3] and CK,γ > 0 such
that

∀(ζ, ζ ′) ∈ K ×K,
∥∥∥R±ac(ζ ′)−R±ac(ζ)

∥∥∥
Xs,X∗s

≤ CK,γ |ζ ′ − ζ|γ .

On the other hand, for any Gω ∈ Xs which belongs to Hdiv0 (i.e. the range of Pac), the limiting amplitude
principle holds true in the sense that the solution U(t) to (4) with zero initial conditions satisfies:

lim
t→+∞

∥∥∥U(t) + iU+
ω e−iωt

∥∥∥
X∗s

= 0,

where U+
ω := R+

ac(ω)Gω ∈ X ∗s .

Remark 35. We point out that compared to Theorem 2, we have not only replaced in Theorem 34 the
spaces Hs and H−s by the space Xs and its dual X ∗s , but also the available set of admissible Hölder
exponents γ which is now (0, s− 1/2) ∩ (0, 1/3].

In section 5.2, we give the key properties of the spectral density Mλ in this new setting: namely the
construction of a functional calculus with Mλ and its Hölder regularity that are used to prove Theorem
34. The remaining sections are devoted to prove the results of section 5.2. In section 5.3, we provide
new X ∗s estimates for W±ke(λ),λ,0 and corresponding Hölder regularity estimates in section 5.4. Finally,
all these estimates are used to prove the Hölder regularity of the spectral density λ 7→ Mλ in the space
B(Xs,X ∗s ) in section 5.5.

5.2 The spectral density in the new functional framework

In order to understand the need of a new functional framework, let us come back to §3.1 and see what
happens if, instead of assumption (45), we choose a Borel set S ⊂ R whose closure contains Ωp (but not 0
or ±Ωm). This amounts to allow in Theorem 8 bounded functions with a compact support that contains
Ωp, or to allow in Proposition 11 intervals [a, b] that contain Ωp.

On the one hand, it is easy to see that all the arguments that concern the surface spectral zones (that
is, for z ∈ Z \ {ee}) remain unchanged, since Ωp do not give rise to a singular behavior of the associated
generalized eigenfunctions. In particular, the first statement of Proposition 11 holds true if [a, b] contains
Ωp. On the other hand, the arguments that concern the lineic spectral zones (that is, for z = ee) are
no longer valid since Λee([a, b]) becomes unbounded. In particular, the second statement of Proposition
11 cannot justify the use of the Lebesgue’s dominated convergence theorem and the change of variable
in the last integral of (47). As for the surface spectral zone (see the proof of Theorem 8), using the fact
that for all U ∈Hs, we have

‖Mee
λ U‖H−s ≤

∑

k∈Λee(λ)

Je(λ) ‖Wk,λ,0‖2H−s ,

this justification would require now to verify that the map

λ 7→
∑

k∈Λee(λ)

Je(λ) ‖Wk,λ,0‖2H−s

belongs to L1([a, b],H−s). Unfortunately, using Lemma 32 and similar calculations as in the proof of
Proposition 38, one can see (after small computations) that the above map is O(|λ− Ωp|−3/2) near Ωp,
which is not integrable. Hence Theorem 8 is no longer true for functions whose support contains Ωp.

The good news is that such a result becomes true if the spectral density Mλ is considered as an
element of B(Xs,X ∗s ), instead of B(Hs,H−s). Indeed, Proposition 38 together with (192) show that the
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above map with H−s replaced by Xs is now O(|λ − Ωp|1/2) near Ωp, which is of course integrable, and
actually continuous: it implies that Mee

λ tends to 0 in B(Xs,X ∗s ). As regards the other components of
the spectral measure, that is, Mz

λ for z ∈ Z \ {ee}, the results of §3 proved in B(Hs,H−s) clearly holds
in the weaker topology of B(Xs,X ∗s ). Hence, we have the following theorem, which is the counterpart of
Theorem 8.

Theorem 36. Let s > 1/2 and Ωe 6= Ωm. For every bounded function f : R→ C with a compact support
that does not contain any point of {0,±Ωm}, the operator f(A)Pac is given by

f(A)Pac =

∫

R
f(λ)Mλ dλ,

where the spectral density Mλ is defined for all λ ∈ R \ {0,±Ωm} as a bounded operator from Xs to X ∗s .
The above integral is understood as a Bochner integral in B(Xs,X ∗s ).

We deduce from the previous theorem, in the same way as for formula (54) in section 3, that for any
bounded function f whose support S is no longer compact and/or contains points of {0,±Ωm}, one has:

f(A)Pac = s-lim
B(Xs,H)

∫

R
f(λ)Mλ dλ.

We point out that from Theorem 36, we deduce exactly in the same way as in Section 3.1 an equivalent
of Corollary 12. We simply have to replace in the formulation of Corollary 12 the space Hs by Xs and
the duality product 〈·, ·〉s has to be understood as the duality product between Xs and X ∗s .

The following theorem is the counterpart of Theorem 9. Its proofs is given in section 5.5.

Theorem 37. Let Ωe 6= Ωm and s > 1/2. The spectral density λ 7→ Mλ ∈ B(Xs,X ∗s ), given by (49) is
locally Hölder-continuous on R \ {−Ωm, 0,Ωm} of index γ ∈ (0, s − 1/2) ∩ (0, 1/3]. In other words, for
any interval [a, b] ⊂ R \ {−Ωm, 0,Ωm}, it exists Cγa,b > 0 such that

‖Mλ′ −Mλ‖X∗s ,Xs
≤ Cγa,b|λ

′ − λ|γ , ∀λ′, λ ∈ [a, b]. (197)

5.3 X ∗
s -estimates of the plasmonic generalized eigenfunctions

The following proposition replaces Proposition 15 in which the right-hand side of estimate (75) blows up
when |k| → +∞ (see (194)).

Proposition 38. Let Ωe 6= Ωm, s > 1/2 and [a, b] = [Ωp − η,Ωp + η] with η > 0 sufficiently small such
that 0,Ωc /∈ [a, b]. Then, there exists a constant Cη > 0 (depending only on η) such that

‖Wk,λ,0‖X∗s ≤ Cη |λ− Ωp|, ∀(k, λ) ∈ Λee([a, b]). (198)

Proof. Obtaining X ∗s estimates relies on a bound for the duality product 〈U ,Wk,λ,0〉s, for U ∈ Xs, of
the form ∣∣〈U ,Wk,λ,0〉s

∣∣ ≤ C(λ) ‖U‖Xs

that yields, by definition of the dual norm (196), the estimate ‖Wk,λ,0‖Xs ≤ C(λ). By (33), it requires to
estimate all the duality products between the components of Wk,λ,0 and a vector U = (E,H, J,K) ∈ Xs

since

|〈U ,Wk,λ,0〉s| .
∣∣∣
∫

R2

E wk,λ,0 dxdy
∣∣∣+ |k|

∣∣∣
∫

R2

Hx wk,λ,0 dxdy
∣∣∣+
∣∣∣
∫

R2

Hy ∂xwk,λ,0 dxdy
∣∣∣

+
∣∣∣
∫

R2
+

J wk,λ,0dxdy
∣∣∣+ |k|

∣∣∣
∫

R2
+

Kx wk,λ,0dxdy
∣∣∣+
∣∣∣
∫

R2
+

Ky ∂xwk,λ,0 dxdy
∣∣∣.

(199)

In the following, we are going to estimate each of the terms of the right hand side of (199), regrouping
them column by column. These are obtained by standard manipulations such as Fubini’s theorem (since
the product of a L2

s and a L2
−s function for s ≥ 0 is L1) and integration by parts that are justified by the
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fact that D(R) is dense in Hk
s (R), k = 1, 2 and L2

s(R) is continuously embedded in L1(R) for s > 1/2.

(i) By definition of wk,λ,0 (cf. (32), (37) and (38)), using that Ak,λ,0 and ψk,λ,0 are even in k = ±ke(λ)
along Λee, we have

∣∣∣
∫

R2

E wk,λ,0 dxdy
∣∣∣ = Ake(λ),λ,0

∣∣∣
∫

R2

ψke(λ),λ,0(x)E(x, y) e∓ike(λ)ydxdy
∣∣∣,

A naive estimate, using ‖ψke(λ),λ,0‖L2
−s(R2) . 1 (because |ψke(λ),λ,0| ≤ 1 and (60)) would lead to

∣∣∣
∫

R2

E wk,λ,0 dxdy
∣∣∣ = |Ake(λ),λ,0| ‖E‖L2

s(R2) . |λ− Ωp|
1
4 ‖E‖L2

s(R2)

which would not be sufficient to compensate the blow up of Je(λ) in the expression (190). To get a
sharper estimate (when λ→ Ωp), we will use two properties:

• the fact that ke(λ) → +∞ when λ → Ωp, which can be exploited through an integration by parts
in the y-variable (this is where we use the fact that U ∈ X ∗s ). More precisely, one has

∣∣∣
∫

R2

E wk,λ,0 dxdy
∣∣∣ =

Ake(λ),λ,0

ke(λ)

∣∣∣
∫

R2

ψke(λ),λ,0(x) ∂yE(x, y) e∓ike(λ)y dxdy
∣∣∣,

thus, by the duality between L2
s and L2

−s,

∣∣∣
∫

R2

E wk,λ,0 dxdy
∣∣∣ ≤

Ake(λ),λ,0

ke(λ)
‖ψke(λ),λ,0‖L2

−s(R2) ‖∂yE‖L2
s(R2).

• ψke(λ),λ,0 ∈ L2(Rx) and, by an explicit computation and (194),

‖ψke(λ),λ,0‖L2(Rx) = (1/
√

2)
(
(θ+
ke(λ),λ)−1 + (θ−ke(λ),λ)−1

) 1
2 . |λ− Ωp|

1
4 .

Therefore, we have a sharper L2
−s-estimate of ψke(λ),λ,0 (better than ‖ψke(λ),λ,0‖L2

−s(R2) . 1 )

‖ψke(λ),λ,0‖L2
−s(R2) . ‖ψke(λ),λ,0‖L2

−s(Rx) . ‖ψke(λ),λ,0‖L2(Rx) . |λ− Ωp|
1
4 . (200)

Finally, using (200), together with the asymptotic behaviours (191) and (195) for Ake(λ),λ,0 and ke(λ)
respectively, we obtain ∣∣∣

∫

R2

E wk,λ,0 dxdy
∣∣∣ . |λ− Ωp| ‖∂yE‖L2

s(R2). (201)

Proceeding exactly in the same way, we obtain the companion estimate

∣∣∣
∫

R2
+

J wk,λ,0 dxdy
∣∣∣ . |λ− Ωp| ‖∂yJ‖L2

s(R2
+). (202)

(ii) For the terms in the second column of (199), since an additional factor |k| has appeared, we need an
additional integration by parts to compensate it. It leads to

|k|
∣∣∣
∫

R2

Hx wk,λ,0 dxdy
∣∣∣ . |λ− Ωp| ‖∂2

yHx‖L2
s(R2), (203)

|k|
∣∣∣
∫

R2
+

Kx wk,λ,0 dxdy
∣∣∣ . |λ− Ωp| ‖∂2

yKx‖L2
s(R2

+). (204)

(iii) For the terms of third column of (199), the problem comes from the apparition of the x-derivative
of w that makes appear an additional factor θk,λ. More precisely, one has for x 6= 0:

∂xwk,λ,0 = − sgn(x) θk,λ(x) wk,λ,0.
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Since θ±k,λ behaves proportionally to |k| far large k (see (191) and (194)), the same procedure as in point
(ii) can be applied. One then obtains

∣∣∣
∫

R2

Hy ∂xwk,λ,0 dxdy
∣∣∣ . |λ− Ωp| ‖∂2

yHy‖L2
s(R2), (205)

|k|
∣∣∣
∫

R2
+

Ky ∂xwk,λ,0 dxdy| . |λ− Ωp| ‖∂2
yKy‖L2

s(R2
+). (206)

Finally, the desired estimate (198) follows from substituting (201, 202, 203, 204, 205, 206) into (199).

5.4 Hölder estimates of “plasmonic generalized eigenfunctions” at Ωp

For establishing such Hölder estimates, we essentially use the same strategy as the one exposed in section
3.3.1, which rests upon preliminary estimates of λ-derivatives of various functions. Such estimates are
the object of section 5.4.1 whose results are exploited in section 5.4.2 to establish Hölder estimates for
the function λ 7→W±ke(λ),λ,0 ∈ X ∗s .

We assumes that [a, b] = [Ωp − η,Ωp + η] with η > 0 sufficiently small such that 0,Ωc, /∈ [a, b]. The
difference with the estimates of section 3.3.2 relies on the fact that Ωp ∈ [a, b]. Hence the set Λee([a, b])
is not bounded and contains points arbitrarily closed to the horizontal asymptote λ = Ωp. One deals
with the case (ke(λ), λ) ∈ Λee([a, b]), but by parity arguments in k, one checks easily that these estimates
hold also for (−ke(λ), λ) ∈ Λee([a, b]) (that is by replacing ke(λ) by −ke(λ) in the left-hand side in the
inequalities (208, 209, 210, 211, 212)).

5.4.1 λ-derivatives of the “plasmonic generalized eigenfunctions”

• Derivative of powers of θ±ke(λ),λ. We use (see Remark 21) formula (128) namely

∂λ
[
(θ±ke(λ),λ)α

]
=
α

2

[
∂kΘ±ke(λ),λ k

′
e(λ) + ∂λΘ±ke(λ),λ

]
(θ±ke(λ),λ)α−2. (207)

Using (191), (192) (since Je(λ) = |k′e(λ)|), (194), |∂kΘ±ke(λ),λ| = 2ke(λ) . |λ−Ωp|−1/2 and |∂λΘ±ke(λ),λ| . 1

leads to ∣∣∂λ
[
(θ±ke(λ),λ)α

]∣∣ . |λ− Ωp|−1−α2 . (208)

• Derivative of the coefficient Ake(λ),λ,0. Its expression is given by

∂λ
(
Ake(λ),λ,0

)
= ∂λ(θ+

ke(λ),λ)
1
2 Be(λ) + (θ+

ke(λ),λ)
1
2 ∂λBe(λ)

where Be(λ) is defined from Ake(λ),λ,0 = (θ+
ke(λ),λ)

1
2 Be(λ) with Ake(λ),λ,0 given by (37). By virtue of

(191) and (192), one gets easily (details are omitted) that

Be(λ) = O(|λ− Ωp|
1
2 ) and ∂λBe(λ) = O(|λ− Ωp|−

1
2 ) when λ→ Ωp.

Combining these estimates with the asymptotic formula (194) and (208) for α = 1/2 finally leads to:

∣∣∂λ
(
Ake(λ),λ,0

)∣∣ . |λ− Ωp|−
3
4 . (209)

• Derivative of ψke(λ),λ,0(x) eiky. From the expression (134), one gets using (191) and (208) for α = 1:

|∂λ(ψke(λ),λ,0(x) eiky)| . (|x|+ |y|)ψke(λ),λ,0(x) |λ− Ωp|−
3
2 , ∀(x, y) ∈ R2. (210)

• Derivative of wke(λ),λ,0(x, y). Applying (209), (210) and (195) on the expression (132) of ∂λwk,λ,0
gives:

|∂λwke(λ),λ,0(x, y)| . (1 + |x|+ |y|) ψke(λ),λ,0(x) |λ− Ωp|−
5
4 , ∀(x, y) ∈ R2. (211)
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• Derivative of ∂xwke(λ),λ,0(x, y). One has ∂xwke(λ),λ,0(x, y) = sgn(x) θk,λ(x)wke(λ),λ,0(x, y) for x 6= 0.
Furthermore, with the expression of wke(λ),λ,0 (see (32, 38)), one sees that

|wke(λ),λ,0(x, y)| . Ake(λ),λ,0 ψke(λ),λ,0(x).

It is then easy to show that (again the details are left to the reader), using (211), (194), (195) and (208)
for α = 1,

|∂λ∂xwke(λ),λ,0(x, y)| . (1 + |x|+ |y|) ψke(λ),λ,0(x)
∣∣λ− Ωp

∣∣− 7
4 , ∀(x, y) ∈ R∗ × R. (212)

5.4.2 Hölder estimates of the plasmonic generalized eigenfunctions

The following proposition replaces Proposition 23 which does not hold if ±Ωp ∈ [a, b].

Proposition 39. Let Ωe 6= Ωm, s > 1/2, γ ∈ (0, 1] ∩ (0, s− 1/2) and [a, b] = [Ωp − η,Ωp + η] with η > 0
sufficiently small such that 0,Ωc /∈ [a, b]. Then, there exists a constant Cγη > 0 (depending only on η and
γ) such that for all (±ke(λ), λ), (±ke(λ′), λ′) ∈ Λee([a, b]) and λ ≤ λ′:

‖W±ke(λ′),λ′,0 −W±ke(λ),λ,0‖X∗s ≤ C
γ
η sup
λ̃∈[λ,λ′]

|λ̃− Ωp|1−
3
4γ sup

λ̃∈[λ,λ′]

|λ̃− Ωp|−
3
4γ |λ′ − λ|γ . (213)

Proof. Let (k = ke(λ), λ), (k′ = ke(λ′), λ′) ∈ Λee([a, b]) and λ ≤ λ′ and U = (E,H, J,K) ∈ Xs, then
one has

|〈U ,W±k′,λ,0−W±k,λ′,0〉s| ≤
3∑

`=1

∣∣
∫

R2

U `(W`
±k′,λ′,0−W`

±k,λ,0)dxdy
∣∣+

6∑

`=4

∣∣
∫

R2
+

U `(W`
±k′,λ′,0−W`

±k,λ,0)dxdy
∣∣.

Thus, to establish the Hölder estimate on the vector-valued function of λ: Wk,λ,0 , we derive such an
estimate on all the components of Wk,λ,0.

(i) Estimate of the first term. Since U1 = E and Wk,λ,0 = wk,λ,0, one has

∣∣∣
∫

R2

U1 (W1
±k′,λ′,0 −W1

±k,λ,0)dxdy
∣∣∣ =

∣∣∣
∫

R2

E (w±k′,λ′,0 − w±k,λ,0)dxdy
∣∣∣.

By integrating by parts in y (as in the proof of Proposition 38), one obtains:

∣∣∣
∫

R2

U1 (W1
±k′,λ′,0 −W1

±k,λ,0)dxdy
∣∣∣ =

∣∣∣∣
∫

R2

∂yE
(w±k′,λ′,0
ke(λ′)

− w±k,λ,0
ke(λ)

)
dxdy

∣∣∣∣ . (214)

We follow again the method described in section 3.3.1 which consist to obtain a Hölder estimate via an
interpolation between a L∞-estimate and a Lipschitz estimate given by the mean value theorem. First,
one obtains from the definition of (32) of w±k,λ,0 and the asymptotic behavior (195) of Ak,λ,0 that:

|w±k,λ,0(x, y)| . ψk,λ,0(x) |λ− Ωp|
1
4 , ∀(x, y) ∈ R2, (215)

and thus with the estimate (191), it follows immediately that:

∣∣∣w±k,λ,0
ke(λ)

(x, y)
∣∣ . ψk,λ,0(x) |λ− Ωp|

3
4 , ∀(x, y) ∈ R2. (216)

It yields the L∞-estimate:
∣∣∣w±k,λ

′,0

ke(λ′)
(x, y)− w±k,λ,0

ke(λ)
(x, y)

∣∣ . sup
λ̃∈[λ,λ′]

ψke(λ̃),λ̃(x) sup
λ̃∈[λ,λ′]

|λ̃− Ωp|
3
4 . (217)

Combining the estimates (191), (192) (as Je(λ) = |k′e(λ)|), (215) and (211) gives after simple computa-
tions: ∣∣∣∂λ

(w±k,λ,0
ke(λ)

)
(x, y)

∣∣∣ . (1 + |x|+ |y|) ψk,λ,0(x) |λ− Ωp|−
3
4 , ∀(x, y) ∈ R2. (218)
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By applying the mean value inequality with the estimate (218), one gets:
∣∣∣w±k,λ

′,0

ke(λ′)
(x, y)− w±k,λ,0

ke(λ)
(x, y)

∣∣ . (1 + |x|+ |y|) sup
λ̃∈[λ,λ′]

ψke(λ̃),λ̃(x) sup
λ̃∈[λ,λ′]

|λ̃− Ωp|−
3
4 |λ′ − λ|. (219)

We introduce the function hλ,λ′ : (x, y) 7→ (1 + |x| + |y|)γ supλ̃∈[λ,λ′] ψke(λ̃),λ̃(x). Interpolating between

the inequalities (217) and (219) yield:
∣∣∣w±k

′,λ′,0

ke(λ′)
(x, y)− w±k,λ,0

ke(λ)
(x, y)

∣∣∣ . hλ,λ′(x, y) sup
λ̃∈[λ,λ′]

|λ̃− Ωp|
3
4 (1−γ) sup

λ̃∈[λ,λ′]

|λ̃− Ωp|−
3
4γ |λ′ − λ|γ ,

for all (x, y) ∈ R2. It follows from (214) that
∥∥∥w±k

′,λ′,0

ke(λ′)
− w±k,λ,0

ke(λ)

∥∥∥
L2
−s(R2)

. ‖hλ,λ′‖L2
−s(R2) sup

λ̃∈[λ,λ′]

|λ̃−Ωp|
3
4 (1−γ) sup

λ̃∈[λ,λ′]

|λ̃−Ωp|−
3
4γ |λ′−λ|γ . (220)

We point out that supλ̃∈[λ,λ′] ψke(λ̃),λ̃ is uniformly bounded by 1, thus hλ,λ′ ∈ L2
−s(R2) for γ ∈ (0, s −

1/2). However, we do not dominate this supremum by 1 since one wants to benefit from the decay of
‖hλ,λ′‖L2

−s(R2) when λ is close to Ωp.

We now bound ‖hλ,λ′‖L2
−s(R2). Clearly, it exists λ± ∈ [λ, λ′] such that min

λ̃∈[λ,λ′]
θ±
ke(λ̃),λ̃

= θ±ke(λ±),λ±
. Thus,

one has

sup
λ̃∈[λ,λ′]

ψke(λ̃),λ̃(x) = e
−θ±

ke(λ±),λ±
|x|
, for ± x ≥ 0.

Hence, using the inequality (1+ |x|+ |y|) ≤ (1+ |x|)(1+ |y|) for x, y ∈ R and the facts that (1+ |x|)2γ/(1+
|x|2)s . 1 and y 7→ (1 + |y|)γ ∈ L2

s(Ry) for γ < s− 1/2 leads to

‖hλ,λ′‖L2
−s(R2) .

∥∥∥ sup
λ̃∈[λ,λ′]

ψke(λ̃),λ̃

∥∥∥
L2

(Rx)

=
1√
2

(
(θ−ke(λ−),λ−

)−1 + (θ+
ke(λ+),λ+

)−1
) 1

2

and thus it follows with (194) that:

‖hλ,λ′‖L2
−s(R2) . sup

λ̃∈[λ,λ′]

|λ̃− Ωp|
1
4 . (221)

One concludes from (214), (220) and (221) that for γ ∈ (0, 1] ∩ (0, s − 1/2) and (k, λ), (k′, λ′) ∈
Λee([a, b]) and λ ≤ λ′:
∣∣∣
∫

R2

U1 (W1
±k,λ′,0−W1

±k,λ,0)dxdy
∣∣∣ . sup

λ̃∈[λ,λ′]

|λ̃−Ωp|1−
3
4γ sup
λ̃∈[λ,λ′]

|λ̃−Ωp|−
3
4γ |λ′−λ|γ ‖∂yE‖L2

s(R2). (222)

(ii) Estimate on the second term. Integrating by part twice in y to compensate the additional factor k
in W2

±k,λ,0 (see (33)) gives

∣∣∣
∫

R2

U2 (W2
±k′,λ′,0 −W2

±k,λ,0) dxdy
∣∣∣ =

∣∣∣
∫

R2

∂2
yHx

( w±k′,λ′,0
µλ′λ′ ke(λ′)

−
w±k,λ,0)

µλλ ke(λ)

)
dxdy

∣∣∣.

As the functions λ → 1/(µ±λ λ) are C∞ on [a, b], the estimates (217) and (219) still holds by replacing
w±k,λ,0/ke(λ) by w±k,λ,0/(µλ λke(λ)). Hence, one gets with the same reasoning:

∣∣∣
∫

R2

U2 (W2
±k′,λ′,0 −W2

±k,λ,0) dxdy . sup
λ̃∈[λ,λ′]

|λ̃− Ωp|1−
3
4γ sup

λ̃∈[λ,λ′]

|λ̃− Ωp|−
3
4γ |λ′ − λ|γ ‖∂2

yHx‖L2
s(R2).

(223)
(iii) Estimate on the third term. As in the proof of Proposition 38, we need to integrate by part twice
in y to compensate the additional factor θk,λ that appears in the expression of ∂xw±k,λ′,0. It yields:

∣∣∣
∫

R2

U3 (W3
k,λ,0 −W3

k′,λ′,2)dxdy
∣∣∣ =

∣∣∣
∫

R2

∂2
yHy

( ∂xw±k′,λ′,0
µλ′ λ′ke(λ′)2

−
∂xw±k,λ,0)

µλ λ ke(λ)2

)
dxdy

∣∣∣,
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with ∂xw±k,λ,0(x, y) = sgn(x) θk,λ(x)wke(λ),λ,0(x, y) for x 6= 0.

On one hand, from the above formula, (215), (191) and (194), one gets

∣∣∣∂xw±k,λ,0(x, y)

µλ λ ke(λ)2

∣∣∣ . ψk,λ,0(x) |λ− Ωp|
3
4 , ∀(x, y) ∈ R∗ × R. (224)

On the other hand, from (224), (215), (191), (192) and (212), one obtains that

∣∣∣∂λ
(∂xw±k,λ,0(x, y)

µλ λ ke(λ)2

)∣∣∣ ≤
∣∣∣∂λ∂xw±k,λ,0(x, y)

µλ λ ke(λ)2

∣∣∣+
∣∣∣∂xw±k,λ,0(x, y)∂λ

( 1

µλ λ ke(λ)2

)∣∣∣

. (1 + |x|+ |y|)ψk,λ,0(x) |λ− Ωp|−
3
4 , ∀(x, y) ∈ R2. (225)

(224) and (225) are the equivalent of the estimates (216) and (218) for the first component. Thus following
the same reasoning as for the first component gives

∣∣∣
∫

R2

U3 (W3
k,λ,0 −W3

k′,λ′,2)dxdy
∣∣∣ . sup

λ̃∈[λ,λ′]

|λ̃− Ωp|1−
3
4γ sup
λ̃∈[λ,λ′]

|λ̃− Ωp|−
3
4γ |λ′ − λ|γ ‖∂2

yHy‖L2
s(R2). (226)

(iv) As the three last components of Wk,λ,0 are only given (up to a multiplication by C∞ function in
λ on [a, b]) by a restriction to R+ of the three first components, one easily deduced a similar estimates
as the ones in (222), (223) and (226) for these components. Thus combining all these estimates and the
definition of the dual norm (196) leads to (213).

5.5 Proof of the Theorem 37
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<latexit sha1_base64="H8flZfz90ptMKn96U9Fy8zAZKzw=">AAAC3HicjVHLSsNAFD3GV31HXSi4CYpQNyVxY5cFNy4r2AdYLcl01KFpEpKJWEN37sStP+BWv0cEP0D/wjvTFHwgekOSM+fec+c+vMgXibTtlzFjfGJyarowMzs3v7C4ZC6v1JMwjRmvsdAP46bnJtwXAa9JIX3ejGLu9jyfN7zuvvI3LnmciDA4kv2In/Tc80CcCeZKotrmWredtSS/kgnLxGBQbPmk7bg7bXPLLtnarJ/AycFWZf36FWTV0HxGCx2EYEjRA0cASdiHi4SeYziwERF3goy4mJDQfo4BZkmbUhSnCJfYLn3P6XScswGdVc5Eqxnd4tMbk9LCNmlCiosJq9ss7U91ZsX+ljvTOVVtffp7ea4esRIXxP6lG0X+V6d6kThDWfcgqKdIM6o7lmdJ9VRU5danriRliIhTuEP+mDDTytGcLa1JdO9qtq72v+lIxaozy2NTvKsqacHO93X+BPXdkmOXnEPadBlDK2ADmyjSPvdQwQGqqOn6H/CIJ+PUuDFujbthqDGWa1bxxYz7D/42mto=</latexit><latexit sha1_base64="9KkK4mWafnFMtOjI4zZtOHT1iDM=">AAAC3HicjVHLSsNAFD2Nr7a+qi4U3ASLoJuSuNGl6MZlBdsKtpZkOurQNAnJRKyl4MKduPUH3OrGnxHBD9C/8M40BR+ITkhy5tx7ztw71w09EUvLeskYI6Nj4xPZXH5yanpmtjA3X42DJGK8wgIviA5dJ+ae8HlFCunxwzDiTsf1eM1t76p47ZxHsQj8A9kNeaPjnPriRDBHEtUsLLabvbrkFzJmPdHvr9U90rac9WahaJUsvcyfwE5BcXvp8jV39bRTDgrPqKOFAAwJOuDwIQl7cBDTcwQbFkLiGugRFxESOs7RR560CWVxynCIbdP3lHZHKevTXnnGWs3oFI/eiJQmVkkTUF5EWJ1m6niinRX7m3dPe6rauvR3U68OsRJnxP6lG2b+V6d6kTjBlu5BUE+hZlR3LHVJ9K2oys1PXUlyCIlTuEXxiDDTyuE9m1oT697V3To6/qYzFav2LM1N8K6qpAHb38f5E1Q3SrZVsvdp0lsYrCyWsYI1mucmtrGHMiq6/ns84NE4Nq6NG+N2kGpkUs0Cvizj7gNDLJxX</latexit><latexit sha1_base64="9KkK4mWafnFMtOjI4zZtOHT1iDM=">AAAC3HicjVHLSsNAFD2Nr7a+qi4U3ASLoJuSuNGl6MZlBdsKtpZkOurQNAnJRKyl4MKduPUH3OrGnxHBD9C/8M40BR+ITkhy5tx7ztw71w09EUvLeskYI6Nj4xPZXH5yanpmtjA3X42DJGK8wgIviA5dJ+ae8HlFCunxwzDiTsf1eM1t76p47ZxHsQj8A9kNeaPjnPriRDBHEtUsLLabvbrkFzJmPdHvr9U90rac9WahaJUsvcyfwE5BcXvp8jV39bRTDgrPqKOFAAwJOuDwIQl7cBDTcwQbFkLiGugRFxESOs7RR560CWVxynCIbdP3lHZHKevTXnnGWs3oFI/eiJQmVkkTUF5EWJ1m6niinRX7m3dPe6rauvR3U68OsRJnxP6lG2b+V6d6kTjBlu5BUE+hZlR3LHVJ9K2oys1PXUlyCIlTuEXxiDDTyuE9m1oT697V3To6/qYzFav2LM1N8K6qpAHb38f5E1Q3SrZVsvdp0lsYrCyWsYI1mucmtrGHMiq6/ns84NE4Nq6NG+N2kGpkUs0Cvizj7gNDLJxX</latexit><latexit sha1_base64="QkDRz/hdc+cq6Nd3tjPVFMjEf3s=">AAAC3HicjVHLTsJAFD3UF+ILdeHCTSMxwQ1p3ciSxI1LTOSRAJJ2GHBCaZt2aiSEnTvj1h9wq99j/AP9C++MJVGJ0Wnanjn3njP3znVDT8TSsl4zxsLi0vJKdjW3tr6xuZXf3qnHQRIxXmOBF0RN14m5J3xek0J6vBlG3Bm5Hm+4w1MVb1zzKBaBfyHHIe+MnIEv+oI5kqhufm/YnbQlv5Exm4jptNj2SNtzjrr5glWy9DLngZ2CAtJVDfIvaKOHAAwJRuDwIQl7cBDT04INCyFxHUyIiwgJHeeYIkfahLI4ZTjEDuk7oF0rZX3aK89Yqxmd4tEbkdLEIWkCyosIq9NMHU+0s2J/855oT1XbmP5u6jUiVuKK2L90s8z/6lQvEn2UdQ+Cego1o7pjqUuib0VVbn7pSpJDSJzCPYpHhJlWzu7Z1JpY967u1tHxN52pWLVnaW6Cd1UlDdj+Oc55UD8u2VbJPrcKlXI66iz2cYAizfMEFZyhipqu/xFPeDYujVvjzrj/TDUyqWYX35bx8AFHmZks</latexit>

ki(�
0)

<latexit sha1_base64="uvj6C4UjRR0T01739/ytJxKZFKU=">AAAC3XicjVHLTttAFD0xUGjoI4VNpG4sECrdRDYbWCKx6ZJKzUMikWVPBhjFL9njCojCrruq2/5At+3vVEj9gPYvemZiJB5CcC3bZ86958zcuVEeq1J73lXDWVhcera88ry5+uLlq9etN2u9MqsKIbsii7NiEIWljFUqu1rpWA7yQoZJFMt+NDkw+f5nWZQqSz/p81yOkvAkVcdKhJpU0GpPgulQyzNdiqmazbaHMbXj8N37oLXpdTwb7n3g12Bzv33xB4zDrPUbQ4yRQaBCAokUmjhGiJLPEXx4yMmNMCVXECmbl5ihSW3FKsmKkOyE3xOujmo25dp4llYtuEvMt6DSxRY1GesKYrOba/OVdTbsQ95T62nOds5/VHslZDVOyT6mu658qs70onGMPduDYk+5ZUx3onap7K2Yk7s3utJ0yMkZPGa+IBZWeX3PrtWUtndzt6HN/7WVhjVrUddW+GdOyQH7d8d5H/R2Or7X8T9y0nuYxwreYgPbnOcu9vEBh+jS+xI/8BO/nMD54nx1vs1LnUatWcetcL7/B4oWmws=</latexit><latexit sha1_base64="9103eTilgCnEc46gtqrFWm1IdQk=">AAAC3XicjVHLSsNAFD3GZ31W3RTcBIuom5K4sUvRjUsFq0JbSjKd1qFpEpKJWEvFjTtx6w+41YU/I4IfoH/hnWkKahGdkOTMufecmXuvG3oilpb1OmKMjo1PTE5lpmdm5+YXsotLx3GQRIyXWOAF0anrxNwTPi9JIT1+GkbcabseP3Fbeyp+cs6jWAT+keyEvNp2mr5oCOZIomrZXKvWrUh+IWPWFb3eRsUjbd1Z36xl81bB0sscBnYK8ju5y7fM9fPuQZB9QQV1BGBI0AaHD0nYg4OYnjJsWAiJq6JLXERI6DhHD9OkTSiLU4ZDbIu+TdqVU9anvfKMtZrRKR69ESlNrJEmoLyIsDrN1PFEOyv2N++u9lR369DfTb3axEqcEfuXbpD5X52qRaKBoq5BUE2hZlR1LHVJdFfUzc0vVUlyCIlTuE7xiDDTykGfTa2Jde2qt46Ov+tMxao9S3MTfKhb0oDtn+McBsdbBdsq2Ic06SL6aworWMUGzXMbO9jHAUrkfYUHPOLJqBk3xq1x1081RlLNMr4t4/4Tzv2ciA==</latexit><latexit sha1_base64="9103eTilgCnEc46gtqrFWm1IdQk=">AAAC3XicjVHLSsNAFD3GZ31W3RTcBIuom5K4sUvRjUsFq0JbSjKd1qFpEpKJWEvFjTtx6w+41YU/I4IfoH/hnWkKahGdkOTMufecmXuvG3oilpb1OmKMjo1PTE5lpmdm5+YXsotLx3GQRIyXWOAF0anrxNwTPi9JIT1+GkbcabseP3Fbeyp+cs6jWAT+keyEvNp2mr5oCOZIomrZXKvWrUh+IWPWFb3eRsUjbd1Z36xl81bB0sscBnYK8ju5y7fM9fPuQZB9QQV1BGBI0AaHD0nYg4OYnjJsWAiJq6JLXERI6DhHD9OkTSiLU4ZDbIu+TdqVU9anvfKMtZrRKR69ESlNrJEmoLyIsDrN1PFEOyv2N++u9lR369DfTb3axEqcEfuXbpD5X52qRaKBoq5BUE2hZlR1LHVJdFfUzc0vVUlyCIlTuE7xiDDTykGfTa2Jde2qt46Ov+tMxao9S3MTfKhb0oDtn+McBsdbBdsq2Ic06SL6aworWMUGzXMbO9jHAUrkfYUHPOLJqBk3xq1x1081RlLNMr4t4/4Tzv2ciA==</latexit><latexit sha1_base64="5BllL0awFRuagzBvBIjC87W1+WU=">AAAC3XicjVHLSsNAFD2Nr1pfVTeCm2AR66Ykbuyy4MZlBfsAW0oyndahaRKSiVhK3bkTt/6AW/0d8Q/0L7wzpqAW0QlJzpx7z5m597qhJ2JpWa8ZY25+YXEpu5xbWV1b38hvbtXjIIkYr7HAC6Km68TcEz6vSSE93gwj7gxdjzfcwYmKN654FIvAP5ejkLeHTt8XPcEcSVQnvzPojFuSX8uYjcVkUmx5pO06B4edfMEqWXqZs8BOQQHpqgb5F7TQRQCGBENw+JCEPTiI6bmADQshcW2MiYsICR3nmCBH2oSyOGU4xA7o26fdRcr6tFeesVYzOsWjNyKliX3SBJQXEVanmTqeaGfF/uY91p7qbiP6u6nXkFiJS2L/0k0z/6tTtUj0UNY1CKop1IyqjqUuie6Kurn5pSpJDiFxCncpHhFmWjnts6k1sa5d9dbR8TedqVi1Z2lugnd1Sxqw/XOcs6B+VLKtkn1mFSrldNRZ7GIPRZrnMSo4RRU18r7BI57wbHSMW+POuP9MNTKpZhvflvHwAdNqmV0=</latexit>

ke(�
0)

<latexit sha1_base64="PCTKATsrJV6C1zivMLAUcNnloXs=">AAAC3XicjVHLSsNAFD3GV31X3QhugiLqpiRu7FJw47KCVcFKSaajhqZJSCailrpzJ279Abf6OyL4AfoXnhkj+ED0hiRnzr3nzNy5fhIGmXKcpz6rf2BwaLg0Mjo2PjE5VZ6e2c3iPBWyLuIwTvd9L5NhEMm6ClQo95NUeh0/lHt+e1Pn905lmgVxtKPOE3nY8Y6j4CgQniLVLM+1m92GkmcqE13Z6600Qmpb3vJqs7zoVBwT9k/gFmBxY+7iGYxaXH5EAy3EEMjRgUQERRzCQ8bnAC4cJOQO0SWXEgUmL9HDKLU5qyQrPLJtfo+5OijYiGvtmRm14C4h35RKG0vUxKxLifVutsnnxlmzv3l3jac+2zn/fuHVIatwQvYv3Uflf3W6F4UjVE0PAXtKDKO7E4VLbm5Fn9z+1JWiQ0JO4xbzKbEwyo97to0mM73ru/VM/sVUalavRVGb41WfkgN2v4/zJ9hdq7hOxd3mpKt4jxLmsYAVznMdG9hCDXV6X+IO93iwmtaVdW3dvJdafYVmFl/Cun0DgGabBw==</latexit><latexit sha1_base64="xqZpvXHxJbtzJJLrXHOp6LBoDzg=">AAAC3XicjVHLSsNAFD2Nz/qMuim4CYqom5K40aXoxqWCfYCVkkyndWiahGQiaqi4cSdu/QG3uvBnRPAD9C+8M0bwgeiEJGfOvefM3Hu9yBeJtO2ngjEwODQ8MlocG5+YnJo2Z2arSZjGjFdY6Idx3XMT7ouAV6SQPq9HMXd7ns9rXndbxWvHPE5EGOzL04gf9txOINqCuZKoplnqNrOG5CcyYRnv91caPmlb7vJq01y0y7Ze1k/g5GBxs3T2XLx42NoNzUc00EIIhhQ9cASQhH24SOg5gAMbEXGHyIiLCQkd5+hjjLQpZXHKcInt0rdDu4OcDWivPBOtZnSKT29MSgtLpAkpLyasTrN0PNXOiv3NO9Oe6m6n9Pdyrx6xEkfE/qX7yPyvTtUi0caGrkFQTZFmVHUsd0l1V9TNrU9VSXKIiFO4RfGYMNPKjz5bWpPo2lVvXR1/0ZmKVXuW56Z4VbekATvfx/kTVNfKjl129mjSG3hfo5jHAlZonuvYxA52USHvc9ziDvdG07g0rozr91SjkGvm8GUZN2/FTZyE</latexit><latexit sha1_base64="xqZpvXHxJbtzJJLrXHOp6LBoDzg=">AAAC3XicjVHLSsNAFD2Nz/qMuim4CYqom5K40aXoxqWCfYCVkkyndWiahGQiaqi4cSdu/QG3uvBnRPAD9C+8M0bwgeiEJGfOvefM3Hu9yBeJtO2ngjEwODQ8MlocG5+YnJo2Z2arSZjGjFdY6Idx3XMT7ouAV6SQPq9HMXd7ns9rXndbxWvHPE5EGOzL04gf9txOINqCuZKoplnqNrOG5CcyYRnv91caPmlb7vJq01y0y7Ze1k/g5GBxs3T2XLx42NoNzUc00EIIhhQ9cASQhH24SOg5gAMbEXGHyIiLCQkd5+hjjLQpZXHKcInt0rdDu4OcDWivPBOtZnSKT29MSgtLpAkpLyasTrN0PNXOiv3NO9Oe6m6n9Pdyrx6xEkfE/qX7yPyvTtUi0caGrkFQTZFmVHUsd0l1V9TNrU9VSXKIiFO4RfGYMNPKjz5bWpPo2lVvXR1/0ZmKVXuW56Z4VbekATvfx/kTVNfKjl129mjSG3hfo5jHAlZonuvYxA52USHvc9ziDvdG07g0rozr91SjkGvm8GUZN2/FTZyE</latexit><latexit sha1_base64="UP3Mg9ETR03ZC242EtMCk2BiUuA=">AAAC3XicjVHLSsNAFD2Nr1pfVTeCm2AR66Ykbuyy4MZlBfsAW0IyndbQvEgmYil1507c+gNu9XfEP9C/8M6YglpEJyQ5c+49Z+be60SemwjDeM1pc/MLi0v55cLK6tr6RnFzq5mEacx4g4VeGLcdO+GeG/CGcIXH21HMbd/xeMsZnsh464rHiRsG52IU8a5vDwK37zJbEGUVd4bWuCP4tUjYmE8m5Y5H2p59cGgVS0bFUEufBWYGSshWPSy+oIMeQjCk8MERQBD2YCOh5wImDETEdTEmLibkqjjHBAXSppTFKcMmdkjfAe0uMjagvfRMlJrRKR69MSl17JMmpLyYsDxNV/FUOUv2N++x8pR3G9Hfybx8YgUuif1LN838r07WItBHVdXgUk2RYmR1LHNJVVfkzfUvVQlyiIiTuEfxmDBTymmfdaVJVO2yt7aKv6lMyco9y3JTvMtb0oDNn+OcBc2jimlUzDOjVKtmo85jF3so0zyPUcMp6miQ9w0e8YRnzdJutTvt/jNVy2WabXxb2sMHybqZWQ==</latexit>

ke(�)
<latexit sha1_base64="FNDw2/s60Xe7Jbd6FGfkMkZlbMw=">AAAC3HicjVHLSsNAFD2Nr1pfVRcKboJFqJuSuLHLghuXFewD2lqS6bSGpklIJmIt3bkTt/6AW/0eEfwA/QvvTFNQi+gNSc6ce8+d+7AD14mEYbymtLn5hcWl9HJmZXVtfSO7uVWN/DhkvMJ81w/rthVx1/F4RTjC5fUg5NbAdnnN7p9If+2Kh5Hje+diGPDWwOp5TtdhliCqnd3pt0dNwa9FxEZ8PM43XdJ2rMN2NmcUDGX6LDATkCvt3ryBrOxnX9BEBz4YYgzA4UEQdmEhoqcBEwYC4loYERcScpSfY4wMaWOK4hRhEdunb49OjYT16CxzRkrN6BaX3pCUOg5I41NcSFjepit/rDJL9rfcI5VT1jakv53kGhArcEnsX7pp5H91sheBLoqqB4d6ChQju2NJllhNRVauf+lKUIaAOIk75A8JM6WczllXmkj1LmdrKf+7ipSsPLMkNsaHrJIWbP5c5yyoHhVMo2Ce0aaLmFgae9hHnvZ5jBJOUUZF1f+IJzxrF9qtdqfdT0K1VKLZxjfTHj4B9Iqa1g==</latexit><latexit sha1_base64="P21XJOPmzV5pY+VCUljp6SqeOtc=">AAAC3HicjVHLSsNAFD2Nz9ZX1YWCm6AIdVMSN3ZZdOOygn1AqyWZTmtomoRkImopuHAnbv0Bt7rxZ0TwA/QvvDNNQS2iE5KcOfeeM/fOtQPXiYRhvKa0icmp6ZnZdGZufmFxKbu8Uon8OGS8zHzXD2u2FXHX8XhZOMLltSDkVs92edXuHsh49ZyHkeN7x+Iy4Cc9q+M5bYdZgqhmdq3b7DcEvxAR6/PBINdwSduydprZLSNvqKWPAzMBW8X1q7f09fN+yc++oIEWfDDE6IHDgyDswkJETx0mDATEnaBPXEjIUXGOATKkjSmLU4ZFbJe+HdrVE9ajvfSMlJrRKS69ISl1bJPGp7yQsDxNV/FYOUv2N+++8pS1XdLfTrx6xAqcEfuXbpT5X53sRaCNgurBoZ4CxcjuWOISq1uRletfuhLkEBAncYviIWGmlKN71pUmUr3Lu7VU/F1lSlbuWZIb40NWSQM2f45zHFR286aRN49o0gUM1yw2sIkczXMPRRyihLKq/wGPeNJOtRvtVrsbpmqpRLOKb0u7/wQ5gJxT</latexit><latexit sha1_base64="P21XJOPmzV5pY+VCUljp6SqeOtc=">AAAC3HicjVHLSsNAFD2Nz9ZX1YWCm6AIdVMSN3ZZdOOygn1AqyWZTmtomoRkImopuHAnbv0Bt7rxZ0TwA/QvvDNNQS2iE5KcOfeeM/fOtQPXiYRhvKa0icmp6ZnZdGZufmFxKbu8Uon8OGS8zHzXD2u2FXHX8XhZOMLltSDkVs92edXuHsh49ZyHkeN7x+Iy4Cc9q+M5bYdZgqhmdq3b7DcEvxAR6/PBINdwSduydprZLSNvqKWPAzMBW8X1q7f09fN+yc++oIEWfDDE6IHDgyDswkJETx0mDATEnaBPXEjIUXGOATKkjSmLU4ZFbJe+HdrVE9ajvfSMlJrRKS69ISl1bJPGp7yQsDxNV/FYOUv2N+++8pS1XdLfTrx6xAqcEfuXbpT5X53sRaCNgurBoZ4CxcjuWOISq1uRletfuhLkEBAncYviIWGmlKN71pUmUr3Lu7VU/F1lSlbuWZIb40NWSQM2f45zHFR286aRN49o0gUM1yw2sIkczXMPRRyihLKq/wGPeNJOtRvtVrsbpmqpRLOKb0u7/wQ5gJxT</latexit><latexit sha1_base64="LrpA8wp63hFuN01FPqOiXxT8Bh8=">AAAC3HicjVHLSsNAFD2Nr1pfURcu3ASLUDclcWOXBTcuK9gHtLUk02kNTZOQTMQSunMnbv0Bt/o94h/oX3hnTEEtohOSnDn3njP3znVCz42Fab7mtIXFpeWV/GphbX1jc0vf3mnEQRIxXmeBF0Qtx4655/q8Llzh8VYYcXvseLzpjE5lvHnNo9gN/AsxCXl3bA99d+AyWxDV0/dGvbQj+I2IWcqn01LHI23fPurpRbNsqmXMAysDRWSrFugv6KCPAAwJxuDwIQh7sBHT04YFEyFxXaTERYRcFeeYokDahLI4ZdjEjug7pF07Y33aS89YqRmd4tEbkdLAIWkCyosIy9MMFU+Us2R/806Vp6xtQn8n8xoTK3BF7F+6WeZ/dbIXgQEqqgeXegoVI7tjmUuibkVWbnzpSpBDSJzEfYpHhJlSzu7ZUJpY9S7v1lbxN5UpWblnWW6Cd1klDdj6Oc550DguW2bZOjeL1Uo26jz2cYASzfMEVZyhhrqq/xFPeNYutVvtTrv/TNVymWYX35b28AE97Zko</latexit>

�
<latexit sha1_base64="w+1lOgxBx2cvYMI5PnBaLrWJnjw=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRI3dmfBjQsXVewD2iKTdFqHpkmYTIRS3PkDbvVHXPkb4h/oX3hnmoJaRG9Icubcc+7MnevFgUiU47zlrIXFpeWV/GphbX1jc6u4vdNIolT6vO5HQSRbHkt4IEJeV0IFvBVLzkZewJve8FTnm7dcJiIKr9Q45t0RG4SiL3ymiGp2ApL22HWx5JQdE/Y8cDNQOnl5vgRFLSq+ooMeIvhIMQJHCEU4AENCTxsuHMTEdTEhThISJs9xhwJ5U1JxUjBih/Qd0KqdsSGtdc3EuH3aJaBXktPGAXki0knCejfb5FNTWbO/1Z6YmvpsY/p7Wa0RsQo3xP7lmyn/69O9KPRRMT0I6ik2jO7Oz6qk5lb0ye0vXSmqEBOncY/ykrBvnLN7to0nMb3ru2Um/26UmtVrP9Om+NCnpAG7P8c5DxpHZdcpuxdOqVrBNPLYwz4OaZ7HqOIMNdRNlw94xJN1bklrbE2mUiuXeXbxLaz7TzKYk/c=</latexit><latexit sha1_base64="0m/W87KacGs/VyM+KdhCMhBI4lE=">AAACynicjVHLSsNAFD2Nr1pfVZeCBIvgqiRu7M6CGxcuWrAPaIsk6bQOTZMwmQiluNMPcKs/0pW/If6B4k94Z5qCWkQnJDlz7jln5s64kc9jaVmvGWNhcWl5JbuaW1vf2NzKb+/U4zARHqt5oR+KpuvEzOcBq0kufdaMBHOGrs8a7uBM1Rs3TMQ8DC7lKGKdodMPeI97jiSq0fZJ2nWu8gWraOlhzgM7BYXT50n1435/UgnzL2ijixAeEgzBEEAS9uEgpqcFGxYi4joYEycIcV1nuEWOvAmpGCkcYgf07dOslbIBzVVmrN0ereLTK8hp4pA8IekEYbWaqeuJTlbsb9ljnan2NqK/m2YNiZW4JvYv30z5X5/qRaKHku6BU0+RZlR3XpqS6FNROze/dCUpISJO4S7VBWFPO2fnbGpPrHtXZ+vo+ptWKlbNvVSb4F3tki7Y/nmd86B+XLStol21CuUSpiOLPRzgiO7zBGWco4Ka7vIBj3gyLgxhjIzxVGpkUs8uvg3j7hMv/ZY8</latexit><latexit sha1_base64="0m/W87KacGs/VyM+KdhCMhBI4lE=">AAACynicjVHLSsNAFD2Nr1pfVZeCBIvgqiRu7M6CGxcuWrAPaIsk6bQOTZMwmQiluNMPcKs/0pW/If6B4k94Z5qCWkQnJDlz7jln5s64kc9jaVmvGWNhcWl5JbuaW1vf2NzKb+/U4zARHqt5oR+KpuvEzOcBq0kufdaMBHOGrs8a7uBM1Rs3TMQ8DC7lKGKdodMPeI97jiSq0fZJ2nWu8gWraOlhzgM7BYXT50n1435/UgnzL2ijixAeEgzBEEAS9uEgpqcFGxYi4joYEycIcV1nuEWOvAmpGCkcYgf07dOslbIBzVVmrN0ereLTK8hp4pA8IekEYbWaqeuJTlbsb9ljnan2NqK/m2YNiZW4JvYv30z5X5/qRaKHku6BU0+RZlR3XpqS6FNROze/dCUpISJO4S7VBWFPO2fnbGpPrHtXZ+vo+ptWKlbNvVSb4F3tki7Y/nmd86B+XLStol21CuUSpiOLPRzgiO7zBGWco4Ka7vIBj3gyLgxhjIzxVGpkUs8uvg3j7hMv/ZY8</latexit><latexit sha1_base64="VbPSSTwhokCCi3CRehEMEa1SQ2Y=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRI3dllw48JFBfuAWmSSTuvQyYPJRCjFnT/gVj9M/AP9C++MKahFdEKSM+eec2fuvUEqRaY977XkLC2vrK6V1ysbm1vbO9XdvU6W5Crk7TCRieoFLONSxLythZa8lyrOokDybjA5M/HuHVeZSOIrPU35IGLjWIxEyDRR3WtJ0iG7qda8umeXuwj8AtRQrFZSfcE1hkgQIkcEjhiasARDRk8fPjykxA0wI04REjbOcY8KeXNScVIwYif0HdOuX7Ax7U3OzLpDOkXSq8jp4og8CekUYXOaa+O5zWzY33LPbE5ztyn9gyJXRKzGLbF/+ebK//pMLRojNGwNgmpKLWOqC4ssue2Kubn7pSpNGVLiDB5SXBEOrXPeZ9d6Mlu76S2z8TerNKzZh4U2x7u5JQ3Y/znORdA5qfte3b/0as1GMeoyDnCIY5rnKZo4RwttW+UjnvDsXDjKmTqzT6lTKjz7+Lachw+16ZHw</latexit>

Figure 4: Zoom for the case [a, b] = [Ωp − η,Ωp] and Ωm < Ωe.

Proof. Using the Theorem 9, it only remains to prove a local estimate at Ωp, that is on an interval
K = [Ωp − η,Ωp + η] with η sufficiently small such that 0,Ωm,Ωe,Ωc /∈ K and Λdd(K) = ∅.

As the change of topology is only due to the spectral zone Λee at the vicinity of Ωp for Ωe 6= Ωm,
it requires only to obtain new estimate on the part of the spectral density Mee

λ associated with Λee for
Ωe 6= Ωm. For the other spectral zones Z \ {ee}, we can show that the estimate (145) is satisfied for
[a, b] = [Ωp−η,Ωp +η] and Hölder indexes γ ∈ (0, s−1/2)∩ (0, 1) if Ωp 6= Ωe or γ ∈ (0, s−1/2)∩ (0, 1/2)
if Ωe = Ωp (this latter case can occur only if Ωe < Ωm). The proof is exactly the same proof as the one
of section 3.4 performed for intervals [a, b] ⊂ R \ σexc that does not contain ±Ωe and ±Ωc (Case A) or
does not contain ±Ωc for the particular case Ωe = Ωp(Case B). It does not depend on the fact that ±Ωp

is contained in the considered interval.
We consider the case Ωe > Ωm (see Figure 4). Thus, one can choose η sufficiently small such that

Λde(λ) = Λde(λ′) = ∅ and Ωe /∈ [a, b]. The proof for Ωm > Ωe is obtained in the same way.
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For λ, λ′ ∈ K, one has for all U ∈ Xs:

‖Mλ′U −MλU‖X∗s ≤
∑

z∈{di,ei}
‖Mz

λ′U −Mz
λU‖X∗s + ‖Mee

λ′U −Mee
λ U‖X∗s ,

Indeed, in the proof of Theorem 9 (case A), the Hölder estimate in B(Hs,H−s) of the terms related to
the spectral zones Λdi and Λei holds on K (which implies the same estimate in the norm B(Xs,X ∗s )).
Thus, we obtain that for 0 < γ < s− 1/2 and γ < 1:

‖Mλ′U −MλU‖X∗s . |λ′ − λ|γ ‖U‖Xs + ‖Mee
λ′U −Mee

λ U‖X∗s . (227)

Hence, as explained at the beginning of the proof, one only needs to derive a Hölder estimate for λ 7→Mee
λ

on K. As Λee(λ) = Λee(λ′) = ∅ and thus Mλ = Mλ′ = 0 for λ, λ′ ∈ [Ωp − η,Ωp], it is sufficient to prove
this estimate for λ, λ′ ∈ (Ωp,Ωp + η] with λ ≤ λ′. We point out that we already show that the limit Mee

λ

when λ→ Ω+
p is zero in B(Xs,X ∗s ) to ensure the continuity of Mee

λ at Ωp, see section 5.2.
(i) a) Now, we show that Mee

λ is Hölder continuous with an index 0 < γ < s − 1/2 and γ ≤ 1/3 on
the set (Ωp,Ωp + η]. First, one has from the expression (190) of Mee

λ

∥∥Mee
λ′U −Mee

λ U
∥∥
X∗s
≤
∑

±
q±λ,λ′ ‖U‖Xs , (228)

where we have denoted

q±λ,λ′ :=
∣∣Je(λ′)− Je(λ)

∣∣ ∥∥W±ke(λ),λ

∥∥2

X∗s

+
∣∣Je(λ′)

∣∣
{∥∥W±ke(λ′),λ′

∥∥
X∗s

+
∥∥W±ke(λ),λ

∥∥
X∗s

} ∥∥W±ke(λ′),λ′ −W±ke(λ),λ

∥∥
X∗s
. (229)

We deal with the first term of (229). Thanks to the asymptotic formula (192) and (193), that for η
sufficiently small and since Ωp < λ ≤ λ′:

|Jee(λ′)− Jee(λ)| . (λ− Ωp)−
3
2 and |Jee(λ′)− Jee(λ)| . (λ− Ωp)−

5
2 |λ′ − λ|.

Thus, by interpolation, it follows immediately that for 0 ≤ γ ≤ 1:

|Jee(λ′)− Jee(λ)| ≤ (λ− Ωp)−
3
2−γ |λ′ − λ|γ .

It gives with (198) that for η sufficiently small, 0 ≤ γ ≤ 1/2 and Ωp < λ ≤ λ′

|Jee(λ′)− Jee(λ)| ‖W±ke(λ),λ,0‖2X∗s . (λ− Ωp)1/2−γ |λ′ − λ|γ . |λ′ − λ|γ . (230)

For the second term of the right hand side of (229), as Ωp < λ ≤ λ′, one has

λ− Ωp ≤ λ′ − Ωp and sup
λ̃∈[λ,λ′]

∣∣λ̃− Ωp

∣∣1− 3
4γ sup

λ̃∈[λ,λ′]

∣∣λ̃− Ωp

∣∣− 3
4γ = (λ′ − Ωp)1− 3

4γ (λ− Ωp)−
3
4γ

and thus by virtue of (198), (213) and (192), it yields

Jee(λ′)
(
‖W±k′,λ′,0‖X∗s + ‖W±k,λ,0‖X∗s )‖W±k′,λ′,0 −W±k,λ,0‖X∗s

. (λ′ − Ωp)−
3
2 (λ′ − Ωp) (λ′ − Ωp)1− 3

4γ (λ− Ωp)−
3
4γ |λ′ − λ|γ

. rλ,λ′ |λ′ − λ|γ , (231)

with
rλ,λ′ := (λ′ − Ωp)

1
2− 3

4γ(λ− Ωp)−
3
4γ .

Here, it remains to show that rλ,λ′ is bounded. The problem (which is similar to the one of section 3.4.4
for the case (C)) is that rλ,λ′ is not a continuous function on the line λ = Ωp. However, we see that for
any fixed κ ∈ (0, 1), it is continuous, thus bounded, in any domain of the form

D̃κ :=
{

(λ, λ′) ∈ (Ωp,Ωp + η]2
∣∣ κ (λ′ − Ωp) < λ− Ωp ≤ λ′ − Ωp

}
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since (1/2 − 3γ/4) − 3γ/4 = 1/2 − 3/2γ ≥ 0 for γ ∈ (0, 1/3]. Combining (230), (231), (229) and (228)
yields that for any γ ∈ (0, s− 1/2) ∩ (0, 1/3] and λ, λ′ ∈ D̃κ, one has

∥∥Mee
λ′U −Mee

λ U
∥∥
Xs,X∗s

. |λ′ − λ|γ . (232)

(i) b) To conclude, we have to prove that (232) holds true in the complement of D̃κ, that is,

D̃c
κ :=

{
(λ, λ′) ∈ (Ωp,Ωp + η]2

∣∣ κ (λ′ − Ωp) ≥ λ− Ωp

}
.

The idea is to use directly (227) (and not (231)) for η sufficiently small with the following inequality

‖Mee
λ′ −Mee

λ ‖Xs,X∗s . ‖Mee
λ′‖Xs,X∗s + ‖Mee

λ ‖Xs,X∗s . (λ′ − Ωp)
1
2 + (λ− Ωp)

1
2

and to notice that the inequality κ (λ′ − Ωp) ≥ λ − Ωp which characterizes points of D̃c
κ can be written

equivalently as

λ′ − Ωp ≤ (1− κ)−1 (λ′ − λ) or λ− Ωp ≤ (κ−1 − 1)−1 (λ′ − λ).

Thus, we finally obtain for any γ ∈ (0, s− 1/2) ∩ (0, 1/3]:

‖Mee
λ′ −Mee

λ ‖Xs,X∗s . |λ′ − λ|1/2 . |λ′ − λ|γ , ∀(λ, λ′) ∈ Dc
κ.

Combining this inequality, (232) and (227) completes the proof of (197).

A Appendix

A.1 Asymptotic formulas at the vicinity of ±Ωp

We prove here the Lemma 32 that gives some asymptotic expansions which are useful to establish a
Hölder estimate of the spectral density at ±Ωp.

Proof. To prove the asymptotic expansion (191), one first establishes the asymptotic expansion of λe(k)
when k → +∞. From the expression (27) of λe, one obtains after some simple computations:

λe(k) = Ωp −
K Ωp

8
k−2 +O(k−4), as k →∞. (233)

We deduce from (233) an asymptotic expansion of k = ke(λ), where ke = λ−1
e is defined by (28). Using

the equivalence between the limits k = ke(λ)→ +∞ and λ→ Ω±p for ±K > 0, one gets from (233):

∣∣λ− Ωp

∣∣ = 8−1|K|Ωp ke(λ)−2 +O(ke(λ)−4), as λ→ Ω±p for ±K > 0,

and it yields

ke(λ) =
( |K|Ωp

8

) 1
2 ∣∣λ− Ωp

∣∣− 1
2
(
1 +O(ke(λ)−2)

)
.

One concludes finally to (191) by using the fact that ke(λ)→∞ for λ→ Ω±p for ±K > 0.
• To compute the asymptotic expansion (192) of Je(λ) = |λ′e(ke(λ))|−1, one first computes λ′e thanks

to (27). After some simplifications, one gets that:

λ′e(k) =
g(k)

λe(k)
with g(k) := Ω2

m

( k
K
− k

K

(
1 +

K2

4k4

)− 1
2
)
. (234)

As

g(k) =
Ω2

m

8k3

(
K +O(k−4)

)
as k → +∞, (235)

it follows that:

λ′e(k) =
Ω2

m

8λe(k)k3

(
K +O(k−4)

)
, as k → +∞. (236)
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Using again that for k = ke(λ), the limit k → +∞ is equivalent to the limit λ = λe(k)→ Ω±p for ±K > 0,
one deduces an asymptotic in λ for k = ke(λ). Thanks to (191) and the definition (11) of Ωp, one obtains:

λ′e(ke(λ)) =
Ωp

4 ke(λ)3
(K + o(1)) = 2

(Ωp|K|
8

)− 1
2 ∣∣λ− Ωp

∣∣ 32 ( sgn(K) + o(1)
)
.

One arrives finally to the asymptotic expansion (192) by using that Je(λ) = |λ′e(ke(λ))|−1.
• To show (193), one uses the relation between the derivatives of ke and its inverse λe which gives

|k′′e (λ)| =
∣∣λ′′e (ke(λ))

∣∣Je(λ)3. (237)

Thus, as one knows the asymptotic behaviour of Je, it only remains to compute the asymptotic of the
second derivative of λe. To this aim, differentiating with respect to k the relation (234), one gets that:

λ′′e (k) =
(
g′(k)λE(k)− λ′e(k)g(k)

)
λe(k)−2. (238)

By differentiating g and computing its asymptotic at +∞, one shows after simplifications that:

g′(k) = Ω2
m

(
− 3K

8k4
+ o
( 1

k4

))
, as k → +∞. (239)

Using the asymptotic expansions (233), (235), (236) and (239) in (238) gives:

λ′′e (k) = −3KΩp

4 k4

(
1 + o(1)

)
as k → +∞.

Applying the asymptotic expansion (191) in the latter expression for k = ke(λ) yields

∣∣λ′′e
(
ke(λ)

)∣∣ = 6
(Ωp |K|

8

)−1∣∣λ− Ωp

∣∣2(1 + o(1)). (240)

Thus, using the asymptotic formula (192) and (240) in (237) leads after simplifications to (193).
• For (194), one deals first with the expansion of θ−λ,ke(λ). By (24) and (21), one has

θ−λ,ke(λ) =
√
ke(λ)2 − ε0µ0λ2 = |ke(λ)|

√
1− ε0µ0

(
λ ke(λ)−1

)2
.

Thus, it yields immediately with (191) the asymptotic formula (194). One deduces the expansion of
θ+
λ,ke(λ) from the one of θ−λ,ke(λ) by using the dispersion relation (26) which gives:

θ+
λ,ke(λ) = −µ

+(λ)

µ0
θ−λ,ke(λ) = (1 + o(1)) θ−λ,ke(λ) as λ→ Ω±p for ±K > 0.

• Concerning the asymptotic formula (195), one deduces from the definition (37) of Ake(λ),λ,0 that :

Ake(λ),λ,0 =
λ2 |µ+

λ θ
+
λ,ke(λ)|

1/2

√
2πΩm(4ke(λ)4 + (ε0µ0)2(Ω2

e − Ω2
m)2)1/4

=
Ωpµ

1
2
0

2
√

2π

|θ+
λ,ke(λ)|

1/2

ke(λ)
(1 + o(1)),

as λ→ Ω±p for ±K > 0. Combining the latter expression, (191) and (194) gives immediately (195).

A.2 The limiting absorption principle near the frequency ±Ωe

In this paragraph, we indicate what changes have to be made in order to adapt the proof of Theorem
2 for the particular value γ = 1/2 of the Hölder exponent in a vicinity of +Ωe or −Ωe (see Remark 3).
Indeed the approach we propose in §3 to prove the Hölder regularity of the spectral density (Theorem
9) is not valid in this particular case. This is actually due to our choice of introducing the function θmin

k,λ

(see (88)) which yields more concise but less precise estimates. To deal with this particular case, we have
to distinguish between θ+

k,λ and θ−k,λ in the Hölder estimates.
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We assume again for simplicity that Ωe > Ωm and we consider an interval [a, b] of the form [Ωe, b] or
[a,Ωe] contained in R\ (σexc∪{Ωc}). We see in Figure 3 that the two spectral zones which are concerned
are Λdd and Λde. Only the latter is problematic. Indeed, the core of the problem is that for γ = 1/2,
Lemma 24 is wrong for z = de (whereas it holds true for z = dd). To remedy, we have to come back to
the very first estimates where we have used θmin

k,λ . This started with the λ-derivative of Ak,λ,±1 given in
(92). Here, Jde = {+1} so that instead of (94), we obtain the more precise estimate

∀(k, λ) ∈ Λde([a, b]), |∂λAk,λ,1| . |θ−kλ|
−3/2 + |θ+

k,λ|
−1,

which can be then used in the proof of Lemma 19. Instead of (105) and (106), we infer that

∀(x, y) ∈ R2,
∣∣∂λwk,λ,1(x, y)

∣∣ .
(
|θ−k,λ|

−3/2 + |θ+
k,λ|
−1
)

(1 + |x|),

∀(x, y) ∈ R∗ × R,
∣∣∂λ∂xwk,λ,1(x, y)

∣∣ .
(
|θ−k,λ|

−3/2 + |θ+
k,λ|
−1
)

(1 + |x|).

Proceeding as in the proof of Proposition 20, we deduce that for all (k, λ), (k, λ′) ∈ Λde([a, b]) such that
λ ≤ λ′,

∥∥Wk,λ′,1 −Wk,λ,1

∥∥
H−s

.

(
sup

λ̃∈[λ,λ′]

|θ−
k,λ̃
|−1/2−γ + sup

λ̃∈[λ,λ′]

|θ+

k,λ̃
|−γ sup

λ̃∈[λ,λ′]

|θ−
k,λ̃
|−1/2+γ/2

)
|λ′ − λ|γ ,

which is more precise than (117). As we are only interested in the case where γ = 1/2, from now on
we choose this particular value. We move to §3.4.2, where the definition (153) of dλ,λ′,j and (63) (for
γ = 1/2) yield now

dλ,λ′,1 .

(
sup

λ̃∈[λ,λ′]

|θ−
k,λ̃
|−1 + sup

λ̃∈[λ,λ′]

|θ+

k,λ̃
|−1/2 sup

λ̃∈[λ,λ′]

|θ−
k,λ̃
|−3/4

)
|λ′ − λ|1/2.

Hence the relation (151) for z = de will be proved once we have verified that the integral on Λde(λ) ∩
Λde(λ′) of the quantity inside the parentheses is bounded. As θ+

k,λ̃
and θ−

k,λ̃
cannot vanish simultaneously,

this amounts to proving separately
∫

Λde(λ)∩Λde(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ+

k,λ̃

∣∣−1/2
dk . 1 and

∫

Λz(λ)∩Λde(λ′)

sup
λ̃∈[λ,λ′]

∣∣θ−
k,λ̃

∣∣−1
dk . 1,

instead of Lemma 24. In the present case, the statement of this lemma is equivalent to (158) with
exponent β = −1/2 for

∣∣θ+

k,λ̃

∣∣ and β = −1 for
∣∣θ−
k,λ̃

∣∣, that is, replacing in the first integral the exponent

−1 (for which the inequality is false) by −1/2 (for which the inequality is true). Finally it is easy to see
that on one hand we can reuse exactly the arguments of the proof of Lemma 24 for case (B) to prove the
above inequalities and on the other hand that the proof of Lemma 25 for case (B) holds for γ = 1/2.
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