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The goal of this short guide is to help the Machine Learning (ML) community better understand their
carbon impact and to take steps to mitigate it.

1 Carbon Tracking

At the center of the climate crisis is a commonplace but very important concept: that of carbon dioxide
(CO2), low amounts of which occur naturally in the Earth’s atmosphere, but whose concentration has been
rapidly increasing in recent decades due to human activity. This increase is dangerous because of CO3’s
effect as a greenhouse gas, which means that it contributes to global warming by keeping heat trapped
within the atmosphere, which consequences on global ecosystems. In order to minimize these impacts, it is
important to: 1) quantify the carbon impact of our actions; and 2) reduce, or mitigate, that impact in order
to help slow down global warming and climate change more broadly.

What are the carbon impacts of Machine Learning?

The most directly visible impact of training and deploying a Machine Learning model is the emission of CO4
and other greenhouse gases due to the increase in power consumption (i.e. dynamic consumption) incurred
by the equipment at running time. While the impact of dynamic consumption is significant, we should not
fail to see the forest for the trees, and consider the entirety of the ML pipeline. Notably, other dimensions
of model impact that should be considered include: model preparation overhead, static consumption of the
equipment, infrastructure, as well as the overall Life Cycle Analysis of the equipment, which we will describe
in the sections below [C10].

The overhead of preparing a Machine Learning model can be envisioned by considering the
deployment of Machine Learning systems beyond a two-step process whereby models are first trained and
then used for inference. So far, the focus on carbon emission assessment has been predominantly on the
training phase, since the impact can be substantial if the model is trained on large datasets with many
hyperparameters. However, the exact carbon footprint of model training depends on multiple factors,
including the electric grid utilized, the type of energy mix, the energy consumption of hardware, and
training time.

In comparison, during the inference stage, each forward pass through the model incurs a lower impact
relative to the entirety of the training phase. However, given that an increasing number of dynamic Machine
Learning models are ‘always on’ and ready for live deployment (e.g. online search and retrieval systems,
voice assistants, ML-powered navigation, etc.), multiple uses will accrue carbon impact across the weeks and
months of deployment.

The static consumption of equipment should also be partly attributed to the ML computing process,
since equipment is switched on in part to address the computing needs of the ML model. This static
consumption includes the electrical costs due to the server power supply (which depends on its efficiency),



the motherboard, the network card, and all the server components that have a static power consumption
which does not depend on the load.

In addition to the hardware used to launch the ML program, the carbon footprint estimation should
take into account the complete infrastructure that constitutes the environment of the machine including
routers, storage servers, Air Conditioning, etc. This can be done using a metric such as Power Usage
Effectiveness (PUE), which estimates the energy consumption of the whole infrastructure. The average
reported data center PUE is 1.58, meaning that around 37% of the energy consumed is used for things like
data center cooling, lighting and distribution [B6]. Also, it can be noted that while some facilities reuse the
waste heat produced by the servers and other computing equipment, this does not mean their computing is
positive for the environment. Some data center metrics such as Energy Reuse Effectiveness can nonetheless
take this into account.

Life Cycle Assessment is a methodology that uses allocation methods to define adequate environmental
impact estimates [C'7]. In fact, the carbon footprint should account for the entire life cycle of equipment,
including its production and end of life: the fabrication and transportation of servers and chips for instance,
their maintenance and, eventually, their disposal, since all of these steps come with costs to the environment.
This is because they require materials such as rare metals and water, and emit greenhouse gases both
during their physical creation and their transportation to the customer. Life Cycle Assessment usually
allocates part of the COs and other greenhouse gases emitted during the production of equipment to its
usage, e.g. when they are used for running computer programs, since the equipment was partly produced
for this purpose.

Additional activities can also be considered as contributing to the model overhead. They include
upstream tasks such as data collection and processing, concurring tasks such as the engineering efforts
involved in deploying models, and downstream tasks such as the presentation of the work internationally. It
can be noted that ML also has indirect impacts that come with its use in products or services — in that it
induces changes in other processes or even more generally in everyday behaviors, economic structures and
lifestyles — e.g. increased purchases due to recommendation systems, increased mobility with autonomous
vehicles, over-activity of financial markets with high-frequency trading [C8].

However, we recognize that whether all of these are to be considered as part of the carbon footprint of ML
models is, however, up for debate!

2 Offsetting

The concept of carbon offsetting often comes up when discussing the carbon impact of goods and services.
However, its purpose and function is not always clear, so we will elaborate on it below.

What is carbon offsetting?

Carbon offsetting consists of compensating for the greenhouse gas emissions that cannot be avoided by
financing projects that store or reduce an equivalent amount of emissions.

Is offsetting a way to reduce my carbon footprint?

No. To limit global warming, everyone needs to drastically reduce their emissions, not via offsetting, which
consists in repairing damages once they have already been made, but via a direct decrease of emissions, i.e.
by emitting less (see [D12] reference for further information).

When can offsetting be useful?

Offsetting should be a last resort to counteract those emissions that you cannot avoid, for instance when you
need to travel to present your work at a conference, or your commute to your office and back.


https://eehpcwg.llnl.gov/documents/infra/06_energyreuseefficiencymetric.pdf

3 What are the most impactful steps I can take?

As a practitioner (ordered by impact)

Reduce your I/O and redundant computation/data copying/storage: start with smaller
datasets to debug your model, and use shared data storage with members of your team so you don’t
need to have individual copies.

Choose a low-carbon data center: When running models on the cloud, consult a tool like Electricity
Map to choose the least carbon-intensive data center.

Avoid wasted resources: by steering clear of grid search and by reusing or fine-tuning previously
trained models when possible. Also, strive towards designing your training and experimentation to
minimize discarded computing time and resources in case of failure.

Quantify and disclose your emissions: use packages like CodeCarbon, Carbon tracker and Ex-
periment impact tracker, which can be included in your code at runtime or online tools like Green
algorithms and ML CO, Impact that can allow you to estimate your emissions afterwards. In both
cases, share these figures with your community to help establish benchmarks and track progress!

As an institution

Deploy your computation in low-carbon regions when possible.

Provide institutional tools for tracking emissions and enable them by default on your computing
infrastructure

Cap computational usage: for instance at maximum 72 hours per process, in order to reduce wasted
resources.

Carry out awareness campaigns regarding the environmental impact of ML.

Facilitate institutional offsets for those emissions that cannot be avoided, such as commuting and
building construction.
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