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A B S T R A C T

We present an approach based on computer vision and machine learning methods to identify two-phase
flow with complex flow patterns in oscillatory conditions. A visualization experiment bench was designed,
constructed, and used to simulate the actual reciprocating motion of the cooling gallery inside the piston of
low-speed diesel engines. The results of our proposed approach show that the feature vectors extracted from
the optical flow images provides a valuable reference for the velocity vectors in two-phase flow. We show that
it is possible to identify oscillatory two-phase flow videos with respect to Reynolds numbers from 10568 to
31704 using a Bayesian Network classifier, with the best accuracy of 94%. The approach purposed in this paper
can not only be used to present the validating sources for numerical simulation results, but also be widely
applied in the visualization of multiphase flow, which is a key area to be developed on the basic research of
heat transfer systems.
. Introduction

Identification and analysis of complex two-phase flow patterns are
ssential to many engineering domains including chemicals, energy,
nd automobiles that concern gas–liquid or liquid–solid flows, of which
esting, analyzing, and identifying are key factors to understand the
orking mechanism of components and to optimize the structure and
rocess [1,2]. Visualized experiments have been much introduced to
nalyze two-phase flows, however, because the two-phase flow inter-
ace is complex and the flow patterns are turbulent, the limited clarity
aused by experimental conditions degrades the experimental results.
or instance, the pictures obtained in visual experiments often contain
large amount of discrete information, which makes it difficult to

arry out simple description and identification of two-phase flows [3].
ence, in recent years, the application of machine learning methods has

eceived a lot of attention in the experimental research of two-phase
low in different fields [4,5].

In automobile industries, as one of the most important in-cylinder
omponents of internal combustion engines, the piston operates under
he most severe conditions with the highest thermal load, which re-
uires proper thermal controlling methods to maintain its lifetime and
revent fatigue damages. With respect to the study reported by [6],
here are three mainstream methods to cool pistons where the cooling
allery with internal oscillating flow has been recognized as the most

∗ Corresponding author.
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D. Conte).

efficient method for the heat dissipation. Technically, the heat transfer
coefficient inside the cooling gallery is the key factor to analyze the pis-
ton thermal state so the accuracy of its assignment is therefore directly
related to the overall evaluation of the engines’ thermal balance. The
two-phase flow heat exchange process in the cooling gallery definitively
affects the piston thermal state, however, due to the special working
environment of pistons, including high temperature, high strength, and
reciprocating motion, most of the early experimental studies could only
measure the temperature of the piston as a calibration basis, but could
not directly observe the movement of the two-phase flow in the piston.
Hence, many studies have been conducted to investigate the oscillating
flows via numerical simulation and experiments, as well as the studies
presented in [7,8].

The oscillatory two-phase flow patterns and heat transfer enhance-
ments are closely related to various factors, including but not limited
to the size, the shape, the heating state of the container, the surface
tension of the medium, and the shear stress between phase interfaces.
Therefore, it is difficult to construct a common mathematical model
to describe the oscillatory two-phase flow that takes all of the above
variables into account. Actually, Computational Fluid Dynamics (CFD)
approach, which can study fluid flow and heat transfer of the gallery,
has been extensive employed in providing effective assistance for the
evaluation of pistons’ thermal state and structural design, such as the
vailable online 20 September 2021
263-2241/© 2021 The Authors. Published by Elsevier Ltd. Th
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research word presented by [9,10]. Due to the complicated features of
the structure of piston, our previous study presented by [11] shows
that most of the existing methods can only be observed from one
direction, that is, along the line of sight, the depth of field is 10–20 cm;
moreover, the liquid also fluctuates during the movement, which makes
it difficult to achieve a high definition. Thus, it is necessary to make the
visualization equipment reach a large viewing range, high resolution,
and high frame rate at the same time. However, the performance of
existing equipment basically cannot meet all these requirements.

Most of the existing approaches are designed to study the two-
phase flow with sensors, however, when the fluids’ container is moving
constantly in a very large area at high speed, the installation of contact
sensors is no longer secure, and the quality of flow pattern images
would be affected by the oscillation behavior of container, which cause
great difficulties for the analysis of internal flow patterns. Although the
high-speed Particle Image Velocimetry (PIV) technology can be used to
obtain the visualization of the internal field flow in some experiments,
for instance the work reported by [12] and [13], PIV and other accurate
flow field measurement techniques are also difficult to apply to the
experiment presented in this paper due to the experimental design and
model clarity limitations. As well, under the reciprocating motion, a
crowd of droplets accumulates in the oil cavity, which further affects
the visual observation effect. Hence, the flow field therefore has more
random characteristics and poor repeatability that make it difficult
to compare accurately with the simulation results, and it is therefore
necessary to develop new video data analysis methods to conduct an
in-depth analysis of the results of visualization experiments, seeking
for the relationship between motor speed and internal two-phase flow
status, and to provide more stable and reliable verification data for
analysis with the CFD results, effectively by machine learning.

In this paper, we present a video-based machine learning applica-
tion to identify and classify complex oscillatory two-phase flow patterns
in the context of the cooling gallery of internal combustion engines.
In our study, gas–liquid flow is investigated, of which the liquid is a
kind of diesel engine lubricating oil exactly same as the one used in
actual engine and the gas is the air from environment, flowing inside
the gallery accompany with the oil spray. The reported experiment
used the structure, size and stroke of the real piston so that the
Reynolds numbers1 concerned in this paper are in the same range as real

orking conditions. Because the experimental conditions of our study
re close to the real working conditions, the clarity of visualization
esults is actually affected. Therefore, the machine learning methods
re introduced to analyze and classify the captured videos, seeking
or the relationship between Reynolds numbers and internal two-phase
low status, and to provide more stable and reliable verification data
or analysis with the CFD results.

On the other hand, it is precisely because the flow in the cavity
s invisible, the local transient temperature is unable to be measured
n a real engine, verifying the CFD results becomes a critical issue with
xtensive applications of numerical simulation method in analyzing the
scillatory two-phase flow in the cooling gallery. The video taken by
low visualization approach can offer the image to observe the flow
atterns inside the piston gallery. Therefore, it is interesting to develop
he experiments at first, then to simulate the flow in experimental
onditions. By comparing simulation and experimental results, the CFD
pproach can be verified or adjusted accordingly. Only the verified
FD approach can be further applied in analyzing real engine. Based
n image processing and machine learning techniques that makes the
isualization results of oscillatory two-phase flow with complex flow
atterns convinced, the presented method can be summarized as the
ollowing 3 steps.

1 We use the Reynolds number (𝐑𝐞) to generalize and to measure the
two-phase flow patterns within a cooling gallery.
2

(1) Extract two-phase flow patterns from traced optical flow points
of video segments.

(2) Represent two-phase flow patterns as a set of sequences of
discretized offsets on the 2D X/Y axis.

(3) Characterize two-phase flow patterns by feature vectors consist-
ing of n-grams generated from offset sequences.

A video classification process on Reynolds numbers is mentioned in
order to evaluate the effectiveness of generated feature vectors that
identify two-phase flow patterns, of which the mean accuracy is up
to 94%. The proposed method has also been successfully applied to
verify CFD simulation results on the oscillating cooling gallery. Our
experimental evaluation shows that the obtained results could be used
not only to depict the motion trends of flow pattern images but also to
deeply analyze and excavate the visualization results of oscillatory two-
phase flow with complex flow patterns, so that can be widely applied
for visualization research on multiphase flow systems.

The reminder of this paper is organized as follows. Section 2 intro-
duces the industrial background of our research. In Section 3, we detail
our protocol for experiments on identifying two-phase flow patterns.
We present our method in Section 4, which consists of the entire
processing chain that generates two-phase flow pattern descriptors.
Section 5 reports the video classification assessed evaluation and the
CFD verification of our method. Finally, we conclude in Section 6.

2. Background

Current trend in internal combustion engine industry is to increase
the power density of engines, and as one of the most important com-
ponents, the piston suffers a higher thermal load than others. There
exist different ways to cope with the increasing thermal load, in which
the most effective one is to improve the piston cooling ability where
spray cooled, oil jet, and cooling gallery are the most used types. Since
the piston head zone suffers the most thermal loads and is the place
having the highest temperature, the cooling gallery is indeed the most
effective cooling device. Because the oscillated gas–oil flow status in
pistons makes a great influence in the cooling efficiency, it is significant
to investigate the principles of two-phase flow in such devices.

The oscillatory two-phase flow patterns and heat transfer enhance-
ments are closely related to various factors, including but not limited to
the size and the shape of the cavity, the heating state of the container,
the surface tension of the medium, and the shear stress between phase
interfaces. Many research work has been dedicated to use sensors to
study and classify the gas–liquid flow, and most of such work focuses on
using the parameters of two-phase flow as features. For instance, [14]
used the gamma-ray absorption technique to acquire the feature of
the two-phase flow; [15] applied a conductance ring coupled cone
meter to estimate individual flow rate of oil–water two-phase flow;
in most recent studies, a special implementation method of phase-
isolation implemented by [16] and a method based on multi-scale
marginal spectrum entropy proposed by [17] were mentioned to rectify
two-phase flow patterns. All those studies depend on the sensitivity and
accuracy of sensors so the achievement is limited.

The study presented by [18] concerns the two-phase flow gen-
erated by mixing compressed air and water, and identifies the flow
patterns by using the multi-scale marginal spectrum entropy method
to analyze the pressure-difference signal. The results indicate that the
signal recognition method is feasible for the identification of gas–liquid
two-phase flow patterns, and the pressure-difference signal reflects the
characteristics of gas–liquid flow status, therefore signal recognition
method is useful and suited. However, in our study, the gas–liquid flow
is generated by the oscillation of cavity, thus, not only the fluid, but also
the entire cavity is continuously vibrating under particular frequencies.
The changing of pressure signal might be dominated by the oscillatory,
it is difficult to reflect the changing of flow pattern. The main advan-

tages of signal recognition are fast calculating speed and comparatively
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high accuracy. To verify the results of signal recognition, the images or
some other information is required. The signal recognition method is
more suitable for solving mature and classic problems, such as the gas–
liquid flow in channels. On the contrary, the image recognition method
can deal with most visible conditions, but it requires very large amount
of image samples, and spends more time and storage spaces.

The CFD approach is widely applied to two-phase flow analysis,
it has been used conveniently to achieve the temperature distribution
presented by [6], the oil filled ratio presented by [19], and the heat
transfer coefficient presented by [20] in a cooling gallery of the piston
at different crank angles and speeds. It also helps to anticipate the
effects of the geometry and oil supply strategy, such as the work
presented by [21], to offer a critical reference for further optimization
of engine cooling gallery for vehicle application.

Some visualized experiments adopting high-speed camera have been
developed to capture the flow patterns at different oil fill ratio and
different engine speed to directly analyze the heat transfer effects,
for instance the work presented by [22] and by [23]. [11] presented
visualized study of two-phase flow patterns within an open cooling
gallery by using a high-speed camera at various crank angles and
obtained the correlation formula considering the influence of motor
speed, the cavity shape and the material properties to the heat transfer
in the cavity. The period-doubling phenomenon was observed in this
study when the speed was around 400–500 rpm, which demonstrated
the transition from laminar flow to turbulent flow. Meanwhile, the
flow state directly affected the heat transfer capability. It indicates the
classification of two-phase flow status would be significantly valuable
for estimating the intensity of heat dissipation. However, at a high
rotation speed, the oscillatory two-phase flow in such a gallery is
always in a strong turbulent state that prevents accurate analysis of
flow patterns. Compare to previous studies, the cavity structure in our
presented test is more complex, the size is bigger, and the piston stroke
is longer. Under the action of reciprocating motion the oscillatory two-
phase flow in such a gallery (Fig. 2) is always in a strong turbulent state
with different motor speeds, a crowd of droplets accumulates in the oil
cavity, which further affects the visual observation effect. The flow field
therefore has more random characteristics and poor repeatability that
make it difficult to compare accurately with the simulation results. It
is therefore necessary to develop new video data analysis methods to
conduct an in-depth analysis of the results of visualization experiments,
seeking for the relationship between motor speed and internal two-
phase flow status, and to provide more stable and reliable verification
data for analysis with the CFD results, effectively by machine learning.

3. Protocol design

In this section, we detail the design of our experimental protocols,
including the experimental apparatus, the calculation of Reynolds num-
ber, and the learning and evaluation process to identify two-phase flow
patterns.

3.1. Experimental apparatus

We simulate the movement of a piston within a simplified and
transparent model of cooling gallery under motor-driven forced high-
speed oscillations, so that the two-phase flow patterns can be visualized
by a high-speed camera. In our experiments, the design of the apparatus
is shown in Fig. 1, which includes two parts: (a) the experiment console
that could set different motor speeds; and (b) the visualization facility,
in which we use a high-speed camera to get the videos of two-phase
flow patterns in the piston. The cavity made by 3D printing technology
contains a 1:1 model of the cooling gallery in the diesel engine piston
studied in our research, where the cooling medium is continuously
sprayed. Note that the transparency of material used by 3D printing
is not as good as Plexiglass. The high-speed camera employed in this
measurement is Photron Fastcam Mini AX100, which can provide a
3

Fig. 1. Design of experimental apparatus: (1) motor, (2) rigid coupling, (3) fixture, (4)
crank rod, (5) guide rail and sliding block, (6) cavity, (7) flowmeter, (8) oil pump, (9)
nozzle, (10) oil tank, (11) high-speed camera, (12) laser source, (13) collecting pipe,
and (14) collecting can.

resolution of 1024 × 1024 pixels at a maximum speed of 4000 frames
per second (4000 fps). The playback speed of recorded videos is 30 fps
(about 133:1) so we are able to trace the flow patterns.

With such apparatus, we can capture two-phase flow patterns by
the high-speed camera and analyze recorded video clips to characterize
them. Fig. 2 shows a schematic of the crank rod mechanism. The
cavity is driven by the motor to make up and down reciprocating
oscillations due to the connecting with the crank and connecting rod. In
Fig. 2(a); 𝛼 and 𝑟 represent the crankshaft angle and radius respectively.
The designed piston stroke (the distance between the TDC and BDC
positions of the cavity) is 210 mm. With different motor speed, the
oscillation speed of the cavity will change so the liquid oscillates
back and forth with the cavity, which will lead to different results of
the flow state, and will produce different oscillatory two-phase flow
patterns. The oscillatory two-phase flow differs from the tube flow,
and the installation of contact sensors is difficult because they are
strongly influenced by the oscillating behavior. Besides, because of the
oscillation speed is too fast, and it is necessary to clearly capture the
flow patterns when the oscillation occurs, the high-speed camera and
a laser source were set in front of the device, of which the height is set
to the middle of the cavity’s oscillatory movements, and the distance
between the cavity and the camera is 900 mm. The maximum positive
and negative capture angle (𝛼𝑐 in 1) can be therefore calculated by
2 ⋅ tan−1(105∕900), that is, ±6.65◦. The influence imposed to the light
and the shadow at the phase interface by the change of capture angle
is limit.

The piston studied in this paper is employed in a large marine
diesel engine. Unlike gasoline engine, the motor speed of large diesel
engine is comparatively low: the working speed is 150 rpm in low-
speed engine, about 800 rpm in middle-speed, and maximum 1800
rpm in high-speed engine. But even under the low motor speed, the
two-phase flow in gallery is turbulence because of the long moving
distance (210 mm). As shown in Table 1, when the motor speed is 400
rpm, the Reynolds number reaches to 21137. The experimental results
under such turbulent mode can help to validate the models selected
in CFD simulation, such as turbulence model, two-phase flow model,
etc. In order to capture the both status in TDC and BDC, the range in
photography need to cover the whole stroke, which limits the shooting
speed (4000 fps). In further faster motions, the clarity and focus will be
affected directly. Besides, the piston module in this test is big (Fig. 2)
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Fig. 2. (a) The movement of the cavity. (b) The design of the cavity. (c) A photo of the standby cavity.
Table 1
Velocity curves of pistons with respect to motor speed.
𝜔(𝑟𝑝𝑚) 𝑣(𝑚 ⋅ 𝑠−1) 𝑅𝑒

200 2.31 10568
250 2.89 13221
300 3.46 15830
350 4.04 18484
400 4.62 21137
450 5.20 23791
500 5.77 26398
550 6.35 29052
600 6.93 31704

and heavy (about 1.8 kg), faster speed brings serious noise and the risk
of instability. Hence, in our experiments, the oscillation motion starts
to be observed in the cavity while the motor speed reaches 200 rpm, so
we select the minimum speed as 200 rpm; due to the security concerns,
we limit the maximum speed as 600 rpm. Indeed, this setting fits our
studies on marine low-speed diesel engines. In order to obtain enough
sample data and verify the effectiveness of our proposed flow pattern
characterization method, the experimental motor speed gradient is set
at 50 rpm. Hence, totally 9 video clips of 30 fps are recorded in our
experiments, corresponding to the motor speeds at 200 rpm, 250 rpm,
300 rpm, till to 600 rpm, where each clip lasts about 10 min.

3.2. Calculation of Reynolds numbers

The Reynolds number is a dimensionless constant that can clearly
distinguish the patterns and boundary of oscillatory two-phase flow.
Based on the studies by [24], the corresponding expression is

𝑅𝑒 =
𝑣𝐷𝑒𝜌
𝜇

, (1)

where 𝑅𝑒 is a dimensionless Reynolds number of the cavity under
forced oscillation, 𝑣 is the mean oscillating speed of cavity with a
diameter 𝐷𝑒, and 𝜌 and 𝜇 represent the density and viscosity of the
glycerin into the cavity, respectively. The instantaneous oscillation
speed 𝑣 of cavity is defined as

𝑣 = 𝑟𝜔(sin 𝛼 + 𝜆
2
sin 2𝛼), (2)

where 𝜔 is the motor speed, 𝜆 is the connecting rod ratio, and 𝛼 and 𝑟
denote the angle and radius of the crank.

In our experiments, we have 𝜌 = 1260 kg/m3 and 𝜇 = 0.0168 kg/m
s were finally chosen based on the properties of glycerin. Furthermore,
the velocity curves of the piston and Reynolds number were calculated
as shown in Fig. 3 and Table 1 according to Eq. (1) and Eq. (2).
4

Fig. 3. Velocity curves of pistons with respect to motor speed. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

Fig. 4 shows examples of nine different oscillatory two-phase flow
patterns with respect to different Reynolds number during the ex-
periment analyzed in this paper from the videos at various Reynolds
number when the cavity reached the Top Dead Center (TDC). The
quality of the figures was severely affected because the semitransparent
material and complicated structure weakened the light transmission;
the reciprocating motion of the objects requires a large filming range,
which decreases the resolution of the photograph; the splashed droplet
and bubbles in the cavity further influence the observation. Obviously,
the characteristics of a flow field at various Reynolds number is difficult
to identify and classify directly because the images shown in Fig. 4 are
similar and there are no significant visible differences in the two-phase
flow patterns contained in them. However, it is a manual observation
result in the static context (single images) instead of the dynamic pro-
cedure of the two-phase flow. That is why we use video data captured
by high-speed camera to study two-phase flow patterns. Our study and
results described in next sections clearly shows that in the dynamic
context (videos), the machine learning methods can identify complex
two-phase flow patterns, and the mean classification accuracy obtained
in our experiments show that our presented method allows to find the
differences between different flow patterns, which are represented by
different Reynolds numbers.

3.3. Learning and evaluation process

In this paper, we consider that two-phase flow pattern descriptors
can be able to characterized by the features used by video classi-
fication approaches since such features allow to classify video data
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Fig. 4. Analyzed flow patterns under the Reynolds number: (a) 10568, (b) 13221, (c) 15830, (d) 18484, (e) 21137, (f) 23791, (g) 26398, (h) 29052, and (i) 31704. Each image
represents the 185 mm × 25 mm cooling gallery inside the cavity.
and their performance can be effectively evaluated by the accuracy
of classification results. Note that although deep neural networks,
such as, typically, convolutional neural networks (CNN) can accurately
accomplish video classification tasks, the iterations inside the multi-
layer network make it impossible to exploit learned features in other
applications, such as CFD in the context of our research.

The data processing chain of our method is shown in Fig. 5. First, at
the step (1), a captured video clip is converted to a sequence of frames;
then, at the following step (2), according to the method developed
by [25], a set of moving points are extracted by optical flow detection
that represent the movements of phase interfaces; at the step (3), we
represent the traced moving points by consecutive offsets on the 2D
X/Y axis, hence, such offset sequences depict two-phase flow patterns;
finally, we extract classification assessed features as two-phase flow
pattern descriptors at the step (4). Obviously, an offset sequence is a
time series-like sequence of bidimensional numeric values, of which,
however, the form is very different than that of time series, as shown
in Fig. 6, where 4 randomly selected sample offset sequences are plotted
with respect to Reynolds numbers 10568, 21137, and 31704. Therefore,
our problem is different than the time series classification problem
although there exist many efficient methods with respect to a recent
review of [26]. In fact, the two-phase flow pattern characterization
problem studied in this paper is rather close to the feature selection
problem in general sequence classification surveyed by [27], where
the numeric value discretization-based sequential patterns are used as
features, such as in the work of [28] and of [29]. However, the data
model of traditional sequential patterns does not fit our requirements
because of the lack of temporal continuance while defining patterns:
undetermined gaps between the elements in a sequence are allowed,
which make the description of two-phase flow imprecise. Hence, we
finally consider frequent discretized n-grams as two-phase flow pattern
descriptors.

The quality of extracted two-phase flow pattern descriptors is mea-
sured by 𝑁-fold cross validation of video classification as shown in
Fig. 7. Traditionally, each video clip is split to 𝑁 independent segments
without overlap, of which 𝑁 − 1 segments are used as training set and
1 segment is used as testing set for each fold. Flow pattern descriptors
for training and testing the classifier are discretized only based on
training data (that will be detailed in the next section) at the step (1),
then at step (2) we construct per-segment feature vectors so that any
classification methods can be used to evaluate flow pattern descriptors
as at steps (3) and (4).
5

4. Identification of two-phase flow patterns

In this section, we present our approach to two-phase flow pattern
identification, which includes optical flow point extraction, time incre-
ment interval estimation, segmented motion detection, and the offset
vector sequence representation. We finally precise the classification-
assessed method used to validate our two-phase flow pattern identi-
fication approach.

4.1. Optical flow detection

To detect two-phase flow patterns, we use corner points contained
in consecutive sampled frames of each video clip and calculate the
optical flow for each point by using the method of [25], which is a
technique widely used in computer vision. The feature points used in
our approach are therefore corner points detected and tracked in frames
that are the best for estimating the motions in the video.

The corner points are tracking in order to calculate optical flow for
these points. Optical flow is the pattern of apparent motion of image
objects between two consecutive frames caused by the movement of
object or camera, which intuitively reflects the two-phase flow pattern
in our study. An optical flow consists of 𝑋∕𝑌 offset vectors showing
the movement of points from the first sampled frame to the second
(intuitively reflecting the two-phase flow patterns) to which the Lucas–
Kanade method [30,31] is the most widely used one. The Lucas–Kanade
method can provide an estimate of the movement of interesting features
in successive images of a scene, with some implicit assumptions: (1)
two frames are separated by a small time increment 𝛥𝑡 (see Section 3.2
for the estimation), in such a way that objects have not displaced sig-
nificantly; (2) textured objects exhibiting shades of gray which change
smoothly. Assume that the increase of brightness per pixel at position
(𝑥, 𝑦) is respectively 𝐼𝑥(𝑥, 𝑦) and 𝐼𝑦(𝑥, 𝑦) in X/Y directions, the total
increase of brightness after a movement by 𝑢 and 𝑣 pixels respectively
in the X/Y directions can be calculated by

𝐼𝑥(𝑥, 𝑦) ⋅ 𝑢 + 𝐼𝑦(𝑥, 𝑦) ⋅ 𝑣

that matches the local difference in intensity which we call 𝐼𝑡(𝑥, 𝑦), so
that

𝐼𝑥(𝑥, 𝑦) ⋅ 𝑢 + 𝐼𝑦(𝑥, 𝑦) ⋅ 𝑣 = −𝐼𝑡(𝑥, 𝑦).

In global, the goal is to find all those pixels in each frame that
represent a corner, that is, a corner lies on a neighborhood in which
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Fig. 5. Extraction of flow pattern descriptors.
Fig. 6. Sample optical flow points at motor speed (a) 𝑅𝑒 = 10568, (b) 𝑅𝑒 = 21137, and (c) 𝑅𝑒 = 31704. The units of axes are pixel-distance in captured videos.
Fig. 7. Evaluation of flow pattern descriptors.
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edges in several directions appear in the image. Notice that the corners
detected at the this step are suppressed if they are not a local max-
imum neighborhood in terms of intensity value, and those with the
minimal eigenvalue 𝜆𝑚 less than a threshold are also rejected. Given
a corner pixel 𝑝 = (𝑥, 𝑦), its minimal eigenvalue 𝜆𝑚 is computed on the
covariance matrix of derivatives centered on 𝑝, that is,

𝜆𝑚 =
[ ∑

𝑆(𝑝)(𝑑𝐹∕𝑑𝑥)2
∑

𝑆(𝑝) 𝑑𝐹∕𝑑𝑥 ⋅ 𝑑𝐹∕𝑑𝑦
∑

𝑆(𝑝) 𝑑𝐹∕𝑑𝑥 ⋅ 𝑑𝐹∕𝑑𝑦
∑

𝑆(𝑝)(𝑑𝐹∕𝑑𝑦)2

]

,

where 𝑆(𝑝) is the neighborhood of the pixel 𝑝 and function 𝑑𝐹∕𝑑𝑥 is
the derivative of the frame 𝐹 at the point with respect to 𝑥 and to 𝑦. Let
𝜆𝑚𝑎𝑥 the maximum value of 𝜆𝑚 over the whole frame 𝐹 , it is suggested
to retain 10% or 5% of the image pixels that have a 𝜆𝑚 value larger
than a percentage of 𝜆𝑚𝑎𝑥 [31]. The remaining corners are sorted by
the quality measure in the descending order, and finally, the algorithm
removes each corner for which there is a stronger corner at a distance
less than a threshold. In our approach, the percentage is set to 10%.

By default, Lucas–Kanade method takes a 3 × 3 patch around an
identified point (𝑥, 𝑦), so all the 9 points shall have the same motion.
Therefore, we can find (𝑓𝑥, 𝑓𝑦, 𝑓𝑡) for these 9 points (the derivatives
along vertical, horizontal axis and along the intensity dimension) so
the problem becomes solving 9 equations with two unknown variables
which is over-determined, to which a solution is obtained with least
square fit method, that is,
[

𝑢
𝑤

]

=
[ ∑

𝑖 𝑓𝑥𝑖
2 ∑

𝑖 𝑓𝑥𝑖𝑓𝑦𝑖
∑

𝑖 𝑓𝑥𝑖𝑓𝑦𝑖
∑

𝑖 𝑓𝑦𝑖
2

]−1 [−
∑

𝑖 𝑓𝑥𝑖𝑓𝑡𝑖
−
∑

𝑖 𝑓𝑦𝑖𝑓𝑡𝑖

]

,

here (𝑥𝑖, 𝑦𝑖) are points belonging to the neighborhood of (𝑥, 𝑦). The
olution 𝑢 and 𝑤 of the above equation is therefore the optical flow
ector of the point (𝑥, 𝑦), we also call it a offset vector.

For each traced optical flow point, the time-ordered list of all offset
ectors is an offset sequence, so we can represent a video as a set of
ffset sequences.

.2. Time increment interval estimation

In this section, we discuss how to estimate a reasonable time incre-
6

ent interval, denoted by 𝑁 , by establishing the relationship between a
he physical motion duration, denoted by 𝑇 , as well as the total number
f frames, denoted by 𝐹 .

In our visualized experiments, the stroke of the guide rail is 210 mm
nd the shutter speed of our high-speed camera is optimized to 4000 fps
hat the fluid inside the transparent cavity can be clearly photographed
s it moves. With respect to the total number of frames 𝐹 and the phys-
cal motion duration 𝑇 of the video, the interval of each frame is clearly
𝑓 = 𝑇 ∕𝐹 . The velocity of the cooling piston in our experimental
ideo respects multiple sine curves shown in Fig. 3 with respect to our
revious work reported by [11], hence, as long as the values of 0 and of
are known, we can estimate the value of 𝑁 by 𝑁 = 𝑛∕𝑖 = (𝐹∕𝑇 )(1∕𝑖),
here 𝑛 = 1∕𝛥𝑓 and 𝑖 is constant to the extraction of frames at equal

ntervals that can be constrained as follows: based on our previous
nalysis, 𝑁 ⋅𝛥𝑓 shall satisfy 𝛥𝑓 ≤ 𝑁 ⋅𝛥𝑓 ≤ 𝑇 ∕2 so that 2∕𝑇 ≤ 𝑖 ≤ 𝐹∕𝑇 .

According to our experiment setup, the ratio of frame number and
motion duration is about 30 (frames per second), so the value of frame
interval is taken as 𝑁 = (𝐹∕𝑇 )(1∕𝑖) = 30(1∕𝑖), where 𝑖 = 2 (𝑖 = 6 for
segmented motion), is finally selected with considering the mean length
of extracted offset sequences, and therefore, the 𝛥𝑡 mentioned in Lucas–

anade is finally reduced to be every 15 frames (every 5 frames for
egmented motion).

.3. Segmented motion detection

During our visualized experiments, we noticed the existence of
ncomplete flow patterns caused by a plastic pipe (the component 13
hown in Fig. 1) that occasionally adheres to the cavity at the bottom
osition and at the upward stage, shown as Fig. 8, where the red and
lue boxes represent the tube and the cavity respectively. The plastic
ipe shown in the video is scalable, one side is sticked at the outlet of
iston model, and another side is fixed on a collection can to collect the
il through the cavity. Indeed, our experiments confirms the influence
f such block of visibility in flow pattern classification, hence, it is
mportant to reduce such influences. In our approach, we segment
ideo clips into four physical motions including top, downward, bottom,

nd upward with respect to the position of the cavity, and each video
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Fig. 8. Motion segments: (a) top, (b) downward, (c) bottom, and (d) upward.
clips contains several cycles of motions, in order to further prove the
usefulness and the efficiency of our proposed two-phase flow pattern
descriptors: the classification results obtained from different motion
segments must be different (which is confirmed by our experimental
results shown in Section 5).

Let 𝜆𝑡1 and 𝜆𝑡2 be the time points of the physical top position of the
cavity between two consecutive cycles, the motion duration per cycle
𝜎 = 𝜆𝑡2 − 𝜆𝑡1 shall be a constant since the motor speed is fixed. The total
number 𝑘 of cycles contained in a video clip is therefore 𝑘 = 𝐹∕(30𝜎).
Let the physical top and bottom positions of the cavity between two
contiguous cycles be denoted by 𝜆𝑡𝑚, 𝜆𝑡𝑚+1, 𝜆

𝑏
𝑚, and 𝜆𝑏𝑚+1, where 𝑚 ∈ Z

and 1 ≤ 𝑚 < 𝑘, and in considering that the cavity stays at the top
and bottom for a short time 𝛿, the physical motion of a video can be
therefore divided to 4 segments:

𝑇𝑡𝑜𝑝 = [𝜆𝑡𝑚 − 𝛿, 𝜆𝑡𝑚 + 𝛿],

𝑇𝑑𝑜𝑤𝑛𝑤𝑎𝑟𝑑 = [𝜆𝑡𝑚 + 𝛿, 𝜆𝑏𝑚 − 𝛿],

𝑇𝑏𝑜𝑡𝑡𝑜𝑚 = [𝜆𝑏𝑚 − 𝛿, 𝜆𝑏𝑚 + 𝛿],

𝑇𝑢𝑝𝑤𝑎𝑟𝑑 = [𝜆𝑏𝑚 + 𝛿, 𝜆𝑏𝑚+1 − 𝛿].

For instance, before estimating time increment, the video clip of 200
rpm contains 16939 frames, let 𝛿 = 1𝑠, we get respectively 1901, 5391,
1291, and 7819 frames for the above 4 segments without counting
incomplete cycles. Our experiments show that the top and downward
segments can individually characterize the flow patterns in our cooling
gallery model and outperform full length video clips.

4.4. Offset vector representation

Assume that a video clip 𝑃 contains 𝑛 traced points of which the
movement reflects the gas–liquid border, each point 𝑝𝑖 (1 ≤ 𝑖 ≤ 𝑛)
characterizes 𝑃 , denoted as 𝑝𝑖 ⊧ 𝑃 . Then, the movement of a point 𝑝 is
identified as an ordered list of offsets (𝑥, 𝑦) of contiguous values, that is,
an offset sequence. An offset sequence depicts a two-phase flow pattern.
Since a video clip can contain multiple two-phase flow patterns, in this
context, a video clip can be considered as a set of offset sequences.
Therefore, to characterize the two-phase flow patterns appearing in a
video clip is indeed to feature a set of offset sequences.

The contiguous values contained in offset sequences prevents the
collection of common values, which is a necessity of featuring offset
sequences. A general way to discretize numerical vector attributes
(i.e. the offset vectors) is to use a clustering method to generate
symbolic attributes with respect to predefined constraints (for instance,
as 𝑘-means, the number of attributes) so that a limited number of
feature attributes can cover all contiguous values.

We shown in Fig. 9 a comparison between different clustering
7

methods with respect to the clusters generated from all offset vectors
gathered from a training video at the motor speed 200 rpm, of which
the Reynolds number 𝑅𝑒 = 10568. Fig. 9(a) shows the spatial distri-
bution of all offset vectors; Fig. 9(b), (c), and (d) respectively show
the clusters generated by the 𝑘-means method with 𝑘 = 100, by the
agglomerative method that stops at 100 clusters, and by the DBSCAN
method developed by [32] with 𝜖 = 0.157 and 𝑀𝐼𝑁 = 2. In fact,
the tuning of parameters does not make the application of DBSCAN
in our problem. We have tested different parameters of DBSCAN, no
meaningful clusters can be generated. The reason is clear: the difference
between the central density and the peripheral density is too large. We
have also applied DBSCAN to central regions, however, the distribution
of offset vectors’ values is almost uniformed in this region, as shown in
Fig. 9(a). We note that 𝑘-means and agglomerative methods discretize
offset vectors in a representative way however the resulting clusters
obtained by the DBSCAN method are not applicable to our approach.

There is no definitive difference between the results obtained by
𝑘-means and Agglomerative methods, hence, we have finally adopted
𝑘-means to convert offset vectors to 𝑘 discretized offset attributes
because of its simplicity and wide usage. Although the selection of
the 𝑘 value is essential to 𝑘-means, we show (in Section 5) that each
𝑘 value in a particular range performs as well as each others, and a
reasonable range of 𝑘 values is enough to ensure the representability of
feature attributes. By such a 𝑘-means based conversion makes an offset
sequence discretized to symbolic sequence, where common features can
be extracted.

As described in the precedent section, the contiguous movements of
two-phase flows are much interesting than a frequent set or a frequent
subsequence of all discretized offset vectors, which are very probably
discontinued movements. We therefore propose a very simple 𝑛-gram
based encoding of feature vectors that ensures the effectiveness of our
method by keeping the efficiency (the counting of 𝑛-gram can be done
in linear time by 𝑛 position pointers): given a set 𝑆 of discretized offset
sequences that represents a set 𝑃 of two-phase flow patterns (i.e. a
video), each feature is the frequency of a 𝑛-gram 𝑔 present in a sequence
𝑠 ∈ 𝑆, where 𝑔 is a 𝑛-gram that exists in any (at least one) sequence in
the set 𝑆.

4.5. Reynolds number classification in video data

According to the above statement, we are two parameters to setup
in order to find the best feature vectors to two-phase flow patterns: the
𝑘 value for 𝑘-means and the 𝑛 value for 𝑛-gram. The above task can be
resolved by video classification processes.

In our approach, each video clip corresponds to a Reynolds number,
that is, a particular class of two-phase flow patterns. Since a set of two-

𝑛
phase flow patterns 𝑃 → 𝐶 can be represented as a set 𝑆𝑘 of discretized
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Fig. 9. (a) All offset vectors. (b) The clusters generated by the 𝑘-means method (𝑘 = 100). (c) The clusters generated by the Agglomerative method (𝑐 = 100). (d) Clusters generated
by the DBSCAN method (𝜖 = 0.157 and 𝑀𝐼𝑁 = 2). The units of axes are pixel-distance in captured videos. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
offset sequences (where 𝑘 and 𝑛 are the parameters of 𝑘-means and of
𝑛-gram), denoted as 𝑆𝑛

𝑘 ⊧ 𝑃 → 𝐶, and since 𝑃 → 𝐶 is a subjective
mapping, we have 𝑆𝑛

𝑘 ⊧ 𝐶, that is, the ensemble of all moving points
identifies the class 𝐶 of two-phase flow patterns 𝑃 . Let  be a set of
two-phase flow patterns represented as video clips and  be a set of
classes, each video clip 𝑃𝑖 ∈  is assigned to a class 𝐶𝑖 ∈ , our goal
is to learn a factor 𝑓 (𝑘, 𝑛) ∶ 𝑆 → 𝐶 where 𝑆𝑛

𝑘 ⊧ 𝑃 , where 𝑆𝑛
𝑘 ⊧ 𝑃 . The

problem mentioned in this paper can be therefore described as: learn a
best factor 𝑓 (𝑘, 𝑛) ∶ 𝑛

𝑘 → , where 𝑛
𝑘 = {𝑆𝑛

𝑘 ⊧ 𝑃 ∣ 𝑃 ∈ }.
We propose a simple strategy to classify offset sequence set repre-

sented video data. Let  be the set of all classes, 𝑆𝑛
𝑘 be a sequence set

with respect to the two parameters 𝑘 and 𝑛, ℎ be a classifier such that
for each sequence 𝑠 ∈ 𝑆𝑛

𝑘 , ℎ(𝑠) = 𝐶 where 𝐶 ∈  is a class. Given a
classifier ℎ, we define the sequence-level score of a class 𝐶 with respect to
a sequence set 𝑆𝑛

𝑘 , denoted by 𝜎ℎ(𝐶, 𝑆𝑛
𝑘), as the number of all sequences

𝑠 ∈ 𝑆𝑛
𝑘 classified to 𝐶, that is,

𝜎ℎ(𝐶, 𝑆𝑛
𝑘) =

|{𝑠 ∈ 𝑆𝑛
𝑘 ∣ ℎ(𝑠) = 𝐶}|
|𝑆𝑛

𝑘 |
× 100.

A class 𝐶 is called the dominant class of a sequence set 𝑆𝑛
𝑘 with

respect to a classifier ℎ if for all other classes 𝐶 ′ ∈  we have
8

𝜎ℎ(𝐶, 𝑆𝑛
𝑘) > 𝜎ℎ(𝐶 ′, 𝑆𝑛

𝑘); otherwise we say that there is no dominant
class so the sequence set 𝑆𝑛

𝑘 cannot be classified by the classifier ℎ.
Within the typical context of classification, a score is a sequence-level
accuracy of a class, which can be calculated from the confusion matrix,
and the computational task is to find the best pairwise (𝑘, 𝑛) values that
maximizes the number of correctly classified videos.

The principal idea of the classification is to validate the features
that we extracted from video data that characterize two-phase flow
patterns. Although there exist many classifiers, we consider that proba-
bilistic classifiers, such as the Bayesian Network (BN) classifier, shall be
suitable to classify offset sequence represented two-phase flow patterns
since there are spatial–temporal correlations raised by the character-
istics of two-phase flow between a large number of selected features
within the offset sequences.

Briefly, the Bayesian Network is a probabilistic graphical model
that encodes the probabilistic relationships among the variables of
interest. It is a natural way to express causal information and to
discover hidden patterns from data. The Bayesian Network avoids using
joint probability to reason directly, but uses independent relationship
between variables to decompose joint distribution. Bayesian Network
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Fig. 10. Oscillatory two-phase flow patterns when 𝑅𝑒 = 15830 with respect to the angle of crank at (a) 0◦, (b) 90◦, (c) 180◦, (d) 270◦, and (e) 360◦. Each image represents the
185 mm × 25 mm cooling gallery inside the cavity. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
can analyze the dependence between features qualitatively and quan-
titatively, and then establish the network structure for probability
reasoning. A Bayesian Network consists of two parts: network structure
and parameter structure. The network structure is a directed acyclic
graph, in which the nodes represent random variables, and the edges
between nodes represent the dependence between variables; the param-
eter structure refers to the local probability dependence, and each node
has a probability distribution. In brief, a Bayesian Network is learned
to determine a network model that could best represent the dependent
relationships of the variables in the data. In our approach, each variable
treated by the Bayesian Network is a 𝑛-gram, so the dependency among
𝑛-grams can be handled.

On the other hand, the large number of features compose a high-
dimensional search space, in which the performance of other classifiers
such as the Support Vector Machine (SVM) classifier or the Decision
Trees (DT) classifier might be very limited. Our experimental results
have confirmed this selection of classifier. Although recent work [33]
shows that deep learning on video data can also classify two-phase flow
patterns, however the iterations inside the multilayer network make it
impossible to exploit learned features in other applications, such as CFD
in the context of our research.

5. Experimental evaluation

In this section, we report our experimental results on the visualiza-
tion experiments, on the Reynolds number classification, and on the
comparison with CFD results.

5.1. Visualization experiments

To record videos, we first turn on the motor, then start the shooting
at the speed of 4000 fps. In detail, we observe the flowing condition,
when the oil flow through gallery is continuous, we start recording
the video. Each recording lasts for about 4.5 s, which includes about
45 periods at 600 rpm and about 15 periods at 200 rpm condition.
Each playback video lasts for about 10 min at the speed of 30 fps. The
oscillatory two-phase flow patterns captured by the high-speed camera
under a complete cycle present complex and changeable turbulent flow
states.
9

Fig. 10 shows that a large number of droplets and bubbles interfere
with observation, as shown by the red arrow. Indeed, the entire appear-
ance is vague and difficult to identify, which was also noted in some
previous studies, presented by [23] and by [22], that abandoned the
circular structure and adopted a straight structure cavity for visualiza-
tion research to obtain clear images. However, as the Reynolds number
increases, the image quality decreases significantly. One inevitable rea-
son is that the cavity in the piston is circular, which would affect light
refraction; in addition, the cavity’s maximum relative velocity reaches
4.37 m/s when the calculated Reynolds number is about 20,000, and
the splashed droplets and transient bubbles further damage the picture
quality. Therefore, it is not easy to identify flow patterns directly via
such pictures, and, nevertheless, the motion of the gas–liquid interface
can be distinguished by observation at various angles. Considering that
the optical flow algorithm has good flow feature extraction effect in
the field of flow visualization, such as the work presented by [34] and
by [35], it can be considered that the algorithm can be applied to the
oscillatory two-phase flow pattern of continuous frames to generate
offset vector.

5.2. Reynolds number classification

5.2.1. Overview
To make this paper less complex, we only report the results of BN

and SVM. All classification tasks have been done by the BayesNet (the
BN classifier) and SMO (the SVM classifier with Sequential Minimal Op-
timization, using polynomial kernel) classifiers under Weka 3.9.3 with
default parameters. The results of the DT classifier is very similar to
the results of the SVM classifier. The results shown in our experimental
evaluation are average values obtained by 5-fold of cross validation
where the discretization of offset sequences is strictly independent
between training sets and test sets.

Each video clip is first convert to a sequence of frames so that
the optical flow detection method can be applied to extract offset
sequences, and a Round Robin mechanism is used to distribute all
offset sequences extracted from all video clips to 5 independent datasets
without overlaps. Then, for each fold, we apply the 𝑘-means method
only to each training set to generate symbolic offset attributes and then
all offset vectors in each pair of training and test sets are converted

to the nearest symbolic offsets, so all test sets are absolutely excluded
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Fig. 11. Reynolds number classification mean sequence-level score (Y axes) and 𝑘 values (number of features, X axes). (a) Top segments. (b) Bottom segments. (c) Upward
egments. (d) Downward segments.
able 2
tatistical information of full cycle segments (𝑓 ), top segments (𝑡), downward segments (𝑑), bottom segments (𝑏), and upward segments (𝑢) with respect to the Reynolds numbers.

The mean values of Test sets and Train sets are respectively listed.
𝑅𝑒 |𝑆|𝑓 ||𝑆||𝑓 |𝑠|𝑓 |𝑆|𝑡 ||𝑆||𝑡 |𝑠|𝑡 |𝑆|𝑑 ||𝑆||𝑑 |𝑠|𝑑 |𝑆|𝑏 ||𝑆||𝑏 |𝑠|𝑏 |𝑆|𝑢 ||𝑆||𝑢 |𝑠|𝑢
10568 1028 64154 62 382 22920 60 1158 69480 60 78 4692 60 896 48436 54
13221 355 20864 58 133 6558 49 492 25950 52 148 3724 25 589 30476 51
15830 556 40084 72 311 18191 58 560 30800 55 182 11843 65 630 41774 66
18484 494 32437 65 198 12276 62 744 46128 62 187 11619 62 654 40548 62
21137 469 35685 76 134 7877 58 340 16866 49 87 6333 72 612 39154 63
23791 285 19907 69 127 8340 65 366 21152 57 78 4172 53 328 21561 65
26398 426 36783 86 264 25872 98 537 52626 98 233 22373 96 506 49278 97
29052 386 31563 81 177 10975 62 303 14055 46 107 8377 78 398 33693 84
31704 377 31337 83 178 11228 63 376 22694 60 128 9365 73 424 35612 83

TRAIN 2857 221933 77 1232 84014 68 3051 196336 64 796 54961 69 3498 255081 72
TEST 720 55954 77 312 21347 68 769 49526 64 206 14312 69 878 64154 73
from the training process. Table 2 lists basic statistical information
about all sequence sets, where we denote |𝑆| the number of sequences,
‖𝑆‖ the number of distinct discretized offsets, |𝑠| the mean number
of discretized offsets per sequence. We use {𝑓, 𝑡, 𝑑, 𝑏, 𝑢} to identify
different segmented motions, 𝑓 represents the full-cycle segments; 𝑡,
𝑑, 𝑏, and 𝑢 represent respectively top, downward, bottom, and upward
segments.

5.2.2. Parameter estimation for 𝑘-means
A fixed 𝑘 value is necessary to evaluate the performance of our

approach to two-phase flow identification by classification method,
since this 𝑘 value must be applied to both training data and test data.
Fig. 11 shows the performances of the BN classifier with unigram
represented segmented motions to determine the best 𝑘 values of the
𝑘-means method, where the results of the SVM classifier is shown as
a reference. Each unigram is the centroid of one of the 𝑘 clusters
of offset vectors extracted from the offset sequences that represent
10

concerned two-phase flow patterns. All these data show a comparison
between mean sequence-level score of Reynolds number classification
with different 𝑘 values, where 𝑘 = 80 and 𝑘 = 160 are two interesting
ones. In the curves, we see that there are much more dots in the range
0 < 𝑘 < 200 than the range 𝑘 > 200, indeed the dichotomy is used to
avoid test every possible 𝑘 value. The curves also show that the range
of 𝑘 values does make the impact, but the sequence-level scores do not
depend on individual 𝑘 values. Besides, the results from the bottom (b)
and upward segments (c) confirm the influence of the pipe, and so that
the results from full cycle segments are affected, shown in Fig. 12.

Table 3 shows the best 𝑘 values (number of features) for video-
level Reynolds number (from 10568 to 31704) classification accuracy
with respect to each segment. In top and downward segments, all the
9 Reynolds numbers are correctly identified and the best score is 100%
however the worst one is 15.38% (upward segment of 𝑅𝑒 = 23791).
Although the plastic pipe does not appear in all clips of bottom and up-
ward segments, the exceptionally high number of features corroborated

the instability of flow identification caused by this pipe.
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Table 3
Best 𝑘 values (Features) of video-level classification accuracy of Reynolds numbers from 10568 to 31704 with unigram model and the BN classifier. The values in bold are the
best ones in the column.

Segment Features Accuracy 10568 13221 15830 18484 21137 23791 26398 29052 31704 Mean

Full 400 8/9 97.70 94.37 51.72 73.56 37.93 63.16 64.71 62.34 21.33 63.07
Top 180 9/9 100.00 80.77 92.31 100.00 61.54 44.00 97.44 51.43 40.00 77.97
Downward 70 9/9 96.91 70.10 98.97 100.00 73.53 36.99 100.00 48.33 90.67 82.54
Bottom 2000 7/9 66.67 100.00 50.00 100.00 94.12 20.00 73.08 23.81 32.00 60.12
Upward 400 8/9 73.15 91.67 71.30 100.00 55.56 15.38 97.03 51.90 64.29 73.03
Fig. 12. Reynolds number classification mean sequence-level score (Y axis) and 𝑘
values (number of features, X axis) in full-cycle segments.

5.2.3. Bigram and frequent multi-gram based evaluation
Based on the above results, we tested bigram and frequent multi-

gram based models by two fixed 𝑘 values, 80 and 160, where 𝑘 =
80 is the best trade-off value on balancing features/accuracy in all
segments and 𝑘 = 160 is a reference value. Not surprising, the results
obtained by 𝑘 = 160 are much worse than the results obtained by
𝑘 = 80, so it makes no sense to further detail the case while 𝑘 = 160.
Nevertheless, we report the results of the SVM classifier in order to
enrich the performance of probabilistic models (i.e, Bayesian Network
in our research) in two-phase flow identification. The comparative
results are shown in Tables 4 and 5.

The number of 𝑛-grams generated from 𝑁 variables is 𝑁𝑛. Let 𝑘 =
80, then 801 unigrams, 802 = 6400 bigrams, 803 = 512000 trigrams, etc.
can be generated. It is clear that the number of multi-grams cannot
be handled while 𝑛 ≥ 3, so we apply a frequency filter 𝑓 to reduce
the number of features, that is, only the multi-grams whose frequency
in the data is superior or equal 𝑓 , called 𝑓 -frequent multi-grams, are
kept as features. The 𝑓 -frequent 𝑛-gram based models are generated
by frequency 𝑓 ∈ {2, 3, 4, 5} and 𝑛 ∈ {2, 3, 4, 5, 6} where 𝑛 stands for
𝑛-gram. In Tables 4 and 5, 𝑓 and 𝑛 are presented as explosion values
𝑓∕𝑛, for instance, 122592∕6 denotes that 12259 features obtained by
𝑓 = 2 and 𝑛 = 6. We did not apply the frequency filter to bigram, the
number of features based on bigrams are varied because not all bigrams
appear in the data. The comparative results show that bi-gram and
frequent multi-gram based features improves the final results. In terms
of video-level, the mean accuracy of Reynolds numbers classification
of all models and segments reaches 89.9% and 94.4% if we exclude
the evidently disturbed bottom segments; on sequence-level score of
Reynolds numbers classification, our best mean accuracy of all models
reaches 81.17% in downward segments (there are common patterns in
different Reynolds numbers).

5.3. Comparison with CFD results

The comparison results of the oscillatory two-phase flow patterns
acquired by our method and the velocity vectors simulated by CFD are
shown in this section.

In this study, the numerical simulations were conducted using the
11

commercial software ANSYS FLUENT 19.0 combined with user defined
functions (UDFs) as the main solver. The CFD simulation method used
in this study draws on the results of the method used by [23]. The initial
boundary conditions set in this paper are described as the following:
the injection hole is the flow inlet boundary condition; the flow rate is
0.025 kg/s; the bottom is the pressure outlet and the surface pressure
is 0 Pa. Besides, the turbulence model used SST 𝑘-𝜔, and the two-
phase flow model used VOF. Mixed grids were generated in the model,
the total number of the grid elements was 1.86 million after the grid
independence analysis. The transient calculation was adopted and the
time step was set as the same as the moving time of 0.5◦ crankshaft
angle.

Figs. 13, 14, and 15 show representative comparison results be-
tween the optical flow and CFD at different Reynolds numbers when
the cavity at the top dead center (TDC) or the bottom dead center
(BDC) positions. Although some differences can be seen between the
gas–liquid interface of the images and the volume fraction interface of
the CFD results, the vectors obtained by combining images with the
optical flow method and compared with velocity vectors by CFD can
further support the reliability of the simulation results. The results show
that the vortices in the flow patterns (a, red box areas) can be displayed
accurately according to the optical flow image (c, yellow box areas)
processed by the optical flow algorithm. At the same time, the results of
CFD simulation are compared with respect to the flow rules calculated
in the corresponding regions (b, black box areas; d, orange box areas),
which indicate that the results have a good fitting effect in reflecting
the trend in motion of oscillatory two-phase flow patterns.

On the other hand, as we see in these figures, (a) and (b) show
the photo and computational volume fraction. In many gas–liquid two-
phase flow cases, the gas–liquid interface is very clear in the photo,
therefore the simulation can be directly verified by comparing the
photo and volume fraction. But in present study, the flow is strong
chaotic in a moving part, with the interference of droplets and bubbles,
the interface is unclear and difficult to be recognized. The images taken
by camera show limited similarity with the computational volume
fraction, as exhibited in (a) and (b). Then, we explore the method
by comparing the optical flow vectors and simulated velocity vectors
of liquid phase, which show better consistence. This phenomenon
indicates that the optical flow can partially reflect the dominant moving
trends of liquid, but the whole vector diagram is affected by a few
factors such as the angle of light source, the reflection of bubble, etc.

6. Conclusion

Visualized experiments have been used for many years as an effec-
tive approach to explore two-phase flow that can produce immediate
pictures to validate the results of numerical simulation. Normally, the
interface between the two phases could be clearly observed in most
flow conditions. However, in oscillatory two-phase flow, the cavity
moved at high speed with splashed and bubbled internal flow, so
the flow patterns cannot be directly identified and classified. This
paper discusses the application of computer vision and machine learn-
ing methods in a visualized study of oscillatory two-phase flow with
complex flow patterns. The results of the oscillatory two-phase flow
patterns with nine Reynolds number were considered. We conclude
that:
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Table 4
Comparison of video-level Reynolds number (10568 to 31704) classification accuracy and sequence-level score w.r.t. unigram/bigram/multi-gram (UG/BG/MG) models and BN
classifier, where 𝑘 = 80. The values in bold are the best ones in the column.

Segment Features Accuracy 10568 13221 15830 18484 21137 23791 26398 29052 31704 Mean

UG𝑓 80 8/9 85.06 88.73 42.53 58.62 39.08 50.88 52.94 45.45 14.67 56.72
BG𝑓 5130 8/9 95.40 97.18 50.57 73.56 34.48 50.88 62.35 64.94 22.67 61.37
MG𝑓 4335∕3 8/9 95.40 94.37 52.87 78.16 34.48 63.16 62.35 61.04 21.33 62.87

UG𝑡 80 9/9 92.31 80.77 84.62 92.31 61.54 36.00 94.87 60.00 40.00 69.91
BG𝑡 4097 7/9 97.44 73.08 84.62 89.74 30.77 48.00 89.74 54.29 37.14 69.94
MG𝑡 6323∕2 9/9 97.44 80.77 89.74 92.31 53.85 48.00 100.00 57.14 62.86 77.53

UG𝑑 80 9/9 96.91 65.98 97.94 100.00 63.24 35.62 100.00 53.33 92.00 81.75
BG𝑑 4133 9/9 97.94 69.07 93.81 98.97 72.06 30.14 94.85 56.67 81.33 79.82
MG𝑑 8273∕2 9/9 100.00 72.16 93.81 100.00 67.65 32.88 96.91 56.67 88.00 81.94

UG𝑏 80 4/9 40.00 57.69 3.85 19.23 5.88 0.00 38.46 42.86 28.00 31.29
BG𝑏 3980 6/9 80.00 73.08 50.00 88.46 23.53 6.67 76.92 71.43 16.00 53.44
MG𝑏 8913∕3 8/9 66.67 69.23 61.54 84.62 29.41 53.33 88.46 61.90 28.00 60.40

UG𝑢 80 8/9 73.15 94.44 67.59 98.15 53.70 20.00 96.04 46.84 66.67 71.05
BG𝑢 4956 9/9 72.22 95.37 68.52 99.07 54.63 29.23 94.06 54.43 66.67 73.90
MG𝑢 17643∕3 9/9 75.00 92.59 67.59 100.00 55.56 30.77 96.04 50.63 69.05 74.06
Table 5
Comparison of video-level Reynolds number (10568 to 31704) classification accuracy and sequence-level score w.r.t. unigram/bigram/multi-gram (UG/BG/MG) models and SVM
classifier, where 𝑘 = 80. The values in bold are the best ones in the column.

Segment Features Accuracy 10568 13221 15830 18484 21137 23791 26398 29052 31704 Mean

UG𝑓 80 2/9 59.77 28.17 14.94 14.94 20.69 8.77 38.82 14.29 16.00 24.69
BG𝑓 5130 5/9 41.38 32.39 18.39 14.94 21.84 15.79 22.35 20.78 9.33 22.84
MG𝑓 4335∕3 8/9 25.53 31.03 39.44 17.24 24.14 22.99 22.81 32.94 28.57 22.67

UG𝑡 80 5/9 61.54 15.38 46.15 41.03 15.38 0.00 56.41 40.00 20.00 36.21
BG𝑡 4097 4/9 58.97 30.77 46.15 10.26 15.38 24.00 64.10 20.00 17.14 35.56
MG𝑡 48712∕4 6/9 40.36 53.85 38.46 53.85 38.46 19.23 24.00 69.23 37.14 20.00

UG𝑑 80 6/9 40.21 63.92 43.30 27.84 26.47 0.00 50.52 5.00 6.67 33.90
BG𝑑 4133 8/9 36.08 59.79 44.33 48.45 42.65 21.92 59.79 20.00 24.00 39.19
MG𝑑 122592∕6 7/9 49.48 60.82 50.52 53.61 39.71 16.44 71.13 11.67 22.67 45.99

UG𝑏 80 3/9 6.67 50.00 46.15 15.38 5.88 26.67 23.08 23.81 20.00 26.16
BG𝑏 3980 5/9 13.33 46.15 65.38 23.08 11.76 6.67 38.46 33.33 44.00 30.47
MG𝑏 14163∕6 7/9 37.32 40.00 26.92 73.08 38.46 29.41 20.00 50.00 33.33 32.00

UG𝑢 80 3/9 26.85 62.04 12.04 21.30 14.81 9.23 46.53 18.99 35.71 29.18
BG𝑢 4956 8/9 28.70 62.04 18.52 32.41 24.07 24.62 43.56 32.91 33.33 32.09
MG𝑢 94592∕6 7/9 37.96 50.93 36.11 32.41 29.63 21.54 57.43 31.65 40.48 37.94
Fig. 13. Comparison of contrast area at TDC position for optical flow images (c, yellow box areas) with volume fraction (b, black box areas) and liquid-phase velocity vectors (d,
orange box areas) by CFD results at 𝑅𝑒 = 10568 (a, red box areas).
(1) Computer vision and machine learning methods were innova-
tively applied to oscillating two-phase flow pattern identification
12
in providing more valuable analysis for visualization experiment
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Fig. 14. Comparison of contrast area at BDC position for optical flow images (c, yellow box areas) with volume fraction (b, black box areas) and liquid-phase velocity vectors (d,
orange box areas) by CFD results at 𝑅𝑒 = 21137 (a, red box areas).
Fig. 15. Comparison of contrast area at BDC position for optical flow images (c, yellow box areas) with volume fraction (b, black box areas) and liquid-phase velocity vectors (d,
orange box areas) by CFD results at 𝑅𝑒 = 31704 (a, red box areas).
results. Our classification assessed experimental results showed
the performance of the presented work.

(2) This presented work can help to obtain a clearer motion trend
of oscillatory two-phase flow and provide verification for CFD
simulation. The vectors obtained by combining images with the
optical flow method could be taken as a reference to compare
with the velocity vectors from the numerical simulation.

(3) It was found that it is possible to classify, with the mean accu-
racy of 94%, oscillatory two-phase flow patterns with Reynolds
number from 10568 to 31704 using Bayesian network, which
confirms the usefulness of a combination of visualization exper-
imental results with machine learning methods.

The method provides a new strategy for non-contact two-phase flow
field detection and can deeply analyze and excavate the visualization
results of the oscillatory two-phase flow with complex flow patterns
with high reliability and application value. The introduced research
method can be widely applied in the visualization of multiphase flow
13
which is a key area to be developed on the basic research of heat trans-
fer systems. In our future work, we are interested in understanding and
predicting complex two-phase flow patterns by probabilistic models.
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