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Abstract 

Previous studies have shown that the human visual system can detect a face and elicit a saccadic 

eye movement toward it very efficiently compared to other categories of visual stimuli. In the 

first experiment, we tested the influence of facial expressions on fast face detection using a 

saccadic choice task. Face-vehicle pairs were simultaneously presented and participants were 

asked to saccade toward the target (the face or the vehicle). We observed that saccades toward 

faces were initiated faster, and more often in the correct direction, than saccades toward 

vehicles, regardless of the facial expressions (happy, fearful, or neutral). We also observed that 

saccade endpoints on face images were lower when the face was happy and higher when it was 

neutral. In the second experiment, we explicitly tested the detection of facial expressions. We 

used a saccadic choice task with emotional-neutral pairs of faces and participants were asked 

to saccade toward the emotional (happy or fearful) or the neutral face. Participants were faster 

when they were asked to saccade toward the emotional face. They also made fewer errors, 

especially when the emotional face was happy. Using computational modeling, we showed that 

this happy face advantage can, at least partly, be explained by perceptual factors. Also, saccade 

endpoints were lower when the target was happy than when it was fearful. Overall, we suggest 

that there is no automatic prioritization of emotional faces, at least for saccades with short 

latencies, but that salient local face features can automatically attract attention. 

 

Keywords: Emotional facial expressions; Eye movements; Saccade programming; Neural 

computation; Time course. 
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1. Introduction 

 

 The human visual system is extremely efficient in the rapid, preferential detection of 

socially relevant stimuli such as faces. In particular, eye-tracking data have shown that when 

presented in visual scenes, faces immediately attract the gaze of observers, who then spend 

most of the exploration time looking at them (Cerf et al., 2009; Coutrot & Guyader, 2014; 

Foulsham et al., 2010; Marat et al., 2009). Furthermore, saccades toward individual faces can 

be made continuously, at rates up to 6 faces/second (Martin et al., 2018). Moreover, when 

presented along with a distractor image (e.g., a vehicle), face stimuli can be detected and elicit 

a saccade toward them very rapidly, while more time is needed for other objects (Crouzet et al., 

2010; Guyader et al., 2017; Kauffmann et al., 2019).  

 This last result has been highlighted in saccadic choice tasks, where saccades are used 

as behavioral responses. In such tasks, two images from different categories (e.g., a face and a 

vehicle) are displayed on the screen and participants are asked to make a saccade as fast as 

possible toward the image that contains the target category (i.e., the face or the vehicle). Such 

tasks have revealed that saccades toward faces can be reliably elicited in only 100 ms (Crouzet 

et al., 2010) and, overall, suggest that faces can attract the gaze very rapidly. This bias for faces 

during the saccadic choice task has been replicated across many studies and is robust to stimulus 

manipulations such as grayscaling, thumbnail and phase scrambling or spatial frequency 

filtering (Boucart et al., 2016, Guyader et al., 2017, Honey et al., 2008, Crouzet et al., 2011, 

Kauffmann et al., 2021). Furthermore, it persists even if faces are opposed to distractors sharing 

a similar shape, degree of animacy or structural homogeneity (Boucart et al., 2016, Kauffmann 

et al., 2021). In everyday life, humans are well accustomed to transmitting and decoding 

emotional information from faces by means of facial expressions used for social 

communication. The brain has consequently developed a number of specific and complex 

mechanisms, which are as yet not fully understood, to process emotionally relevant information 

from faces (for a review, see Adolphs, 2003). While face stimuli can guide attention very 

efficiently, it seems appropriate to ask how this can be modulated through facial expressions. 

 In fact, facial expressions are characterized by both a specific physical facial 

configuration and an emotion they are assumed to convey (Calvo & Nummenmaa, 2015). 

Generally, emotional stimuli have been found to be processed more efficiently than neutral 

ones. For example, an emotional object is more likely to be fixated first than a neutral object 

(Humphrey et al., 2012; Niu et al., 2012). Also, many studies suggest that humans have evolved 
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to preferentially orient their attention toward threatening stimuli. At the behavioral level, angry 

faces seem to be particularly well detected when presented among matrices of other expressions 

in visual search tasks (Fox & Damjanovic, 2006; Öhman et al., 2001; Schubö et al., 2006; 

Tipples et al., 2002; for a review, see Frischen et al., 2008). Also, neurophysiological data 

suggest that this attentional modulation is associated with activations in the limbic system, 

including the amygdala. In fact, classical models of emotional processes in the brain suppose 

that threat-related stimuli, in this case fearful faces in particular, can be detected very rapidly 

through a subcortical pathway involving the superior colliculus, the pulvinar, and the amygdala. 

This pathway is thought to be magnocellular and to transmit coarse information in parallel to 

the finer and slower cortical processing (LeDoux, 2000; Morris, 1998; Öhman, 2005; Tamietto 

& de Gelder, 2010). This idea is supported by intracranial EEG recording in the amygdala 

showing activations as early as 74ms for coarse fearful faces (Méndez-Bértolo et al., 2016).  

However, the existence of such a pathway as well as its involvement in the detection of 

facial expressions remain a matter of debate, and it is possible that the subcortical route operates 

for faces irrespective of emotions (Fitzgerald et al., 2006; Garvert et al., 2014; Johnson, 2005; 

McFadyen et al., 2017). Also, other behavioral studies, especially those using non-schematic 

faces, have found no prioritization of threatening faces (Becker et al., 2011; Calvo & Marrero, 

2009; Calvo & Nummenmaa, 2011; Hunt et al., 2007; Lipp et al., 2009; Juth et al., 2005). For 

example, Calvo and Nummenmaa (2009) used a saccadic choice task with one emotional and 

one neutral face presented simultaneously and found that happy, rather than angry or fearful 

faces, were detected better. These observations are consistent with results from categorization 

task studies which used manual responses (Calvo & Lundqvist, 2008; Tottenham et al., 2009). 

In 2011, the same authors assessed the role of perceptual (e.g., luminance, local saliency) and 

semantic (e.g., affective valence) factors in the discrimination advantage of happy faces, and 

found only a contribution of mouth saliency. They suggested that this “happy face advantage” 

relies more on the saliency of perceptual features (like the open mouth) rather than the 

interpretation of the emotional content (Calvo & Nummenmaa, 2011). Indeed, the smiling 

mouth is more salient than any other region of happy and non-happy faces (based on a 

combination of physical image properties such as luminance, contrast and spatial orientation; 

Itti & Koch, 2000; Calvo & Nummenmaa, 2008), suggesting that it can be used as a shortcut 

for the quick recognition of happy faces (Calvo & Nummenmaa, 2015). Thus, Horstmann et 

al., (2012) found that visible teeth in angry or happy faces make them easier to detect in a crowd 

of neutral faces. 
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 The first goal of this study is to determine whether the presence of an emotional 

expression can facilitate very fast face detection. Indeed, although many studies have focused 

on what drives the very fast saccades toward faces, these studies have mostly used neutral faces 

and it is still unclear whether emotional facial expression influences face detection. In the first 

experiment, we reproduced a saccadic choice task with face-vehicle pairs, using faces which 

portrayed either a happy, fearful or neutral expression. We chose fearful rather than angry faces 

in order to establish a connection with neurophysiological data showing that such faces are 

processed very efficiently in the brain (LeDoux, 2000; Méndez-Bértolo et al., 2016). Contrary 

to previous studies, in which images were presented in natural contexts (Crouzet et al., 2010; 

Kauffmann et al., 2019; Kirchner & Thorpe, 2006), we used more prototypical stimuli. Indeed, 

classical databases of emotional faces are very prototypical, with all the faces being centered at 

the same position in the image. Hence, we also used very prototypical vehicle stimuli taken 

from the stimuli created by Kloth and used by Kloth et al., (2013) in a study in which the authors 

tested neurophysiological responses to non-face objects that are structurally similar to faces. In 

line with previous findings, we expected better performances (higher accuracy, shorter latency) 

for saccades toward face than saccades toward vehicle targets. Regardless of which specific 

expression can attract the attention the most, we generally expected emotional faces to attract 

the attention more than neutral faces because of their emotional relevance. Concerning the 

differences between happy and fearful faces, we formulated two alternative hypotheses. First, 

assuming that humans evolved to preferentially orient their attention toward threat, we should 

observe better performances toward fearful than happy face targets. Conversely, assuming that 

happy faces are easier to detect because of perceptual factors, we should find better 

performances toward happy than fearful face targets. 

 We also examined saccade endpoints in order to assess the distribution of attention 

within the face during saccade programming as a function of the expression. Indeed, saccade 

programming is thought to occur in a priority map in which both bottom-up (e.g., local 

saliencies) and top-down (e.g., emotional relevance) information is integrated. This priority 

map is assumed to follow a retinotopic organization associated with a winner-takes-all 

mechanism that guides the allocation of attention through orientation of the gaze (Belopolsky, 

2015; Bisley & Mirpour, 2019; Fecteau & Munoz, 2006; Klink et al., 2014; Theeuwes, 2019). 

Saccade endpoints are thus the result of a competition between multiple locations. It is well 

known that emotional facial expressions have different diagnostic features, mostly in the form 

of the eyes and the mouth (Eisenbarth & Alpers, 2011; Smith et al., 2005; Wegrzyn et al., 2017). 

For example, Smith et al. (2005) found that the recognition of happy and surprised faces is 



6 
 

based more on the mouth, whereas the recognition of fearful and angry faces is based more on 

the eyes. While preparing an eye movement toward a face, we suppose that attention is directed 

toward it. However, we expected that the diagnostic or salient features of each expression would 

be able to modulate the allocation of attention within the face by attracting it. For example, if a 

happy face is presented, attention may be directed more specifically toward the mouth, which 

is more salient and diagnostic for this expression and, if a fearful face is presented, more 

attention may be directed toward the eyes. Thus, considering that saccade endpoints can reflect 

the distribution of attention within the face, we expected that they would be closer to the eyes 

for fearful than for happy faces. 

 In the first experiment, the influence of facial expressions was assessed at a very early 

stage of visual processing (with saccades that are often elicited in less than 200 ms) using a task 

that does not explicitly require the processing of facial expressions. Some studies suggest that 

expression decoding only occurs at a later stage of visual processing (after 180 ms; Schyns et 

al., 2009; Kulke, 2019). It is therefore unclear whether expressions could have been decoded 

before saccade onset in the first experiment. In the second experiment, we explicitly assessed 

the detection of facial expressions in order to test the preferential processing of emotional faces 

displaying task-relevant expressions. In a way similar to Bannermann et al. (2009) and Calvo 

et al. (2009), neutral and emotional faces (happy and fearful) were presented simultaneously in 

a saccadic choice task, and participants were asked to saccade toward the emotional or the 

neutral face. We still expected to find better performances when the target was an emotional 

than when it was a neutral face. Furthermore, if attention can be preferentially attracted by 

threat, we should observe better performances for fearful faces. Alternatively, given that happy 

faces are easier to recognize, better performances might be expected for happy faces. However, 

even if this were the case, we still expected saccade endpoints to be closer to the eyes for fearful 

than for happy faces. 

 Finally, we present a computational model that simulates results from a task similar to 

the one presented in the second experiment. The goal of this simulation was to show that the 

happy face advantage that could be expected in the second experiment can be explained through 

perceptual factors, as suggested by Calvo et al. (2009). Computational models are a useful tool 

for testing the role of the physical properties of inputs because they are not sensitive to high-

level influences, such as the interpretation of the emotional content (Mermillod et al., 2009). If 

there is a happy face advantage and if it is mainly perceptual in nature, then the neural network 

should perform better with happy than with fearful faces. 
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2. Experiment 1: Face vs. Vehicle 

 

2.1. Materials and method 

 

2.1.1. Participants 

Sixty-seven participants were recruited at the local university to perform a saccadic choice 

task. Considering the simple nature of the task, six of them were removed from the statistical 

analysis due to their low proportion of correct responses (below 0.75 in both sessions), leaving 

a group of sixty-one participants for inclusion in the statistical analysis (29 females; M ± SD: 

21.86 ± 0.47 years; age range: 18-36 years). All of them had normal or corrected-to-normal 

visual acuity. Undergraduate psychology students received course credits for their participation 

in the experiment. All participants gave their informed written consent before the experiment, 

which was carried out in accordance with the Code of Ethics of the World Medical Association 

(Declaration of Helsinki) for experiments involving humans. 

 

2.1.2. Stimuli 

    Stimuli consisted of 160 grayscale photographs, with 120 images containing a face (40 

different faces with 3 emotions; fearful, happy, and neutral) and 40 containing a vehicle (Fig. 

1). During the experiment, images were systematically presented in face-vehicle pairs. Face 

stimuli were chosen from the Karolinska Directed Emotional Faces database (KDEF; Lundqvist 

et al., 1998), which is widely used in the field of emotion processing. Vehicle stimuli took the 

form of 40 pictures of cars taken from the stimuli used by Kloth et al. (2013). Each vehicle 

stimulus was duplicated three times to counterbalance the number of face and vehicle images 

(just as each of the 40 individual faces was seen three times for the three emotion conditions). 

The KDEF database is constructed in such a way that the vertical and horizontal positions of 

the eyes and mouth of each picture are set to the same positions on a digital grid. The original 

images have a size of 562 pixels x 762 pixels. However, for our experiment, they were cropped 

by 100 pixels at the top and bottom and were resized to 300 pixels x 300 pixels, corresponding 

to a coverage of 11 × 11 degrees of visual angle at a 57-cm viewing distance. This preprocessing 

allowed us to create a database of images with a size matching that used for our previous papers 

(Kauffmann et al., 2019; Guyader et al., 2017), and to have images with close-up faces. 

Moreover, the position of the eyes corresponded to the middle of the image as shown in Fig. 3. 

After resizing, the images were equalized in terms of mean luminance and root mean squared 
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contrast (mean luminance value of 127 and a mean contrast of 47, for pixel intensities between 

[0,255], based on mean luminance and contrast values of all the stimuli). Following this 

equalization step, all the images (faces and vehicles) globally had the same mean luminance 

and mean RMS contrast. A gamma correction was applied to each image to adapt the stimuli to 

the screen luminance. Vehicles were set against a gray background and were manually resized 

so that faces and vehicles had the same average spatial position and size. A training session 

consisting of six practice trials with 12 additional images not used in the experimental sessions 

(6 vehicles and 6 faces) was performed at the beginning of the experiment to allow the 

participants to familiarize themselves with the task. 

 

Figure 1: Example of face and vehicle stimuli used in Experiment 1 (left), and their mean 

amplitude spectrum (right). 

 

2.1.3. Procedure 

Stimuli were displayed on a 24-inch screen with a spatial resolution of 1360×768 pixels and 

a refresh rate of 60 Hz. This resolution was used with a desktop computer. A keyboard was 

placed in front of the participants, allowing them to end the breaks by pressing the spacebar. 

The screen was raised a little at a distance of about 20 cm away from the keyboard and the back 

of the experimentation room was empty. Eye movements were recorded with an Eyelink 1000 

(SR Research) eye-tracker with a 1000-Hz sampling frequency. Viewing was binocular, but 

only the position of the dominant eye was recorded. Saccades were automatically detected using 

the Eyelink software. Saccades were detected if they had a minimum velocity of 30 degrees/s, 

a minimum acceleration of 8000 degrees/s2 and a minimum motion of 0.15 degrees. Blinks 

were detected when the pupil was partially or totally occluded, and fixations were detected 

when there was no blink and no saccade in progress. The experiment was divided into two 

sessions, with the order being counterbalanced between participants. In each session, each of 
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the 120 different faces was displayed, once on the left and once on the right side of the screen, 

leading to 240 trials per session and, therefore, a total of 480 trials at the end of the two sessions. 

Each face was opposed to a random vehicle. In one session, the target stimulus was the face 

(vehicle distractor), while in the other session, the target stimulus was the vehicle (face 

distractor). A calibration phase was performed at the beginning and middle of each session and 

a drift correction was applied every ten trials (if the drift was larger than 1° then recalibration 

was performed). During the calibration phase, participants were asked to gaze at 9 white dots 

appearing sequentially in a 3 × 3 grid covering the entire screen. Matlab (MathWorks, Natick, 

MA) and the Psychophysics Toolbox (Brainard, 1997) were used to control timing and stimulus 

display as well as communication with the eye-tracker.  

During the experiment, participants were seated on an adjustable chair in a semi-lighted 

room. The head was stabilized by means of a forehead and a chin-rest at a fixed distance of 57 

cm from the screen. A session lasted approximately 20 minutes and the whole experimental 

procedure took approximately 50 minutes. The target category (face or vehicle) was defined 

before each session. At the beginning of each trial, participants were asked to fixate a white 

cross during a pseudo-random time interval ranging between 800 and 1600 ms. After a 200-ms 

gap, two images (a face and a vehicle) were simultaneously displayed on each side of the screen 

for 400 ms (Fig. 2), and participants were asked to make a saccade as fast as possible toward 

the target image. The center of each image was located at a fixed distance of 8° of eccentricity 

from the center of the screen. Each trial ended with the presentation of a gray background for 

1000 ms. 
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Figure 2: Time course of a trial for Experiment 1. 

 

2.1.4. Data analysis 

Before any further analysis, the eye movement data was preprocessed in order to eliminate 

trials that we considered to be invalid. Valid trials were selected according to the following 

validity criteria. First, a saccade had to be the first event after stimulus onset, with no blink 

occurring during its execution. Second, this first saccade had to have a latency greater than 50 

ms (to avoid anticipatory saccades), a starting point within a radius of 2° around the center of 

the screen, and a duration smaller than 100 ms. Moreover, the saccade amplitude had to be 

greater than 1° and should not go beyond the screen. This preprocessing led to 10.4% of the 

initial number of trials being rejected. For all valid trials, only the first saccade and fixation 

were analyzed. 

Statistical analyzes were carried out using the open‐source software R (R Core Team, 2016) 

with R Studio 1.1.456 (Racine, 2012). A saccade was considered as “correct” if it was directed 

toward the side of the display containing the target and as an “error” if it was in the opposite 

direction (i.e., directed toward the distractor). 

In order to quantify the orienting of attention toward local face features such as the mouth 

or the eyes, we computed saccade endpoints. To do this, we extracted and visualized the 

coordinates Xe and Ye of the first saccade endpoint in the image space (i.e., within a square of 

11 x 11 degrees, the coordinates X0 and Y0 being at the top-left corner). Overall, saccades 
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tended to land around the eyes, which corresponded to the center of the image. As a measure to 

compare endpoint positions between conditions, we analyzed the vertical distance between the 

endpoint of the first correct saccade and the center of the image in each condition. This distance 

corresponds to the distance between the Y-coordinate of the endpoint Ye of the saccade and the 

Y-coordinate of the center of the image Yc. A visual representation of the distance to the center 

is presented in Fig. 3, and a negative value corresponds to a saccade landing below the image 

center. This measure was also computed for the vehicles. 

Mean accuracy (in % of correct responses), mean first saccade latency (in ms), and mean 

vertical distance to the image center (in degrees of visual angle) were computed for each 

participant in each experimental condition and analyzed as dependent variables. First, a paired 

samples t-test with the Target (Face, Vehicle) as a within-subject factor was used to assess the 

main effect of the target. Next, a repeated measures ANOVA with the Emotional Facial target 

(EFE; Happy, Neutral or Fearful) as a within-subject factor was conducted for saccades when 

the target was a face. Similarly, a repeated measures ANOVA with the Emotional Facial 

distractor (EFE; Happy, Neutral or Fearful) as a within-subject factor was also conducted for 

saccades when the target was a vehicle. If needed (i.e., if a significant effect of the EFE target 

or EFE distractor was observed), paired samples t-tests were used for pairwise comparisons 

between Emotional Facial Expressions (EFE; Happy, Neutral or Fearful). Effect sizes were 

estimated by calculating partial eta-squared (ηp
2) for ANOVAs and Cohen's d for t-tests. An 

effect was considered significant if its p value was below the threshold α = .05. 

Before performing the parametric tests, statistical assumptions were tested using a K-S 

corrected Lilliefors test (Lilliefors, 1967) for normality of distributions (of within-pair 

differences for t-tests and of the variable for repeated measures ANOVAs; McCrum-Gardner, 

2008), and Mauchly’s sphericity test was used to test for equality of variances (of the 

differences between all possible pairs; for repeated measures ANOVAs). When distributions 

deviated significantly from the normal distribution (p < .05), non-parametric tests were used. 

More precisely, Wilcoxon Signed-ranks tests and Friedman tests were performed on the 

dependent variables instead of the t-tests and ANOVAs (respectively). Therefore, when the 

conditions permitted the use of parametric tests, we favored the use of such tests, as they are 

known to be more powerful than non-parametric tests (Hoskin, 2012). 

Finally, we computed the minimum latency (also referred to as the minimum saccadic 

reaction times in previous studies – Crouzet et al., 2010; Guyader et al., 2017; Kauffmann et 

al., 2021 – for each Target condition, and for each facial target EFE. To compute the minimum 

latency, we recorded the latencies of all the first saccades for all participants. We computed 

https://en.wikipedia.org/wiki/Variance
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their distribution while taking account of the saccade accuracy (Correct, Error), the type of 

target (Face, Vehicle) and, in the case of the face targets, the type of EFE (Neutral, Happy, or 

Fearful). For face and vehicle targets, 13194 (1863 errors) and 13037 (2125 errors) saccades, 

respectively, were used to compute the distributions. For neutral, happy and fearful faces, the 

distributions contained 4394 (640 errors), 4416 (601 errors), and 4384 (622 errors) saccades, 

respectively. The minimum latency corresponds to the time as of which there were significantly 

more correct than error saccades. More precisely, distributions were divided into 10-ms time 

bins (e.g., the 170-ms bin contained latencies from 165 to 174 ms), and for each bin we used a 

χ2 test (with a criterion of p < .05) to test if there were significantly more correct than error 

saccades. If there were significantly more correct than error saccades in five consecutive bins, 

the first of these bins was defined as the minimum latency. Note that this procedure was the 

same as in previous papers using saccadic choice tasks (e.g., Crouzet et al., 2010; Guyader et 

al., 2017; Kauffmann et al., 2021). Experimental data, analysis code, and simulation code are 

available at https://osf.io/bjmcy/. 

 

 

Figure 3: Visual representation of the vertical distance to the center. Xc,Yc denote the central 

point of the image, and Xe,Ye denote the endpoint of the saccade. The vertical distance to the 

center corresponds to the difference between Yc and Ye. 

 

2.2. Results 

2.2.1. Accuracy 

https://osf.io/bjmcy/
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A paired samples t-test performed on mean accuracy (Fig. 4a) indicated a significant effect 

of the Target (t(60) = 2.52, p = .014, d = 0.32). Participants were more accurate when the target 

was a face (M ± SD: .88 ± .076) than when it was a vehicle (M ± SD: .86 ± .082). Neither an 

effect of the EFE for facial targets nor an effect of the EFE distractor for vehicles targets were 

found. 

 

2.2.2. Latency 

A paired samples t-test performed on mean saccade latency (Fig. 4b) indicated a significant 

effect of the Target (t(60) = -5.43, p < .001, d = 0.69). Saccades were elicited faster when the 

target was a face (M ± SD: 176 ± 21.5 ms) than when it was a vehicle (M ± SD: 191 ± 27.2 ms). 

Neither an effect of the EFE for facial targets nor an effect of the EFE distractor for vehicles 

targets were found.  

 

2.2.3. Minimum latency 

The Minimum latency (Fig. 4d) was found in the 110-ms bin for faces (overall, and also for 

neutral, happy and fearful faces independently), and in the 130-ms bin for vehicles. 

 

2.2.4. Endpoints 

A Wilcoxon Signed-ranks test performed on mean vertical distance to the image center (Fig. 

4c) revealed a main effect of the Target (Z = 5.6, p < .001). Saccades landed higher when the 

Target was a vehicle (Mdn = -0.016°) than a face (Mdn = -0.32 °). A non-parametric Friedman 

test revealed a main effect of the EFE (F(2) = 50.6, p <.001) when the target was a face. In this 

condition, saccades landed higher for neutral faces (M ± SD: -0.26 ± 0.61°) than for fearful (M 

± SD: -0.29 ± 0.61°; t(60) = 3.78, p < .001, d = 0.92) or happy (M ± SD: -0.38 ± 0.61 °; t(60) = 

-9.04, p < .001, d = 1.15) faces. Moreover, saccades toward fearful faces also landed higher 

than those toward happy faces (t(60) = -7.21, p < .001, d =0.48). Finally, we did not find any 

effect of the EFE distractor when the target was a vehicle. Figure 5 presents examples of heat 

maps computed based on the saccade endpoints of all subjects. For this representation, we chose 

to display the heat maps on the top of three randomly chosen faces: a neutral, a happy, and a 

fearful face. Heat maps were obtained by 1) adding all the first correct saccades and 2) 

convolving a small 2D Gaussian on each endpoint. 
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Figure 4: Boxplots for (a) mean proportion of correct responses, (b) mean latency (in ms), and 

(c) mean distance to the image center (in degrees of visual angle), according to the Target 

(Face and Vehicle) and the Emotional Facial Expression of face targets (EFE; Happy, Fearful 

or Neutral). (d) Distribution of saccade latencies for each Target and for each Emotional 

Facial Expression of face targets. Unbroken lines correspond to correct saccades and dotted 

lines to error saccades. The gray bar corresponds to the 10-ms bin containing the minimum 

latency. It should be noted that for the purposes of illustration, and because no significant effect 

of the EFE distractor was found, all types of face distractors (happy, fearful, and neutral) were 

recorded for vehicle targets. 
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Figure 5: Heat maps computed from the endpoints of all the first correct saccades toward 

neutral (top left), fearful (top center), or happy (top right) faces, and toward vehicles when the 

distractor was a neutral (bottom left), fearful (bottom center) or happy (bottom right) face. 

 

2.2.5. Bayes Factor analysis to test the lack of emotional modulation on very fast saccades 

Results of Experiment 1 did not show any significant effect of the EFE (Happy, Fearful, and 

Neutral) on saccade accuracy and saccade latency when the target was a face. Therefore, the 

null hypothesis (H0: no effect of EFE on mean saccade accuracy or mean saccade latency) 

cannot be rejected and no conclusion can be drawn (Hoijtink et al., 2019; Wagenmakers, 2007). 

To evaluate the probability of the presence or absence of an effect of EFE, we used a method 

based on Bayesian statistics (Bayes factors; Kass & Raftery, 1995). This method was added to 

the previous analyses to evaluate the probability of H0 more precisely compared to the 

alternative hypothesis (Ha: not H0). This was done for saccade accuracy and latency 

independently. We used the bain (Bayesian informative hypotheses evaluation; Gu et al., 2019; 

Hoijtink et al., 2019) R package. With this package, the variance of the prior distribution for 

each of the means is computed using a fraction of the information in the data for each group 

mean (which here renders a prior variance of 0.01 and 706 for the accuracy and latency, 

respectively). 

 An ANOVA was computed to estimate the mean accuracy and mean latency when the 

target was a face in each of the three emotion conditions, happy (accuracy, M ± SD: 0.89 ± 

0.072; latency, M ± SD: 175 ± 21.6 ms), fearful (accuracy, M ± SD: 0.88 ± 0.091, latency, M ± 

SD: 175 ± 20.6 ms), and neutral (accuracy, M ± SD: 0.88 ± 0.084, latency, M ± SD: 176 ± 22.7 

ms). Two hypotheses were evaluated, 

 H0: MHappy = MFearful = MNeutral 
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 Ha: not H0 

where MHappy, MFearful and MNeutral denote the mean accuracy or mean latency for happy, fearful 

or neutral face targets. 

 For accuracy, the Bayes factor versus Ha was 74, and the posterior probabilities 

(computed assuming equal prior probabilities) were 0.99 for H0 and 0.01 for Ha. This Bayes 

factor suggests that the data are 74 times more likely to occur under H0 than under Ha, and can 

be interpreted as providing very strong support for H0 (for a scale for interpretation of the Bayes 

factor see Jeffreys, 1998). 

 For latency, the Bayes factor versus Ha was 88.3, and the posterior probabilities 

(computed assuming equal prior probabilities) were 0.99 for H0, and 0.01 for the Ha.. This Bayes 

factor suggests that the data are 88 times more likely to occur under H0 than under Ha, and can 

also be interpreted as providing very strong support for H0 (Jeffreys, 1998). 

 

2.3. Discussion 

 Results of Experiment 1 replicate previous findings showing that participants made 

fewer errors and initiated saccades faster when the target was a face than when it was a vehicle. 

Accuracy for face targets in our experiment was similar to that reported in previous saccadic 

choice tasks with face and vehicle targets (88% correct responses on average in this study, 

compared to 89.6%, 86%, and 87.5 % for previous studies using a saccadic choice task with 

face-vehicle pairs: respectively, Crouzet et al., 2010; Guyader et al., 2017; Kauffmann et al., 

2019). However, accuracy for vehicle targets in this study was higher (86% correct responses 

on average in this study, compared to 71%, 71%, and 76.6% for previous studies using a 

saccadic choice task with face-vehicle pairs: respectively, Crouzet et al., 2010; Guyader et al., 

2017; Kauffmann et al., 2019). The same pattern (similar results for face detection and better 

detection of vehicle targets in this experiment compared to previous ones) was found for the 

mean and minimum latencies. Furthermore, a previous study (Crouzet et al., 2010) had 

observed a tendency of early saccades (100-140 ms) to go toward the side with the faces, even 

if the task required a saccade toward the vehicles. However, no such effect was found here.  

The better detection of vehicle stimuli in our experiment compared to previous ones 

may be due to the fact that we used more prototypical images with no background, thus reducing 

the variability between stimuli. Moreover, vehicle stimuli were duplicated to correspond to the 

three emotions of the same face (the same vehicle was presented three times), thus contributing 

to their low variability. It can also be noted that the high degree of within-category homogeneity 

of faces and cars resulted in both categories having distinct amplitude spectrum properties. 
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Previous studies have shown that such information is used during the saccadic choice task and 

could partly explain the bias for faces (Crouzet & Thorpe, 2011; Honey et al, 2008). For 

example, Honey et al. showed that images of faces for which the phase of the Fourier 

component (i.e., spatial relations within the image) was disrupted while the amplitude spectrum 

(AS) was preserved still elicited faster saccades than images of vehicles with similar alterations. 

A recent study (Kauffmann et al., 2021), however, found that faster saccades toward faces than 

vehicles could be observed even when the AS of the stimuli was made more similar for faces 

and cars, suggesting that AS differences between faces and cars cannot entirely explain the bias 

in favor of faces. 

Concerning facial expressions, no effect was observed either on mean latency or on 

accuracy. The Bayes Factor analysis provides an interesting statistical tool allowing us to draw 

inferences about the likelihood of a null effect of emotions on saccades toward faces. The 

conclusion of Experiment 1 is that there is a very strong evidence that emotions do not influence 

fast saccades toward faces in a saccadic choice task in which participants have to saccade 

toward a face when a face and a vehicle are simultaneously displayed. Nevertheless, an effect 

of facial expressions was observed on saccade endpoints. Indeed, overall, saccades tended to 

land around the eyes, but landed higher when the face was neutral than when it was fearful or 

happy and also when the face was fearful rather than happy. The fact we found no prioritization 

of emotional faces contrasts with previous studies suggesting that emotional, and especially 

threatening, events are automatically (i.e., rapidly and non-intentionally) prioritized (Öhman, 

2005). Fast face detection could be the result of “quick and dirty processing” that may be 

insufficient to decode expressions (Crouzet & Thorpe, 2011). Therefore, one explanation may 

be that expressions are not yet decoded at such small latencies and before a face is detected 

(Schyns et al., 2009; Mulckhuyse, 2018; Kulke, 2019).  

In the second experiment, we used the same experimental design but with pairs of faces, 

one emotional (happy or fearful) and the other neutral, in order to directly test the detection of 

facial expressions. In one session, participants had to saccade toward emotional faces, and in 

the other, they had to saccade toward neutral faces. We expected to find better performances 

when the target was an emotional than when it was a neutral face. Furthermore, assuming that 

humans evolved to preferentially orient their attention toward threat, we should observe better 

performances toward fearful than happy face targets. However, behavioral studies showing an 

advantage for threatening faces have used manual responses and may reflect processes 

occurring at a later stage of visual processing. Thus, even though fearful faces were not 

prioritized in Experiment 1, we can still suggest that attention may be preferentially attracted 
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by threat if we consider that this prioritization occurs at a later stage. Alternatively, assuming 

that happy faces are easier to detect, we should find better performances for happy faces. We 

still expected saccade endpoints to be higher for fearful than for happy faces. 

 

3. Experiment 2: Emotional face vs. Neutral face 

 

3.1. Materials and methods 

3.1.1. Participants 

Twenty participants (nine females; mean age ± SD: 23.95 ± 5.26 years; age range: 19-41 

years) were recruited from the local university to perform a saccadic choice task. All 

participants had normal or corrected-to-normal visual acuity. Undergraduate psychology 

students received course credits for their participation in the experiment. All participants gave 

their informed written consent before the experiment, which was carried out in accordance with 

the Code of Ethics of the World Medical Association (Declaration of Helsinki) for experiments 

involving humans. 

 

3.1.2. Stimuli 

Stimuli were 180 grayscale photographs of emotional and neutral faces chosen from the 

KDEF database (Fig. 6). More precisely, photographs of sixty different individuals (30 females) 

displaying three different facial expressions (neutral, happy, and fearful expressions) were 

included. All individuals presented in Experiment 1 were included in Experiment 2. Also, 

neutral stimuli were duplicated twice in this experiment to counterbalance the presentation of 

neutral and emotional stimuli. This led to a total of 240 images. The images  again sized 300 × 

300 pixels, corresponding to 11 × 11 degrees of visual angle, and were equalized in terms of 

mean luminance and root mean squared contrast (mean values of 126 and 66, respectively, for 

pixel intensity values between [0, 255], based on mean luminance and contrast values of all the 

stimuli) before a gamma correction was applied. A training session with eight practice trials 

involving 4 additional individuals was performed at the beginning of the experiment to allow 

participants to familiarize themselves with the task. 
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Figure 6: Example of emotional and neutral face stimuli used in Experiment 2 (left) and their 

mean amplitude spectrum (right). Each emotional face (top) is associated with a neutral face 

(bottom). 

 

3.1.3. Procedure 

The procedure was the same as in the first experiment. In each session, a neutral face was 

always displayed together with an emotional (happy or fearful) face, and participants were 

asked to make a saccade as fast as possible toward the target (the emotional or the neutral face), 

which was defined at the beginning of each session. A trial began with the presentation of a 

central fixation cross for a pseudo-random time period ranging between 800 and 1600 ms. After 

a 200 ms gap, an emotional and a neutral face were randomly and simultaneously displayed on 

either side of the screen for 800 ms (Fig.  7). In each session, each of the 240 different images 

was displayed, once on the left and once on the right side of the screen, leading to a total of 240 

trials per session. The trial ended with the presentation of a gray screen for 1000 ms. One male 

face and one female face were displayed for each trial. 

 

3.1.4. Data analysis 

Preprocessing and data analysis methods were the same as in Experiment 1. The 

preprocessing procedure led to 7.8% of the initial number of trials being rejected. Mean 

accuracy, mean first saccade latency, as well as mean distance to the center of the image (which 

again corresponded to the eyes) were computed for each participant in each experimental 

condition and analyzed as dependent variables. First, a paired samples t-test with the Target 

(Emotional or Neutral) as a within-subject factor was used to assess the main effect of the 

Target. Then, a paired samples t-test with the Emotional Facial target (EFE; Happy or Fearful)  
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Figure 7: Time course of a trial for Experiment 2. 

 

as a within-subject factor was applied for saccades in cases when the target was an emotional 

face. A paired samples t-test with the Emotional Facial distractor (EFE; Happy or Fearful) as a 

within-subject factor was applied for saccades in cases when the target was a neutral face. 

Again, statistical assumptions were tested using a K-S corrected Lilliefors test for normal 

distribution of within-pair differences. When distributions deviated significantly from the 

normal distribution (p < .05), a Wilcoxon Signed-ranks test was applied. Minimum latency was 

computed in the same way as in the first experiment. For emotional and neutral targets, 4387 

(1390 errors) and 4450 (1664 errors) saccades, respectively, were used to compute the 

distributions. For happy and fearful faces, the distributions contained 2196 (647 errors) and 

2191 (743 errors) saccades. 

 

3.2. Results 

3.2.1. Accuracy 

Paired samples t-tests performed on mean accuracy (Fig. 8a) indicated a significant effect 

of the Target (t(19) = 3.91, p < .001, d = 0.87) and a significant effect of the EFE target when 

the Target was an emotional face (t(19) = -3.55, p = .002, d = 0.79). Participants made more 

correct saccades (i.e., first saccades toward the target) when they were asked to saccade toward 

the emotional (M ± SD: 0.68 ± 0.11) rather than the neutral face (M ± SD: .62 ± .13), and also 



21 
 

when the emotional Target face was happy (M ± SD: .70 ± .11) rather than fearful (M ± SD: .66 

± .11). Finally, we did not find any effect of the EFE distractor when the Target was neutral. 

 

3.2.2. Latency 

Paired samples t-tests performed on mean latency (Fig. 8b) showed only a significant effect 

of the Target (t(19) = -3.16, p = .005, d = 0.71). Saccades were elicited faster when participants 

were asked to saccade toward an emotional face (M ± SD: 249 ± 80.1 ms) rather than a neutral 

face (M ± SD: 277 ± 96.1 ms). No effect of the EFE was found for emotional targets and there 

was also no effect of the EFE distractor for neutral targets. 

 

3.2.3. Minimum latency 

The minimum latency (Fig. 8d) was located in the 150-ms bin for emotional faces, and in 

the 290-ms bin for neutral faces. For happy emotional face targets, the minimum latency was 

220 ms, and for fearful emotional face targets, it was 260 ms. 

 

3.2.4. Endpoints 

Paired samples t-tests performed on the mean vertical distance between the image center 

and the endpoint (Fig. 8c) revealed only a main effect of the EFE for emotional face targets 

(t(19) = -3.68, p = .002, d= 0.82). Saccades landed higher when the emotional face was fearful 

(M ± SD: -1.02 ± 0.7°) than when it was happy (M ± SD: -1.11 ± 0.72°). We did not find any 

effect of the EFE distractor for neutral targets. Figure 9 presents examples of computed heat 

maps displayed on top of a randomly chosen face for each emotional condition. 
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Figure 8: Boxplots for (a) mean proportion of correct responses, (b) mean latency (in ms), and 

(c) mean distance to the image center (in degrees of visual angle) for correct saccades as a 

function of the Target (Emotional and Neutral) and the Emotional Facial Expression of 

emotional targets (EFE; Happy or Fearful). (d) Distribution of saccade latencies for each 

Target, and for each Emotional Facial Expression of the emotional targets. Unbroken lines 

correspond to correct saccades and dotted lines to error saccades. The gray bar corresponds 

to the 10-ms bin containing the minimum latency It should be noted that, for the purposes of 
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illustration and because no significant effect of the EFE distractor was found, all types of 

emotional face distractors (happy or fearful) were recorded for neutral targets.  

 

 

Figure 9: Heat maps computed from all first correct saccade endpoints in the second 

experiment when the target was a happy face (top left), a fearful face (top right), a neutral face 

when the distractor was happy (bottom left) or a neutral face when the distractor was fearful 

(bottom right). 

 

3.3. Discussion 

Results of Experiment 2 confirm that emotional faces are easier to detect than neutral faces 

during a saccadic task in which two faces are simultaneously displayed (Bannerman et al., 

2009). First, saccades were more often correct when the target was the emotional face. This was 

especially the case when the emotional face was happy rather than fearful. Second, saccades 

were also elicited faster when the target was the emotional face. Surprisingly, however, there 

was no significant effect of facial expressions on mean saccade latencies, despite the fact that 

the minimum latency was higher for fearful than happy faces. The distribution of saccade 

latencies for correct and error saccades in Experiment 2 was quite different from that found in 

Experiment 1. First, there were more errors in Experiment 2, and we can see that most of the 

error saccades had short latencies (e.g., below 200 ms) and that they decreased in number as 



24 
 

latencies increased. Reliable saccades occurred at 150 ms for emotional targets, and 290 ms for 

neutral targets. Moreover, if we consider the distribution of responses in the 140 to 160-ms time 

windows, saccades tended to be made toward the emotional faces even when the target was the 

neutral face. It is therefore possible that saccades toward emotional faces are harder to control 

in this time window. Also, participants might have adopted the strategy of detecting the 

emotional face first and then deducing the position of the neutral face from this. Since the open 

mouth is more salient, it might be easier to detect and this would justify such a strategy. With 

regard to the saccade endpoints, these were still higher when the target was a fearful rather than 

a happy face. Compared to the first experiment (in which saccades tended to land around the 

eyes), saccades tended to land around the nose in Experiment 2. This might suggest that even 

if local features are able to capture attention in an automatic way, the weight allocated to those 

features can also be modulated by the task. 

Overall, it is likely that a parsimonious hypothesis related to the simple perceptual 

properties of the stimuli is capable of explaining the happy face advantage that we observed in 

this experiment, without reference to emotional processes (Calvo et al., 2011). Fearful and 

neutral faces may be statistically more similar than happy and neutral faces. Using 

computational models, it has already been shown that in categorization tasks, happy faces are 

easier to recognize (i.e., elicit a higher rate of correct recognition) than fearful faces, and that 

happy faces are more different from neutral than from angry faces (Dailey et al., 2002; 

Mermillod et al., 2009). In the next section of the article, we describe an artificial neural 

network used to quantify the perceptual differences between neutral and fearful or happy faces. 

Even if we did not directly simulate saccadic responses, the task was nevertheless similar, as it 

involved finding the location of an emotional compared to a neutral face. More precisely, the 

neural network was trained and tested on its ability to discriminate between emotional-neutral 

and neutral-emotional face pairs (with the emotional face being either on the right or on the left 

side of the pair). Therefore, this task can be considered as a categorization task, as it makes it 

necessary to classify face pairs on the basis of two categories: the neutral-emotional category 

and the emotional-neutral category. Hence, its goal was to decide whether the emotional face 

was on the left or right side of the pair. Next, the network was tested and we computed its 

performance in the correct categorization of pairs of faces. The results were then further 

subdivided depending on whether the emotional face on the pair was happy or fearful. The 

network’s performance might have been found to be better when the emotional face was fearful 

or when it was happy or it might have been the same in the two conditions. Based on results 
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from Experiment 2, our hypothesis was that the network would be able to discriminate the 

emotional and neutral faces better when the emotional face was happy. 

 

4. Simulations 

The whole simulation procedure was very similar to previous studies that have used a multi-

layer perceptron (MLP) for emotion categorization (Dailey et al., 2002; Mermillod et al., 2009, 

2010, 2019). It can therefore be subdivided into two steps: a pre-processing step in which Gabor 

filters are applied to the Fourier transform of the overall image, and a training-testing procedure 

using the MLP. We opted for this design (e.g., instead of a convolutional neural network) 

because previous studies have shown that, even though the method is less efficient for artificial 

intelligence purposes, the use of Gabor filters tuned at different spatial frequencies and 

orientation channels permits a more biologically plausible simulation of the primary visual 

cortex (Jones & Palmer, 1987) as well as of the phase invariance properties related to V1 

complex cells (Hubel & Wiesel, 1968). Moreover, it produces results that are very similar to 

humans for the same facial emotion recognition task (Dailey et al., 2002, Li and Cottrell, 2010). 

 

4.1. Method 

4.1.1. Preprocessing and stimuli 

There are many ways to reduce the size of images, but as we wanted to compare the 

performance of the network with that of our participants, we chose to do this in a biologically 

plausible way. Indeed, images were described using a bank of Gabor filters applied in the 

frequency domain. Each filter simulated the functioning of primary visual cells by being 

sensitive to a particular spatial frequency band and a particular orientation (Hubel & Wiesel, 

1968; Jones & Palmer, 1987). Each image was described in terms of its energy at each filter 

output. More precisely, preprocessing began with the application of a Hanning window on each 

image to avoid boundary effects. The images were then transferred to the Fourier domain and 

Gabor filters were applied on the overall image. Therefore, each filter indicated the amount of 

energy in the image for one frequency channel and one orientation. We used a bank of forty-

eight Gabor filters tuned to six spatial frequency channels (central frequencies = {0.82; 1.23; 

1.85; 2.78; 4.14; 6.25}, given in cycles/degree) and eight orientations (0, pi/8, 2pi/8, 3pi/8, 

4pi/8, 5pi/8, 6pi/8, 7pi/8). The 48 filters were applied to each image and the energy of each 

filtered image was computed, resulting in an energy vector with 48 values. Each value 

corresponded to the local energy spectra of the image in the spectral domain multiplied by the 

kernel of the Gabor filter in a specific spatial frequency band at a specific orientation. Finally, 
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each image was described by a 48-length vector. These values were normalized between 0 and 

1 across all faces and all emotions. Inputs were fed into a MLP, whose task was to associate the 

descriptor of the face with the output vector of the category. 

In order to match the experimental procedure of Experiment 2, we gathered the image 

vectors together in pairs corresponding to all the possible combinations that could occur in 

Experiment 2. Consequently, these pairs were necessarily composed of faces of different 

genders and with different facial expressions: neutral on one side of the vector and emotional 

(either happy or fearful) on the other side. The association of the vectors was computed by 

simply concatenating the two vectors, and each pair was represented twice, one with the 

emotional face on the right and the other with the emotional face on the left. Each pair was also 

associated with a specific label, which can be considered to represent the probability of each 

category (the emotional-neutral and the neutral-emotional category): [1, 0] if the emotional face 

was on the left and [0, 1] if the emotional face was on the right. A visual representation of the 

preprocessing steps and neural network is presented in Fig. 10. 

 

Figure 10: Representation of preprocessing steps and neural network (3-layer MLP with fully 

interconnected neurons). The module for the Fourier transform is presented for the purposes 

of illustration. 

 

4.1.2. Network architecture 

The purpose of the network was to simulate a discrimination task, similar to the one 

presented in Experiment 2, involving a simultaneously presented emotional (happy, fearful) 
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and neutral face. Therefore, the input was not simply a single vector corresponding to a single 

image, but a combination of two vectors corresponding to a pair of images. The network was 

trained to discriminate emotional-neutral face pairs from neutral-emotional face pairs and its 

architecture consisted of 3 different layers with 96 input units, 48 hidden units and 2 output 

units. On the last layer, a standard sigmoid transfer function was used as an output function, 

given by: 

𝑓(𝑥) =
1

1 + 𝑒−𝑥
 

where x is the weighted input to the layer (i.e., the sum of the layer input multiplied by the 

weight matrix, which has random initial weights). The standard back-propagation algorithm 

was used for synaptic weight adjustment during training, with a learning rate set to 0.01, and 

the Adam algorithm (Kingma & Ba, 2017) for optimization. The error signal used for synaptic 

weight correction was computed based on the Mean Squared Error (MSE): 

       𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦𝑖)

2𝑛
𝑖=1  

where 𝑛 is the number of values in the vector, 𝑦 the expected output, and ŷ the actual output. 

 

4.1.3. Procedure 

At the beginning of the procedure, 40 of the 60 different faces from Experiment 2 (20 

women) were randomly selected for training and 20 of them (10 women) for testing. Thus, none 

of the tested faces were used in the training phase and they were therefore unknown to the 

network. We picked the corresponding vector pairs among all possible vector pairs. As we did 

not want any individuals to be present in both the training and testing phase, no pairs that 

contained both a training and a test individual were used. This led to the selection of 800 pairs 

for testing and 3200 pairs for training for each training-test procedure. 

After selecting the training-test sets, the 96-length energy vectors corresponding to the 

training set were fed into the network using the standard backpropagation algorithm. The 

network associated the training input vectors with the corresponding output vector over 500 

iterations. All pairs were forwarded and back-propagated to the network at the same time and 

the gradient was thus computed using the whole training dataset (i.e., a batch gradient descent 

method was used). After learning, the network was tested on 800 new pairs of faces. The output 

from the model was a vector with 2 values, corresponding to the probabilities of the pair being 

associated with the emotional-neutral category and the neutral-emotional category. The 

network classification response was then assigned to the class with the highest probability (i.e., 

a winner-takes-all procedure was applied), and the accuracy was set to 1 if the expected and 
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actual responses were the same, and 0 if not. The same training-test procedure was repeated 

over 50 iterations in order to calculate a stable and reliable average accuracy from 50 different 

networks. 

 

4.2. Results 

On average, the network correctly categorized 88% (M ± SD: .88 ± .006) of the new tested 

face pairs. A paired samples t-test was performed in order to test for significant differences 

between neutral-happy and neutral-fearful face pairs (Fig. 11). We found that the network was 

better able to discriminate neutral from emotional faces when the emotional face was happy (M 

± SD: .89 ± .006) than when it was fearful (M ± SD: .87 ± .005; t(1,49) = 2.55, p = .014, d = 

0.32). 

 

 

Figure 11: Boxplot for mean accuracy of the model depending on the EFE of the emotional 

face (happy, fearful). 

 

4.3. Discussion 

We used an artificial neural network as a tool to quantify the perceptual differences 

between neutral and happy compared to neutral and fearful faces. In a similar way to 

Experiment 2, the neural network reproduced the access to the information from the two 

hemifields and had to decide which side the emotional face was on based on the perceptual 

features provided by each hemifield. It is important to clarify that the aim was not to simulate 
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the processing of facial expression perception in the brain, but rather to compare the results 

obtained from participants and those from an artificial neural network. Overall, results showed 

that, with an average accuracy of 88%, the network performed better than the participants (on 

average 65-70%). This can be explained by the fact that saccadic eye movements can be elicited 

in a bottom-up fashion and thus do not always follow participants’ top-down goals. For 

example, in one and the same task, participants made more errors with saccadic compared to 

manual responses (Bannerman et al., 2009). Therefore, the fact that we used a saccadic choice 

rather than a manual response task in Experiment 2 could have led to a higher rate of erroneous 

responses. 

In line with our hypothesis, we found that the network performances were better when 

the discrimination involved a happy than a fearful face. This implies that, at a purely perceptual 

level, fearful and neutral faces may be more similar than happy and neutral faces. Consequently, 

the fact that participants performed better on happy faces in Experiment 2 might be explicable 

in terms of perceptual factors. Although we showed that happy faces have a perceptual 

advantage over fearful faces, our model does not allow us to reject the possibility of a 

contribution of emotion to the happy face advantage in Experiment 2. For example, we cannot 

exclude the possibility that happy faces might be prioritized due to their positive valence or 

because they are encountered more often in everyday life (Bond & Siddle, 1996; Leppänen et 

al., 2004).  

 

5. General discussion 

 The purpose of this study was to assess the impact of facial expressions on selection 

processes. In the first experiment, we wanted to test the impact of facial expressions on very 

fast face detection. As previously observed, face targets elicited very fast and accurate saccadic 

responses, whereas participants took longer and made more errors when required to saccade 

toward vehicle targets. With regard to the effect of facial expressions, we found that they did 

not influence performances, thus suggesting that emotional faces, whether happy or fearful, are 

not automatically (i.e., quickly and non-intentionally) prioritized over neutral faces. 

Nevertheless, saccade endpoints were modulated by facial expressions. Saccades landed lower 

when the face was happy than when it was fearful or neutral and also when the face was fearful 

rather than neutral. In the second experiment, we directly tested the detection of neutral and 

emotional faces. Emotional faces elicited faster and more accurate responses than neutral ones. 

Also, accuracy was higher when the emotional face was happy, and saccades landed lower for 
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happy than for fearful face targets. We can note that latencies in Experiment 2 were higher than 

in Experiment 1 (with mean latencies around 250 ms in Experiment 2 and 170 in Experiment 

1), suggesting that faces are detected before expressions are explicitly decoded. 

 

A prioritization of emotional faces? 

 

While emotions modulated performances in the second experiment, emotional faces did not 

facilitate face detection in the first experiment even though some visual features seemed to 

differentially attract the gaze depending on facial expression., This observation runs contrary 

to the idea that attention is reflexively captured by emotional, and especially threatening, events 

due to evolutionary needs (e.g., Öhman, 2005; Öhman et al., 2001). Nevertheless, similar results 

(i.e., a fast oculomotor capture by faces irrespective of their expressions) were obtained in an 

earlier study. Indeed, Devue and Grimshaw (2017) tested the automatic prioritization of non-

task-relevant emotional faces in a task in which faces were known to attract the gaze (Devue et 

al., 2012). A circular array of colored dots was displayed on the screen and participants had to 

make a saccade toward a color singleton. Pictures of different irrelevant objects (including a 

neutral or an angry face) were displayed in a concentric circle inside the dot array. The authors 

found that irrelevant faces attracted the gaze more than other objects but that this occurred 

irrespective of the expression. In their study, saccades toward faces were elicited quickly, with 

mean saccade latencies around 200 ms. In fact, this lack of modulation could be explained by 

a ceiling effect (Mulckhuyse, 2018). Indeed, one might consider that the visual system has 

evolved so that faces, which are more likely to be socially relevant than other objects, can be 

detected very rapidly based on low-level features (Baron-Cohen 1995; Haxby, et al., 2000; 

Leopold et al., 2010), or that visual features have evolved to be easily detected (Emery, 2000; 

Kobayashi & Kohshima, 1997; Lacruz et al., 2019; Wu et al., 2013). Whether this detection is 

based on isolated features (i.e., the eyes;  Kauffmann et al., 2021; Lewis & Edmonds, 2003) or 

AS information (Crouzet & Thorpe, 2011; Honey et al, 2008), it may be insufficient to decode 

expressions. The goal might therefore be to direct the face into central vision and then proceed 

to further investigations in order to extract more features such as the emotional expression. 

Also, in Experiment 1, facial expressions were not task-relevant. However, we suggest that 

this is not sufficient to explain the lack of emotional modulation. Indeed, there are studies that 

have used tasks in which expressions were not relevant and which have nevertheless found that 

they modulated performances. This is the case, for example, of probe categorization tasks in 

which an emotional face is briefly presented as a prime followed by an emotional probe word 
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or a visual scene. The participants' task is to ignore the face (which is task-irrelevant) and judge 

the probe as pleasant or unpleasant. Classically, reaction times are faster when the prime and 

the probe are affectively congruent, for example for positive words following an expression of 

happiness (Aguado et al., 2007; Lipp et al., 2009; McLellan et al., 2010; Sassi et al., 2014). 

Another example can be found in gender categorization tasks. It has been shown that even if 

expressions are task-irrelevant they can still interfere with gender perception. For example, it 

has been shown that a happy or a fearful expression biases discrimination toward females (Hess 

et al., 2009) or, similarly, that gender implicitly interferes with the recognition of emotional 

expressions (Villepoux et al., 2015). It should be noted that these studies used manual 

responses, causing reaction times to be relatively high (about 600 ms). If the decoding of facial 

expressions only occurs after 180-200 ms (Schyns et al., 2009; Kulke, 2019), it is more likely 

that the lack of emotional prioritization in Experiment 1 was due to the short time window in 

which saccades were elicited, and that the very fast gaze capture by faces may have preceded 

emotional facilitation. 

In Experiment 2, emotional faces were detected faster and attracted the gaze more often 

than neutral faces. This confirms that emotional faces, when decoded, can facilitate the 

orienting of attention. Nevertheless, there is still some doubt as to whether this process is 

supported by the interpretation of the emotional content. For example, it is possible that when 

looking for neutral or emotional faces, participants choose to check for emotional faces first, 

for example by looking for an open mouth, which is the most salient feature (Calvo et al., 2008; 

Horstmann et al., 2012; Stuit et al., 2021). Such a strategy would prioritize emotional faces, not 

because they are meaningful, but because they have configurations that make them easier to see 

(because happy and most fearful faces do have an open mouth). In support of this idea, one 

study which compared emotion detection and emotion categorization suggests that visible teeth 

are particularly useful for emotion detection (Sweeny et al., 2013). In Experiment 2, we also 

found that happy faces led to higher response accuracy than fearful faces. As suggested by 

neural computations, this last result could be explained by the fact that happy and neutral faces 

are more perceptually different than fearful and neutral faces (Mermillod et al., 2009).  

 Moreover, we found in an additional analysis (see Appendix B) that saccades toward 

faces in Experiment 1 were elicited faster when the face was presented on the left (i.e. projected 

in the right hemisphere) compared to the right side of the screen (i.e. projected in the left 

hemisphere). This result agrees with previous papers using a saccadic choice task with faces 

and vehicles (Crouzet et al.,2010; Guyader et al., 2017). It is also consistent with theories on 

the cortical lateralization of face processing which argue in favor of right hemisphere 
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specialization (Carlei, et al., 2017; Ellis, 1983). Interestingly, saccade endpoints were also lower 

for targets presented on the left side of the screen. This could also be the result of an enhanced 

processing of faces in the left hemifield. In Experiment 2, the greater accuracy for emotional 

than neutral faces was only significant for targets presented on the left side of the screen. This 

result is consistent with one hypothesis concerning the lateralization of emotional processing 

which argues in favor of right hemisphere specialization (Demaree et al., 2005). 

Even if such results are not particularly suitable for inferring neurophysiological 

implications, they can nevertheless be considered in the light of recent neurophysiological data. 

Indeed, there is evidence that face information can be processed via a subcortical pathway 

connecting the amygdala, the superior colliculus, and the pulvinar (Johnson, 2005). Even 

though some authors believe that this pathway is modulated by facial expressions (Bayle & 

Taylor, 2010; Bayle et al., 2009; LeDoux, 2000; Méndez-Bértolo et al., 2016; Vuilleumier et 

al., 2003), other studies suggest that it could be face-specific and independent of the expressed 

emotion (Fitzgerald et al., 2006; Garvert et al., 2014; Johnson, 2005; McFadyen et al., 2017). 

For example, McFadyen et al. used magnetoencephalography (MEG) and dynamic causal 

modeling (DCM) of participants making gender judgments of neutral and fearful faces to 

identify the underlying neural networks most likely to carry information to the amygdala. They 

demonstrated that the most likely subcortical network consisted of a pulvinar-amygdala 

connection that was not influenced by facial expressions. These results therefore suggest that 

the emotional content of visual stimuli may not necessarily be the key for entry into the 

subcortical pathway, whereas a more stereotypical face pattern would be. Overall, even if we 

cannot affirm that face detection in Experiment 1 was supported by such a pathway (e.g., it 

could also be supported by the ventral pathway; Crouzet et al., 2010), our results would be 

consistent with this view. 

Finally, we can wonder what would have happened if we had used dynamic stimuli. Indeed, 

some studies have suggested that the use of dynamic stimuli enhances the processing of fearful 

faces, and, one functional magnetic resonance imaging (fMRI) study identified enhanced neural 

activity in response to dynamic fearful but not happy faces (Sato et al., 2004). In addition, an 

EEG study has shown that dynamic threatening stimuli (e.g., spiders) elicited higher P1 activity 

than static stimuli or dynamic non-threatening stimuli (Hinojosa et al., 2009). These findings 

suggest that motion provides additional saliency to threatening stimuli and thus facilitates their 

detection. However, there are still only a few studies on this topic and the results are sometimes 

contradictory. For example, another study found no differences between the responses to 
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dynamic neutral, happy, disgusted and fearful facial expressions (Van der Gaag et al., 2007). It 

is also likely that the results will be similar for both dynamic and static expressions. Studies 

using static stimuli similar to those that we used in our study (i.e., basic emotions, with the peak 

frame of the emotion) have reported a lack of a dynamic advantage for expression recognition 

(Fiorentini & Viviani, 2011; Gold et al., 2013; see for reviews Kätsyri, 2006; Dobs et al., 2018). 

Moreover, saccades are likely to be elicited at the very beginning of the video sequence, in 

particular in our first experiment. 

 

Saccade endpoints as a reflection of the distribution of attention within the face? 

 

In both experiments, we found that saccades landed lower when the target was a happy face 

than when it was a fearful one. This observation was expected given the visual saliency and 

diagnosticity of the mouth in happy faces (Calvo & Nummenmaa, 2008; Smith et al., 2005). 

However, saccades also landed lower when the target was a fearful face than when it was a 

neutral one in Experiment 1. This can be explained by the fact that in fearful faces, both the 

eyes and the mouth attract attention. Indeed, in some fearful faces, the mouth is open and this 

can shift attention toward it more than neutral faces, in which the mouth is always closed. In 

line with this view, some studies found that both the eyes and the mouth play a critical role in 

the recognition of fear (Eisenbarth & Alpers, 2011). Given the results of the first experiment, 

we could have expected that saccades would be lower in the emotional than in the neutral task 

in Experiment 2. This effect was only marginally significant for happy faces and we suggest 

that this is due to the small sample size. Nevertheless, perceptual saliency may not be the only 

factor that can influence the way attention is distributed within the face. 

As attested by the heat maps, endpoints were generally located around the eyes in the first 

experiment, and more around the nose for the second experiment. Such differences between the 

first and the second experiment can be explained by the different tasks. It is likely that when 

participants have to process facial expressions, their gaze is naturally more oriented toward the 

mouth. It is also important to underline that because the eyes were located in the center of the 

image in this study, it is possible that saccades tended to land around the eyes because of a 

center of gravity bias (Bindemann, 2010; Tseng et al., 2009; Parkhurst & Niebur, 2003; Tatler, 

2007). Furthermore, even if we assume that the positions of the eyes and mouth were the same 

for all images, some slight differences might nevertheless have occurred, again due to the 

different, emotion-related shapes of the eyes and the mouth. To explore such differences, we 

performed an additional analysis (see Appendix A) demonstrating that the positions of the 

https://www.frontiersin.org/articles/10.3389/fpsyg.2018.01355/full#_blank
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vertical midline of the eyes and the mouth were not uniform across expressions. Indeed, the 

mouth position was higher on average in the image of happy than those of neutral or fearful 

faces, as well as in the images of neutral faces than fearful ones. Also, the mean eye position 

was higher for fearful than for happy or neutral faces, and for happy than for neutral faces. 

Therefore, the difference between saccade endpoints on happy and fearful faces (i.e., lower 

endpoints on happy faces) could be explained by the fact that the eyes are lower in happy faces. 

However, this explanation on its own would not explain the difference between neutral and 

fearful faces in Experiment 1 (lower endpoints on fearful faces) since, based on the eye position, 

we would have expected lower endpoints for neutral faces. 

 Overall, we assume that attention is shared between multiple locations during saccade 

programming and that saccade endpoints can reflect the interactions between multiple loci of 

attention. In this context, when a saccade is executed, the endpoint would reflect the allocation 

of attention within the face but would not necessarily indicate the exact location that has 

captured most of the attention. For example, when a saccade has to be executed toward a target 

(e.g., a dark gray ring) in the presence of a close distractor (e.g., a dark ring), the saccade lands 

somewhere in-between the target and the distractor. Van der Stigchel and de Vries (2015) have 

suggested that attention is directed toward the target and distractor location rather than at the 

intermediate location (where the saccade lands). This is consistent with neurophysiological 

recordings in such configurations which have shown that peaks of activity in the superior 

colliculus are focused on cells coding for target and distractor locations (Edelman & Keller, 

1998). This phenomenon is often referred to as global effect or saccade averaging, and has, to 

our knowledge, only been studied using very basic stimuli such as circles with line drawings 

(Findlay, 1982; Van der Stigchel & Nijboer, 2013). Given that we compared emotional faces, 

we suggest that attention is mostly shared between face parts which are of diagnostic relevance 

for expression decoding, which have been shown to be the eyes or the mouth (Eisenbarth & 

Alpers, 2011; Smith et al., 2005; Wegrzyn et al., 2017). We assume that if the endpoint is lower 

in one condition, it means that the mouth attracted most attention during saccade programming. 

Following this view, even though saccade endpoints were located around the nose in the second 

experiment, this does not necessarily mean that attention was directed there. 

 

6. Conclusions 

 The present study confirms previous results showing that face stimuli can be detected 

very efficiently and provides new insights concerning the interaction between facial expression 

processing and the oculomotor system. Experiment 1 shows that very fast face detection was 
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not modulated by facial expressions, suggesting that emotional faces, whether fearful or happy, 

are not automatically prioritized over neutral ones. Experiment 2 showed that emotional faces 

are detected better than neutral ones in a task in which participants are explicitly asked to 

process expressions. We suggest that the lack of emotional prioritization in Experiment 1 is due 

to the short time window in which saccades were elicited (with mean saccade latencies around 

170 ms). Indeed, as suggested by some previous studies (Devue et al., 2012; Kulke, 2019; 

Schyns et al., 2009), fast face detection may occur before expressions are decoded. Experiment 

2 also found that it was easier to discriminate between neutral and emotional faces in the case 

of happy rather than fearful faces. Using computational modeling, we showed that this can at 

least be partly explained by perceptual factors, as the performances of a neural network were 

also better with happy faces. Finally, an analysis of saccade endpoints revealed a modulation 

by facial expressions, even for saccades that were elicited very quickly. We suggest that salient 

local face features, like the mouth, can automatically shift attention toward themselves and all 

the more so when they are task-relevant. 

 

7. APPENDICES 

 

APPENDIX A. Analysis of the position of the eyes and the mouth in face images 

depending on expressions 

 Here, we present an additional analysis conducted in order to compare the image 

positions of the eyes or mouth between expressions. More precisely, for each image, we 

manually drew a rectangular box surrounding the eyes and another surrounding the mouth, as 

presented in Fig. A.1. We tried to select a rectangle that was as close as possible to the eyes or 

the mouth but without touching the eyeball or lips, respectively. For each box, we computed 

the vertical midline (see purple lines in Fig. A.1). We then computed two measurements: (1) 

the vertical distance between the center of the image (corresponding to a Y coordinate of 150 

pixels) and the vertical midline of the eyes, and (2) the vertical distance between the center of 

the image and the vertical midline of the mouth. T-tests were performed on mean values for 

each expression to quantify the effect of the Emotional Facial Expression (Fearful, Happy, 

Neutral) on the position of the eyes and mouth. Measures are in degrees of visual angle to match 

the endpoint analysis that is presented in the manuscript. In our experimental setup, 1 degree 

corresponds to 25 pixels.   
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Figure A.1: Example of rectangular boxes surrounding the eyes and the mouth with their 

vertical midlines (purple lines; left), and boxplots for the vertical distances between the image 

center and the eyes (middle), and between the image center and the mouth (right). A negative 

distance means that the feature is below the center. 

  

 Results show that (1) Vertical distance between the center of the image and the center 

of the eyes was smaller for neutral (M ± SD: -0.076 ± 0.043 °) than for happy (M ± SD: -0.05 ± 

0.052 °, t(1,59) = 2.97, p = .004, d = 0.54) or fearful (M ± SD: -0.024 ± 0.05 °, t(1,59) = 6.13, 

p < .001, d = 1.12) faces, and for happy than for fearful faces (t(1,59) = -2.84, p = .005, d = 

0.52), and that (2) Vertical distance between the center of the image and the center of the mouth 

was smaller for fearful (M ± SD: -3.60 ± 0.19 °) than for happy (M ± SD: -3.38 ± 0.14 °, t(1,59) 

= 7.31, p < .001, d = 1.34) or neutral (M ± SD: -3.49 ± 0.14 °, t(1,59) = -3.8, p < .001, d = 0.69) 

faces, and for neutral than for happy faces (t(1,59) = 4.22, p < .001, d = 0.77). 

In conclusion, based on the regions that we manually selected, there were significant 

differences concerning the positions of the eyes and the mouth. The differences in the positions 

of the eyes were small (with the greatest mean difference being 1.25 pixels). The difference 

was larger when we compared the mean position of the mouth for the three emotions (with the 

greatest mean difference being 5.5 pixels). 

 

APPENDIX B. The effect of the target location 

 Here, we present an additional analysis conducted in order to compare participants’ 

performance and saccade endpoints depending on the target location (i.e., left or right visual 

hemifield). For each experiment, we performed (1) a repeated measures ANOVA on the mean 

accuracy, mean latency and mean distance to the center, with the Target (Face, Vehicle for 

Experiment 1; Emotional, Neutral for Experiment 2) and the Location (Left, Right) as between-
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subject factors to test for the effect of the Location and for an interaction between Target and 

Location. Then, for each Target, we performed (2) a repeated measures ANOVA on the mean 

accuracy, latency and distance to the center of one target condition (face condition for 

Experiment 1, emotional condition for Experiment 2), with the EFE (Happy, Fearful, Neutral 

for Experiment 1; Happy, Fearful for Experiment 2) and Location (Left, Right) as between-

subject factors to test for an interaction between the EFE of the target and the Location. This 

procedure was repeated for the other target condition (vehicle condition for Experiment 1, 

neutral condition for Experiment 2) to test for an interaction between distractor Location and 

EFE. When required, paired samples t-tests were used for pairwise comparisons. Neither main 

effects of the Target and the EFE (which are reported in the core paper) nor non-significant 

effects are reported.  

 

Experiment 1: Face vs Vehicle 

Accuracy: A repeated measures ANOVA performed on mean accuracy when the target was 

a face indicated a marginal effect of Location (F(1,60) = 3.71, p = .059, ηp
2 = 0.029). Saccades 

tended to be more accurate when the face appeared in the left (M ± SD: .89 ± .087) than the 

right (M ± SD: .87 ± .099) hemifield.  

Latency: A repeated measures ANOVA performed on mean latency indicated an interaction 

between the Target and the Location (F(1,60) = 15.1, p < .001, ηp
2 = 0.2). When the target was 

a face, saccades were elicited faster when it was presented in the left (M ± SD: 178 ± 21.2 ms) 

than in the right (M ± SD: 174 ± 23 ms; p < .001) visual hemifield. 

Endpoints: A repeated measures ANOVA performed on mean distance to the center 

indicated a significant effect of Location (F(1,60) = 7.09, p < .001, ηp
2 = 0.11). Saccades landed 

lower in the left (M ± SD: -0.34 ± 0.55) than in the right (M ± SD: -0.23 ± 0.48) hemifield. 

 

Experiment 2: Emotional vs Neutral face 

Accuracy: A repeated measures ANOVA performed on mean accuracy indicated a 

significant interaction between Target and Location (F(1,19) = 6, p < .001, ηp
2 = 0.024). The 

difference between emotional and neutral faces was only significant for the left hemifield 

(accuracy for emotional faces:  M ± SD: .7 ± .16; accuracy for neutral faces: M ± SD: .59 ± 

.18; p < .001). 

Latency and Endpoints: A repeated measures ANOVA performed on mean latency or mean 

distance to the center indicated no significant effect of Location, nor any interaction with other 

factors. 
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Figure A.2: Boxplots for (a) mean proportion of correct responses, (b) mean latency (in ms), 

and (c) mean distance to the image center (in degrees of visual angle) for correct saccades 

according to the Target, the Location of targets, and the Emotional Facial Expression of 

targets, for Experiment 1 (left) and Experiment 2 (right).  
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