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Abstract: Clasdficaion systems are used more and more often in artificial intelligence, especially
to analyze texts and to extract knowledge they contain. The results of general clustering methods,
though, are viewed too often being an absolute reference for classfying terms. This paper's god is
to evaluate quantitatively the quality of classficaion. Various tods are mmpared with relation to
the same reference medicd corpus. We analyze various methods such as hierarchicd clustering,
neural network, partitioning, co-word analysis which occur in dfferent software systems. The
evaluation method sed is based onthe mmparison ketween a cnceptual clasdicaion taken as a
reference and the resulting classficaions. This reference dassficaion was redized with the help
of amedicd expert. It isan hand-made dassficaion acwrding the red-world.

Keywords. conceptual clustering ; data mining ; knowledge structuration ; evaluation

Introduction

The increassing number of numerised

texts presently available on the Web has
developed an aaute need in concept extradion
and text mining. The paper presents an
evauation d four clustering methods used by
French systems which processtexts by using
data aayss methods or conredionist
methods, which apply data anaysis to
languages.
These systems are Tétralogie™, Sampler™,
Neurotext™ and Alceste™. These market
programs are of much interest, espedaly as
they seem able to satisfy lingustic needs and
the neals of the data mining manipulation.
We use these programs at Adit (Agency for
techndogicd information disemination) for
drafting drategicd  reports  on  key-
techndogies.

These programs dare a ©mmon
feaure: they provide the user with conceptual
classes resulting from the goplication of data
anaysis techniques. We ae going to evauate
these 4 clustering methods used to classfy
automaticdly the terms extraded from texts,
on the basis of a medicd corpus. Severa
approaches exist in this field: data mining,
knowledge discovery in databases, etc...
These last ones are & an ealy stage (All
reference  dases were determined in

collaboration with a spedalist in the medicd
field). These underlying clasdficaion
programs generally use terms from a spedfic
field. Some programs incorporate a term
extradion modue, others need a pre
processng. We provided the latter with a list
of repeaed segments cdculated by the
program elaborated in ou laboratory [13].
This program prodwces a list of cendidate
terms.

The goa of automatic term
clasdficaion is to construct a @nceptual
hierarchy. It is interesting to evauate the
quality of clasgficaionin terms of efficiency
and speal. It seems that classficaion
methods rarely take into acourt lingustic
knowledge. It embarrasses automatic
conceptua classficaion. Nevertheless some
studies show that there have been attempts to
modelizethe intension d obtained classes.

When classfying symbadlic objeds, in
our case natura languege terms, the dasscd
anayses fall to take into acount one
important asped: terms to be dassfied
shoud be wnsidered within their context.
The objeds complex charader necesstates
the use of severad types of contextua
lingugtic knowledge: lexicd, syntaxic,
semantic and pagmatic. So the method must



take into acount the nature of terms and their
contexts with the am to optimise the results.

This paper analyzes the results
obtained from the dasssficaion modues of
data mining tods. Firstly, a reference dass
hierarchy is built by a manual indexation of
classes and subclasses. Seaondy, the results
of the four programs are compared with the
hand-made dusters. Correlation parameters
are cdculated so as to deduce their validity
and to compare their runtimes.

1 The <ate-of-theart of conceptual
clustering

Clustering is a technique of grouping
objeds in clusters which ore generalises into
classes. This leaning technique used in
artificial intelligence permits knowledge
structuring. Its nature is defined by certain
charaderigtics:

- ascendance, charaderigtics of the dustering
which constructs itself step by step towards a
roat;

- hierarchy, charaderistics of the dustering,
which bulds closely linked oljeds into a
treelike configuration;

- incrementality, charaderistics of the
clustering which, preserving its internd
structure, can classfy an additional objed;

- overlapping, charaderistics of the dustering
due to which some dassfied oljeds belong
to several classes.

Modern computerized unsupervised
conceptual clustering first appeaed with
Michalski's “ Cluster ” modue aound 1980
In the evaluation achieved we were interested
in bulding clusters with the help of
unsupervised  methodk. Leaning is
autonamous, withou external knowledge. It
is a question d unsupervised conceptual
clustering. Many ursupervised clustering
modues have been developed since taking
inspiration from different mathematicd
techniques, such as:

- the descendant incremental approadh:
Unimem  (Lebowitz, 1987, Cobweb
(Fisher,1987), Classt

(Gennari, 1989) Adedu (Decastedker, 1997,
Labyrinth (Thomson, 1997), Iterate (Biswas,
19949);

- the descendant nornrincremental approadh:
Cluster/2 (Michalski, 1983, Cluster/s (Stepp,
1986);

- the ascendant incremental approach: Witt
(Hanson, 1989;

- the non-incrementa approach: KBG
(Bison, 1992, Pyramid (Diday, 1989,
Autoclass (Cheeseman, 1988 [1].

These  techniques are  often
agglomerative, nonoverlapping and nar-
incremental. A new tednique, Galoiss
lattice, seems to be interesting, thouch
exporential, in therun time[2].

A goodimplementation of conceptua
clustering depends on a monahetic criterion
and nd on a padythetic one [3]. Throuch a
monahetic aiterion a duster, groupng
several terms, will be drawn up acwording to
the two functions of conceptuality: extent and
intent. The extent of a cncept is materiali zed
by cluster elements. As for the intent, it
justifies elements to be grouped. So, a
concept, represented by a duster, will be
developed thanks to its intent and extent
compared to spedfic speed unverse. It is
with this approach that our team treds
conceptual clustering charaderistics. The
current problem in adua conceptua
clustering tedhnique is the interpretation of
clusers in terms of their semantics.
Clasgficdion is applied from the point of
view of attributes and is generally chosen
withou any spedfic semantic rule. So, for a
given concept, ead intent and extent already
existsasagroup d objedsfor extent and as a
group d attribute vedors for intent. But the
semantics of an intent vedor is not diredly
linked to the semantics of a whole duster of
objeds. That iswhy interpretation is difficult.
Some lingusts, such as F.Rastier, think that a
semanticd classficgion cana  be
implemented withou human intervention
neeaded to deted semanticd fedures.

We shoud spedfy that there is
digtinction between clasdficaion and
clustering, though loth terms belong to the
same family. Classficaion implies pre-
existence of classs. Classficaion's god is,
in this case, to put objeds in a @rrespondng
class In clustering, or groupng, a non-
clasgfication criterion is defined not a priori,
but a posteriori which means that one can
observe their existence, once these dusters
have been oltained. Clustering is based on
the definition d either a similarity, or a
distance between the objeds to be dassed. On



can only has to wonder how clusters or
classes homogenity is obtained.

The  diversity of clustering
representations renders their comparison
difficult. The grea difficulty consists in
finding common mathematica representation
for ead formal representation d results as
shoud be redized between two hierarchicd
clasgfications [4]. A hand-made
implementation d shoud take into acount
the nation d a conceptual class intent. The
redity of the medicd field indwces a
contextual use of the term linked to a predse
environment. The extent will be a set of terms
grouped in the same ntextua environment.

2 Software presentation
2.1 Tétraloge™
2.1.1 Presentation

This sftware permits mathematicd
processng d a large volume of information
by analyticd and advanced visudizaion
techniques [5]. It is notably used to redize
collaboration retwork panorama (authors,
organisms, reseach subjeds). In our case, we
will first use its co-occurrences cdculus, in
the medicd corpus, of the terms acquired by
Mantex software. Afterwards, we will
adivate its automatic dassfication function.

The Téraoge™ analysis gstem is
conreded to multidimensional processng.
Clasgc data analysis occurs either in static
domains (when two database cdegories
crosy, or in evolutive ones (when three
database cdegories cross, where the third
gives for instance a notice date, i.e a
temporal evolution).

A firs level analysis with a tabler,
leads to the emergence of correlations
between comporents. It implements a bloc
seriation process made possble thanks to the
infformation  catabase. Thanks to the
mathematicd operators (connexity sorting,
filters...), analysis with a spreadshed leads to
the anergence of clusters, where cmporents
have a homogeneous behavior. These
comporents form clusters which produce
sgnificant homogeneity  which  needs
interpretation. A second analysis level uses a
graphicd and dyramicd representation o
information in a 4-dimension space (3 axes
and a mlor). Then, one observes data, and
their evolution acwording to the parameters
aready chosen. One of the interests of the

anaysis consists in olserving the variable
trgjedories chosen in comparison to other
variablesand a chrondogy.

In ou experiment we will content
ourselves with the use of classficaion
modues and the list of results.

2.1.2 Classfication method

The method wsed by Tétralogie™ is
based on \edors. We evaluate the distance
between two vedors coming from co-
occurrence matrix. In matrice n*m of co-
occurrence dassfied elements are situated in

line . They belong to R" space ad are

clasdfied in comparison to RM space of
elements stuated in column.

Theinitial step is, first of al, to creae
co-occurrence. A key-words filter of key
termsin line and ancther filter in column wil |
be used. As the software works on the
structured  databases with  marks for
identification every field, one shoud dedare
a field for eat bred line, i.e 15 lines eah
block. A mathematicd command divises
matricial elements by the sguare root
(1/\/MiMj) of a margina product, this
marginal being a sum of either line elements
(M;) or of column elements (Mj). This

operation leals to the reduction of dispersed
terms correlated with al the others. This
makes bias to classficaion.

This classficaion modue proposes
four distance types. euclidian dstance
averaging dstance, inferior distance ad
superior distance We will study the first
three Euclidian distance ®nsists in taking
the auclidian nam between two line vedors

(d:IIvi-vi.IIZ, disthe distance, v; is the vedor
of aterm andv;. isthe vedor of ancther term)

and sorting all obtained nams pairwise. The
other distances consist in evaluating between
two classs, beginning from n classes with n
vedors, average, inferior or superior
distances. An inferior or superior distance is
an average distance between the two
considered classes or a minimal or a maximal
distance of two elements from ead cluster.
The proposed result is an interadive picture
which is displayed onthe screen: the structure
is hierarchicd and nonroverlapping. The goal
is to cut the general graph to the height lower
than root. The cut branches in the upper part



of the graph represent terms classes. Ead
element of a matrix line will receve aclass
number.

Two aher methods are also used by
Téralogie™: one is the dynamicd cloud
method, or partitioning method, consisting in
choasing x elements as class centroids. This
method will not be onsidered becaise
partitioning is also implemented by Alceste™
a which we will look later. The other
represents, in faad, sorting by block which
consistsin redizaion d a seriation by block.
It is a matter of maximising a seriation
criterion like the Condacet one:

C=%%; (¢jz; + cij*zij*) , where ¢; is the term
of the aurrent matrix and Z; is the term of the

block-diagoral matrix to adieve, cij*zij*
(maximises an intercluster link) is the
complementary  of GijZij (maximises an
intraduster link), and after all Z; has to solve

athreeequation system. This g/stem is cdled
an impaossble triade qualifying transtivity.
The first term is used to maximise intradass
links and the secondterm is used to maximise
interclasslinks. This method gives no result,
i.enoclass

Human intervention in the cae of
seriation by bock appeas at the level of a
matricial block extradion displayed on the
screen. In the case of hierarchicd
clasdficationthe user cuts the tree d@the level
below the root and transfers classes to matrix.

The software system is ergonamic in
its clasgficaion part but less ® in its general
part. The latter uses filters delicae to
implement, and an the quality of the result
depends predsely onthesefilters.

2.2 Sampler™

2.2.1 Presentation

The navigation tod of the lexicd
network gathers the terms with strong
statisticd linksin adata wrpus. It isbased on
a dictionary of bound terms and m a
dictionary of stop words.[6]

Only goad semanticd homogenity
will alow for the clusters to be drawn up in
that way. A cluster is charaderised by a
central term. A list of centra terms is
propased to the user so that he could chocse
fredy a ceitral term by clicking on it. A
correspondng cluster appeas on the screen

as an undreded graph. Its nodes are made by
terms, asociated with the central term, and
by links, and represent a statisticd association
indice By clicking an one or several terms
one can display extrads, which had served to
cdculate @m-occurrences. The seleded terms
will appea in them. There are external links
propased to the displayed cluster, recdling
that all the dusters form a threedimensional
lattice. The number of cluster elements have a
threshald (in general 10), and ravigation from
one duster to the next oneispassble.

2.2.2 Classfication method

The tod diredly indexes and clusters
the @rpus in question thanks to a dictionary.
The dictionary can be diredly developed
from an indexation by word and from the
repeded segments, with the help of a
dictionary of bound words used in natura
languages (here French).

The process consists, first of al, in
getting a file diredory to index; this
indexation is fast and based on witerms (i.e
or smple words). It indexes the wrpus and
locaes the terms without scanning the whole
text. This indexation wes an automaton
cdled Genau™. This automaton compresses
data, making it posshle for it to access
around 160000 words per secnd ona Sun
Sparc 20 station. It is a matter of a finite state
automaton with a dynamicd automaton
which manages memory as the owner, and is
therefore compressed [7]. It works with a
modifying linguistic overlayer. A further step,
is to clean this index thanks to a stop words
dictionary of a given language (in general,
Engish o French). In the third step, one
cdculates repeded segments and imports
repeded segments in the index file. The final
result is that the file index condtitutes an ad-
hoc dictionary (field unterms and
multiterms). This dictionary is editable and
modifiable. Thanks to a maao command one
has indexed, one can enter into the file
diredory and wse the dictionary opening
diredory when applicaion requests it.
Clusters are cdculated in this way. The
clustering cgpadty is a little larger than the
indexation ore.

The dasgfication method is based on
the wefficient of satisticd association (E)
resulting from co-occurrence between the two



terms: Eij:CijZ/fifj, the square of the number

of co-occurrence between the two terms (C, j)
divided by the frequencies product of the two
terms respedively (f; and fj) [8]. This
coefficient is normalized and then included
between 0 and 1, indicaes the force of a
statisticd link between the two terms.

Therefore, for a given word, one
gathers datigticdly most outstanding ten ou
fifteen terms. Thisis indicaed in preferences
in which ore can also spedfy the desired
threshold of co-occurrence

In this way ore extrads different
statisticd links of clusters in the form of a
clusters lattice. For a given cluster links with
other clusters are represented and ore can
adivate visuaizing d thisin anather window
display.

Human intervention appeas in the
index cleaning d a uniterm and a multiterm
to conditute the lexic necessry to buld
clusters, some parameters, which can be
modified bythe user, induce the formation of
clusters (extrad size cluster eements
number,...).

Ergonamicdly it is excdlent: a menu
propases smple and intuitive commands,
steps are dea and quck and the navigation
onthe dustersisefficient .

2.3 Neurotext™

2.3.1 Presentation

Neurotext™ is a textual analysis todl.
This means that it all ows for indexation, key-
terms classficaion and a @ntent analysis by
semanticd classes [9]. It make possble a
context recogntion by assmilation d terms
clases consdered as emanticd classes. Its
functions adlow for the  atomatic
clasdficaion d sentences acwrding to the
contexts, the aeaion of key-words, manualy
taking into acount synonyms and aher
lemmatisation rules. It authorises the aossng
of signaletic variables notably used for
guestionraire (man-woman, ages, different
professons...). Content analysis is based on
thematic dassficdion.

2.3.2 Classfication method

There &ist severa types of neural
networks which leal to information analysis
modues. perceptrons, linea networks,
badkpropagation feed-forward networks,

Elman rearrent network, radial base
network,  asxciative leaning  rules,
competitive networks, auto-organizing maps,
leaning wedor quantificaion retworks,
Hopfield reaurrents networks.

The software indexes a data crpus by
its key terms. It obtains these terms by their
frequency and by using the rules of
lemmatisation base on the commonroat (verb
dedination, singuar/plural,
masculine/femining) thanks to a mmon
word dctionary and to smple rules. It,
therefore, asks the user to signal manudly a
synonym presence A lemmatised manually
synonymised list of key terms is finaly
propased for the @nsidered corpus. Within
these terms a unsupervised Kohoren neura
network methodis implemented [10].

A co-ocaurrence caculus is redized.
Sentence is taken as a cdculus evaluation for
co-ocaurrence. A matrix co-occurrence is
generated. It permitsto dispose of avedor set
for ead term. Kohoren network used is an
auto-organising technique. When an inpu
vedor is presented to the network, a node
with the weighted vedor which comes closer
to the inpu vedor (the product between bah
being the greaest) "wins' and the weighted
vedor bewmmes the output vedor. This
network organizes in this way only weighted
vedors from a neighbouing node which are
smilar; thus radial neighbouings develop.
The resulting organization is a topagraphicd
catography d the outer world.

As a first step, the network leans in
an ursupervised way acording to a leaning
set. Afterwards, the network works in
expedation. When the inpu is presented it
affeds a dass or a neuron in ouput. The
algorithm is based onthe Euclidian distance
When classes are discovered, which isthe end
of the learning stage, ead classis represented
by an ouput neuron and the weight of
conredions linking this neuron to ead inpu
neuron is al the more strong as the input
neuron is charaderistic of the dass

Human intervention appeas in extrad
definition and in synonymizing choice of the
key terms propcsed by the modue of the key
terms formation. Ergonamy is friendy, while
the user is a little bit lost with the successon
of commands and adions.

2.4 Alceste™



2.4.1 Presentation

Alceste™ is a textua analysis
software which goups contexts having
smilar semantic nature [11]. The god is,
dividing corpus in elementary context
elements, to classthese mntexts acording to
syntagm clasdficaion o obtained syntagms
from these mntexts. It redizes a @rpus
analysis planified in 3 steps:
1- permits "Elementary Context Unit" (ECU)
definition, fedure seach and reduction
(thanks to 5 dictionraeries of locution, root
and suffix), data table, pair and repeaed
segments cdculus
2- caries out units classficaion acording to
vocabulary distribution, smple or doulde
classficaionif one wantsto test and nd class
stability, acwmording to the lenght of the
context unit
3- permits wvera auxiliary cdculus to help
with the interpretation of a @ntext units
class

2.4.2 Classfication method

On draws up a hierarchicd descendant
type dasdficaion. Matricia representation
permits to split data set in two distinct blocks
thanks to chi2 distance evaluation. Origina
matrix is a binary matrix with ECU in line
and reduced feaures (terms) in column. The
maxima number of reduced fedures in
columnis 140Q

One cdculates asociation chi2 o a
term to aclass Asthe first step, one seaches
the two classes of ECU which maximize the
chi2 of the margin table.

term
present absent
class present N
absent
where nl is the number of ECU in
the dass

n2 is the number of ECU
where the term is present

n is the total number of
ECU

nl12 is the number of ECU in
the dasswhere the term is present
One mmpares n;, to  nny/n by chi2, one

affedsthe sign d ny, - (nyn,/n).

If j iscurrent indice on terms and p indice on
classes, one has:

ch|2:Zj:1,mZp:1,2(njp - nps]/N)ZlnpﬁlN

ou nl:Zj:Lm Miq nunbreof linclase 1
nZ:Zj:Lm Mip number of 1in class2
N=n,+n, number of 1in the matrix

ECU*term
§=M1tN;o number of 1 for the term | in the

matrix
One maximizes chi2 with the margin table

termsin column

1 J m
classinline 1 Mig
2 n2

Classes are generated by dchotomy of binary
matrix. One defines 2 sub-tables which will
be analysed. There emerges in this way a
hierarchy o the ECU partitions represented in
the tree One takes therefore the most
important block and dvides it into maximum
of 6 iterations for getting the maximum of 12
clases. The user has to choose the desired
number of classes between 2and 12

Human intervention appeas (when
the plan is not standard) in the lenght choice
of an elementary unit towards the mntext (1
or 2 sentences), in the number of classs, in
the dhi2 threshald, in the minimum frequency
of the term, and the lenght of the repeaed
segment.

Version 2ergonamy has alower level
than ather softwares. Its usage is even less
obvious as on as it is a matter of
congituting a personrelized pan o of
choasing a predefined plan different from a
standard ore.

3 Evaluation

3.1 Protocole

To evauate dusters obtained from
variuouws ftwares one will draw up reference
classesredized thanks to athesaurus [12]: the
Medicd Healings puldished by Bethesda
Medicd Center (USA) and thanks to an
expert in the field of coronary pathology. We
have obtained 26 clusters distributed within 9
conceptual classes, 17 conceptual sub-classes
and 6 conceptua sub-sub-classes. A tod,
Mantex, permits us to extrad 354terms of the
domain [13]. This extradion is based on a



new technique drawn up thanks to
expansionthead structure of a repeaed
segment of which frequency in corpus is
greder than 2. Out of the 354 initial terms to
class manudly, 60 are cnsidered as non
classble, that is 17% of dl the terms. The
terms find themselves easly classfied
taxonamicdly. The result of the taxonamic
clasdficaion is a nonoriented owerlapping
graph (annex 2). One finds 15 terms which
belong to 2 classes or different sub-classes.
Comparison is redized with the help of 2
parameters which come from information
retrieval: a predson parameter (p) and a
recdl parameter (r) [14].

p=a(a+b) r=al(a+9
software duster a
b
hand-made dass | a
c

where a is the number of terms in common
between a software dass and a hand-made
class

b represents the rest of the distinct
termsfor the software duster
and c represents the rest of the distinct terms
for ahand-made dass

In ou experiment one considers r as
the number of terms of the same dass (class
n° between 1 and 9) divided by the number of
terms of taxonamic sub-classes represented
by the duster, and p ly the number of terms
of the same dass(classn® between 1 and 9)
divided by the dements number of the
software duster considered. According to
these 2 parameters one can evauate
correlation o a software duster as compared
to the sub-clases represented by two
parameters:

T-test= p.r 13

F-test= (b2 +1)pr / (b%p +71)
in general b=0.5 soit
F-test=1.25p / (0.25p +T)

A T-test favours a goad correlation in
case Wwherepisbig andr islow or inverse, as
compared to a F-test, otherwise it can na take
into acourt anymore the recdl parameter:
filtering by a T-test is more drict. The F-test
has been used a the time of Message
Understanding Conferences (MUC) [15]. The
T-test is espeddly drawvn uw for this
experiment.

Therefore, one develops into diagrams
the number of deteded clusters for eat pert
by parts of correlation parameters. The best
clusters for ead software ae presented
thanks to their T-test and F-test score.

For any method one nates that the
majority of good gulity clusters, from their
correlation pant of view, (i.e havingT or
F>40%) have a relatively smal size This
small nessbrings abou a good pscore and, so,
a good correlation. One can corred this sze
effed in multiplying F and T by a sze
coefficient a=1-exp[-(2*n/5)2] where n is the
number of cluster elements. This fador
correds the fad that a goad cluster with only
two members can be trivia, and a goad
cluster with threemembers can be lesstrivia
but not so god just for having more
elements. Correlation coefficients, correded
by the size dfed, become:

T,=aT and F,=aF.

The evauation method is smi-
empiricd in so far as it takes its inspiration
from a predse cae a medicd term
classficdion. The crredion fador has been
condtioned by clustering results. The
formation of the hand-made dassfication
though Iased onthe badkground knowledge,
is not absolute in itself. So,there is a nea to
consder clusters correlation compared to
redity as an indice of global evaluation and
not as an absolute evaluation.

3.2 Results

One observes that the general form of
histograms is a deaeasing monadone type,
contrary to what one would exped. More than
half of the dusters have @rrelation parameter
which exceeads 20%, and shows a substantial
minimal homogeneity as compared to clusters
internal semantics. However, there where one
would exped to have wrrelations around 9,
70 % and even more as regards the semantic
quality, classficaions prove not to be much



efficient. Indeed, less than 15% of clusters
have wrrelation geaer than 50% .
Sampler™:

The dustering run time (with a
pentium 133) is very fast: around 3 seconds
to process an 1Mo text that is 5 seoonds to
processour corpus. This rapidity is due to the
Genau™ sorting software which permits fast
acces to terms wries. One can parametrize
clustersfixing:

1- co-ocaurrences number, 2 in our case;
2- number of elements in clusters, 15 in our
case,
3- number of externa links, 10in our case;
4- interval of taking into acourt of the @-
ocaurrences, in ou case between 50 and 5@
charaders and by dfault a paragraph
separated by abred line;
class4 cardiovascular pathology

instances akinesy;  hypokinesy;
ventriculography, dyskinesy; test; spasm;
angine; risk;

T 27.3%
TG 27.3%
F 323%
Fa 323%
Neurotext™:

The dustering run time (with a
pentium 133) is around 5 minutes to process
an 1 Mo text, that is 1 minute for our corpus.
Clasdficaionisvalid for the number of terms
lessthan 500 bu it is redly effedive for a
number between 50 and 150 terms. Euclidian
distance is not much adapted to symbdlic
data.
class8 therapeutics

instances aspegic250, isopting;
lopressor;

T 75.0 %

T, 57.0%

F 780%

F 59.0 %

a

class8 therapeutics

instances avk; tenor(min); ticlid;
T 46.0 %
T, 350%
F 350%
F 27.0%

a

class6 dagnastics

instances control;exam; technics;
T 51.0%

T, 39.0%

F 42.8 %

F, 325%

Tétraogie™:

The dustering time (with a
pentium 133 is around & minutes to class
250 terms acording to other 350 o the
corpus. One dusters terms from line space
compared to column space In fad, ore is
limited to 29 lines for 400 columns for
classficdion. With a onstant number of
columns classficaion spedl is paynomial in

x3. If the number of line varies in the same
way, as the number of column, the speel
remains polynomial in x3.

The result is graphicd (fig5a7) and
permits to the user to cut the height of the
interclass distance to alow for the terms
separation in the dusters. One cuts at 10%.

A first clustering series has been
redized on 240terms compared to 300 terms.
The aut alows to obtain oy one duster of
191 terms and ore cluster of 1 term and three
other clusters. In fad, this one-term-cluster
correlates with all other terms and is attached
to al other interclass branches up to 10%.
One squeezs this crosscorreation by
dividing the sguare root of the product
marginal line with margina column. One
obtains more refined results. The first
experiment (Tétralogie 1) clusters 240 terms
most frequent compared to themselves,; the
seoond experiment (Téraoge 1) clusters
240 terms most frequent compared to ather
350.

Tétralogie™ |
class8 therapeutics
instances aspegic 250, brought to
thefore;
T 315%
T, 14.8 %
F 417 %
F, 195 %
class6 dagnastics
instances effeds; multi ple
transverse dfeds; fore oblique;
T 48.6 %
T 23.0%

a



F 394 %
F 30.0 %

a

class8 therapeutics

instances continue the treament;
beta-blocking;

T 41.0%

T, 193 %

F 27.0%

F, 127 %

Tétralogie™ Il

class8 therapeutics

instances aorto-coronary
transplant; surgery; coronary obstruction;

T 37.8%

T, 287 %

F 435 %

F 33.0%

a

class6 dagnastics
instances fore oblique; brightness
amplifier; craniocaudal anguation; effed;

T 41.2 %
T, 37.9%
F 27.3%
F, 251 %
class6 dagnastics
instances wave inversion;
ventricular condiction;
T 40.2 %
T, 189 %
F 258 %
F, 258 %
classe 6 dagnagtics
instances multiple transverse
eff eds, fore oblique;
T 42.5%
T, 20.0%
F 294 %
F, 138 %
Alceste™:

The dustering run time is
1h38 on a Madntosh Quadra 620.
Clasgficaion parameters are 14 et 16 reduced
forms per context unit. A minimum chi2 is
settled to 6. An ECU (elementary context
unit) is taken as 1 or 2 sentences (ECU

having in average the same length in corpus).
One chooses first of al the standard analysis
which finds 4 clases. These dasses admit
more than 40 terms of very different origine.
The result is very low predsion rate, al the
more so since the same dass terms are nat
absolutely present. Hence the rrelation is
lower than 20%. In a plannified analysis the
number of the dasshas been fixed at 10, but
routine hanged.

In previous tables we present the 11
best clusters out of the 98 oliained from the
analysis of various oftwares. These dusters
have the arrelation greaer than 40% except
one duster from Sampler™ which has
achieved F=32,3%. If one considers F, ou

T,>40% only 1 cluster remains, the one from

Neurotext™ abou medicine (aspegic250,
isoptine and lopreswor). The goa of a good
automatic conceptual classficaion aims at
such a quality of clustering which would be
equal to this cluster.

Unfortunately, this case is unique
among the 98 clusters generated by the
anaysis. Nevertheless the dasses obtained
are related to diagnastics and therapeutics.
These two classes correspond to the crpus
content formed by coronary diseases in
medicd reports. Only Sampler finds an
interesting class for  cadiovascular
pathologies. One notes that the set of the
"good' clustersis stuated onthe first node of
the hand-made taxonamy in exclusivity and
does nat drictly concern the seond a the
third noce. A cluster can be based ontwo or
three sub-clases of a @nceptual class
Clusters are not homogeneous in the means
with  which they admit elements from
different classs. Their semantic nature is
defined by the dominant class For instance
for the cardiovascular diseases class one finds
generdity and cardiopathy sub-classes plus
other elements from others classes, as the risk
fador or general pathology.

Approaches are rather mathematicd
(moreover numericad) and seem to negled the
lingugtic nature of data. Alceste™ and
Neurotext™  only implement surface
lingustic processng on umterms
morphdogy. This charaderistics can be
observed in al conceptual clustering
approaches applied to a freetext [16]. These
methods take into acourt too little of the



application field with its lingustic
charaderistics, which are red constraints.

Conclusion

In this benchmark with four text
mining softwares, clustering behavior has
been compared in relation to a similar corpus.
The intent and the extent are taken into
acoun througha hand-made dassficaion d
terms acording to the red world. A
correlation parameter has used a predsion
parameter, a recdl parameter and a size
parameter to compare the automaticdly made
classes obtained with a given set of terms and
the same set organized in the hand-made
classficdion.

Genera results are very mediocre.
While a magority of clusters have a
correlation d more than 20%, most of them
have a orrelation parameter of lessthan 3%
compared to hand made clusters. The best
distribution quality of clusters goes badk to
Neurotext™ probably due to its wrface
lingustic processng. This processng is,
however, minor. Clusters cover conceptual
classes of diagnagtics and d therapeutics.
One finds again these themes in the corpus
joining medicd reports. Unfortunately, one
can orly find one duster among those 98, in
the medicd field, which, semanticdly, is
redly hamogeneous.

The evaluation method permits in
numericd terms the cmparison d different
clustering methods. This method ensures that
intensional and extensional charaderistics of
a @mnceptua classare taken into acournt due
to a reference dassficaion. The mmparison
remains empiricd becauise it is implemented
on field terms. Thus the dasgficaionitself is
empiricd, even if one consders that
clasdficaion d terms lends itself perfedly
well to ataxonamy.

After al, clustering application, linked
to a natural langage processng, remains
important. Clustering can, for instance bring
some predsion to a dynamicd of the
processng information flow requiring a high
quality of document retrieval [17].

It would, of course, be necessary to
take into acount lingustic knowledge in
parallel to mathematica processng to ensure
better quality of clustering. Sewndy, it
seans that intercorrelated links between
teems are insufficient to creade goad

interpretable dusters. The only cluster which
poseses HmMe homogeneity concerns three
medicines. They aways appea in the wrpus
in a orred and successve manner as
guaation withou intrinsic structure as any
usual knowledge in any corpus. So, one hasto
invest in the refinement of a woccurence
processng, on which al clustering tods are
based.

Appendix
general characteristics of hand made
conceptual classes
26 clusters of which 23 have egqual to or more
than 3 elements, colleding 354 terms, 59
terms out of 354 are nonclassble (that is
16,7%) ; 9 conceptual classes, 17 conceptua
sub-classes, 6 conceptual sub-sub-classes
general clasdfication dagram (in bradkets
the number of cluster terms)
cl Cardiovascular Anatomy (53)
genera anatomy (16)
artery (24)
artery or vein (5)
heat (8)
c2 Cardivascular Physiology (17)
c3 General Pathdlogy (21)
generdity (17)
disease (4)
c4 Cardiovascular Pathalogy (60)
generdity (3)
cadiopathy
generality (6)
rythmtroude
(10)
valvulopathy (6)
coronaropathy
(25
vessl disease (10)
c5 Risk fador (9)
c6 Diagnastics (81)
generdity (23)
imagery (26)
eq (30)
physiologicd parameters <rving the
diagnaostics (2)
c7 Symptomatology (14)
c8 Therapeutics (60)
generdlity (24)
surgery (11)
caheterism (13)
medicine/treaing agents
commercid
name(4)



agent family (7)
dci (1)

c9 Information (1)
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