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Abstract—Heritage acoustics studies are typically constructed
around a listener’s perspective, using prerecorded source ma-
terial. The room acoustic response is generated via numerical
simulation, such as via geometrical acoustics with proper model
calibration. As part of a series of studies investigating the
acoustics of heritage spaces and the impact of the acoustics on
musical performance, a real-time auralization architecture has
been developed and adapted to the requirements of recreating
the acoustic conditions within the Cathedral of Notre-Dame de
Paris for a choir ensemble. This paper reviews the processing
architecture of the system, expanding on previous Experimental
Virtual Archaeological Acoustics (EVAA) developments, and
an objective level calibration performed for reproduction via
headphones and a 32-channel loudspeaker array. A preliminary
subjective evaluation was carried out with members of a medieval
choir, having experience in Notre-Dame, concerning qualities
of the rendering and the calibration procedure. Following the
evaluation by this user group, revisions have been made to
the rendering architecture with the goal of providing a real-
time performance simulator for a four-member ensemble using
an anechoic room and individual binaural renderings over
open headphones. Further evaluations will concern relevance
of additional modifications of the rendering system to improve
realism, perception of architectural and acoustic changes related
to the historic records of the space, and the impacts of these on
musical performances of different genres and periods through
objective and subjective analysis of the performances using the
real-time auralization rendering system.

Index Terms—Heritage acoustics, room acoustics, performance
evaluation, real-time auralization

I. INTRODUCTION

Room acoustics play an important role in the composition,
performance, and perception of music, and the link between
acoustics and performance practice has been observed and
documented for centuries [1]. Historically, the interaction
between acoustics and performance practice has been loosely
documented and based on experience, however, the number
of serious scientific investigations into the matter has been
increasing in recent decades. Seeking to find which acoustic
qualities affect musicians and to what extent, these studies
have used either real acoustic environments [2]–[4], virtual
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acoustic environments (VAE) [5]–[8], or both [9]–[12]. While
the findings have been mixed, some general trends can be
extracted. For example, reverberation time tends to have one
of the most measurable effects on a musician’s performance
[5]–[7], [10], [11]. More recently, however, spatially defined
acoustic parameters have emerged as showing great impor-
tance compared to more traditional omnidirectional parameters
[3]. Timbre and loudness tend to be among the most affected
performance parameters [4], [6], [8], [11]. Performance param-
eters related to timing have also been described in many stud-
ies as having some correlation with reverberation time, [5]–[7],
[10] although the exact correlation varies. One other important
conclusion found in several studies is that consistent patterns
of adaptation sometimes emerge in individual musicians even
if there is an absence of common adaptation patterns among
a group of musicians [6], [8], [12].

The utilization of VAEs in these types of experiments allow
the subject to experience a wide variety of acoustics (including
acoustic spaces which no longer exist) in a very short amount
of time, making comparisons between different acoustic en-
vironments easier and more reliable by avoiding long time
intervals between experiences [13]. However, reliable results
from such a study depend on an accurate reproduction of
the acoustic properties of the space in question [14]. With
recent advances in auralization demonstrating a high degree
of plausibility [15], [16], studies using VAEs have become
more commonplace.

Expanding on previous Experimental Virtual Archaeologi-
cal Acoustics (EVAA) developments, this preliminary study
sought to assess the perceptual and ecological validity of
this auralization architecture, specifically for studying the
interaction between musicians and acoustics with an eye
towards future studies in acoustic heritage. Four professional
singers performed in a VAE and provided feedback through
questionnaires. The implementation and calibration of the VAE
are described in detail. The results of the questionnaire are
discussed followed by recommendations for improving the
system for use in future studies.

II. CONTEXT

The EVAA system is a technical framework used for on-
going research and documentation of acoustic heritage and
historically-informed performance utilizing virtual reality and
real-time auralization [17] and is developed in the context of a
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suite of ongoing archaeoacoustic research projects occuring at
Sorbonne Université [18]–[21]. Studies utilizing similar VAEs
to auralize heritage sites have taken a variety of approaches
including both a posteriori and real-time convolution of dry
audio signals with relevant room impulse responses (RIRs)
[18], [22]–[26].

This study is a part of the “Past Has Ears” (PHE) project,
an ongoing research consortium investigating and developing
a methodology for archaeoacoustic inquiry and using heritage
sites in France, Italy, and the United Kingdom as case studies
[27]. The study lays the groundwork for further research into
the acoustic heritage of Notre-Dame de Paris, the heritage site
at the center of the French component of PHE. The EVAA
system delivered a virtual reconstruction of the acoustics of
the cathedral based on a geometrical acoustics model which
was calibrated to measurements taken prior to the 2019 fire as
outlined in [18].

The acoustics of Notre-Dame are the subject of ongoing
historical, sociological, and musicological interest as a matter
of intangible heritage [27], with particular attention paid to
the role it may have played in the development of musical
practice during the Middle Ages. The School of Notre-Dame
was a musical movement active in the 12th and 13th centuries
in Paris and is notable for its innovations in the nascent
practice of polyphony [28], [29]. Since the School developed
in close temporal proximity to the initial opening of the
cathedral, musicologists are interested in researching what
influence Notre-Dame may have had on the local composers
during the time period. A perceptually validated VAE system
is therefore relevant to furthering the interdisciplinary research
of the acoustic heritage and impact of Notre-Dame.

III. OVERVIEW

A. Study Participants

The four singers who participated in the study are members
of “Rue des Chantres”, a medieval ensemble with a particular
focus on the musical compositions of the Notre-Dame school
of polyphony in the 12th and 13th centuries. As specialists
in historically informed performance, they have performed
alone or as an ensemble inside Notre-Dame de Paris, the
Basilique Cathédrale Notre-Dame d’Amiens, and other venues
associated with medieval music. As the aim of this study was
to perceptually validate the virtual replication Notre-Dame’s
acoustics prior to the fire of 2019, the musicians were chosen
for their familiarity with the acoustics of the cathedral.

The musicians sang excerpts of both sacred and profane
medieval repertoire which they had previously prepared. While
no time limit or minimum duration was requested of the
musicians, the musicians spent between 10min to 15min
interacting with the VAE in each reproduction condition
(multichannel loudspeaker and headphone reproduction). The
interactions were musician-led, with each participant free to
interact with the VAE as they chose. The participants sang both
full excerpts and subsections while standing or moving within
the VAE. They also interacted with the VAE by singing plo-

Fig. 1. View of 3D geometrical acoustics model of Notre-Dame.

Fig. 2. Floor plan of Notre-Dame with the location of the source/receiver
singer-cluster indicated (•).

sives, fricatives, and sibilants independent of a larger musical
context.

B. Reproduction System Architecture

The EVAA system uses a VST3 plugin to perform con-
volution of a monophonic input with RIRs that allows for
dynamic directivity [17]. The previously documented ver-
sion of the system used a uniform partitioned algorithm
with multi-thread processing in two versions: high spa-
tial update latency/minimum convolutions and minimum la-
tency/convolution matrix. The current version used in this
study has been updated to use non-uniform partitioned con-
volution [30], since this allows for more efficient processing
and the study used the matrix convolution algorithm in order to
ensure good spatial reactivity for the subjects. The directivities
were defined as 3rd-order spherical harmonics using a soprano
voice directivity pattern [31]. The virtual receiver was 3rd-
order Ambisonics. This leads to a 16× 16 filter matrix.

Due to the length of the impulse responses in Notre-Dame,
only the first 1 s was generated via GA simulation, using
the CATT-Acoustic (v9.1) and TUCT (v2.0e:1.02) software
[32]. The remainder of the RIR was approximated by using
the IEM FdnReverb [33], a feedback delay network (FDN)
reverb that takes higher order ambisonics (HOA) [34] as input.
The TUCT simulation used 2 000 000 rays while implementing
algorithm 1. The source representing the singer location was
modelled as a coincident pair with a receiver located roughly
2 cm away from the source, positioned in the choir of the



Fig. 3. Schematic diagram of EVAA system architecture.

cathedral. The general location of the singer positions are
indicated in red on the floor plan (see Fig. 2), in between
the choir stalls oriented along the long axis of the cathedral.
The resulting RIRs are preprocessed in order to remove the
direct sound as this is not needed for auralization. A more
thorough discussion of the creation and calibration of this GA
model can be found in [18], [35]. The output of the EVAA
plugin was input to the FDN reverb and both outputs were
passed to the Ambisonic decoder.

The implementation of the FDN for the remainder of the
RIR assumes that the energy decay rate is a single exponential
(i.e. linear). This is not truly the case, as was highlighted in
[36]. However, for this preliminary study, it is not expected
that the secondary decay will contribute significantly to the
musicians performance. A supplemental model will include a
second FDN to provide this later decay.

The IEM BinauralDecoder [33] was used for binaural
rendering when reproducing the EVAA system output via
headphone. This plugin uses the MagLS decoding method [37]
with the widely used KU 100 dummy head HRTF. Decoding
over loudspeakers was done using Spat decoder set to AllRAD
[38] and max rE weighing. A 32-channel loudspeaker array
was used for loudspeaker reproduction.

The signal from the singers was captured using a wireless
lavalier microphone (DPA 4060) mounted on a headset, with
the microphone resting several centimeters from the singer’s
mouth. The singers also wore a head-mounted motion capture
device in order to capture the orientation and movement of the
singers for properly rendering the directional characteristics
of their voice. An OptiTrack motion capture system and its
associated Motive (v1.8.0) software were used for this purpose
and the tracking information was routed to Max 8 for further
processing.

The experiment took place in the semi-anechoic (T30 =
0.14 s at 1 kHz) motion capture/virtual reality room at Sor-
bonne Université. The test sessions were run with the plug-in
hosted in Max 8, sample rate of 44.1 kHz with buffer sizes of
256 samples (5.8ms).

C. Experimental Overview

The singers sang their prepared repertoire with the simulated
acoustics being conveyed through multichannel loudspeaker
reproduction and through headphone reproduction using bin-
aural rendering. In addition to these two performances, sub-
jects were also asked to explore the dynamic directivity of
the system by turning while vocalizing in order to assess
the impact of its inclusion. As a novel component of the
EVAA system architecture, the dynamic directivity module
was included to evaluate its perceptual significance to a singer
within the VAE. Since the source and receivers are located
inside the choir, the early-returning lateral energy from the
choir stalls was more likely to be noticeable by the singers as
they interacted with the VAE.

The subjects were also each explicitly asked about the
overall level of the system response at the beginning of each
experience through loudspeakers and headphones in order to
assess the effectiveness of the level calibration procedure (see
Section IV). The gain was then adjusted to their desired
level before beginning. Throughout the experience the subjects
were free to comment, and these comments were recorded
contemporaneously. The singers also filled out questionnaires
related to the perceptual validity of the experience.

In addition to participating as singers, the musicians also
participated as listeners, in order to comment on the perceptual
validity of a nearby listener position. With an aim at a future
expansion of the EVAA system to study ensemble perfor-
mances, the listener position was modeled after a position that
would be typical in an ensemble setup, roughly 1m away from
the singer. This auralization was created in the same way as
the singer position, however the direct sound was not removed.
The listeners were set up in another room so they could not
hear the singer directly. They were free to comment throughout
the process, and they also filled out questionnaires related to
the perceptual validity of their experience.

The questionnaires used in this study were aimed at evaluat-
ing the validity of the system for music performance. Subjects
were asked to rate their experience singing in the simulated
acoustics in comparison to their previous experience singing
in Notre-Dame in terms of reverberation time, reverberation
color, envelopment, and impression of room size. For example,
if they rated the reverberation time as longer, they would be
indicating that the virtual acoustic environment had a longer
reverberation time than Notre-Dame. The questions were ad-
ministered to the participants as a 5-point Likert scale with the
middle point indicating a “similar” rating and the remaining
points labeled appropriately for each specific category. The
questionnaires were administered to the participants in French.

Additionally, the subjects were asked to rate the virtual
acoustics in terms of naturalness and overall acoustic impres-



sion on a 1 to 5 scale. The same questionnaire was admin-
istered to the subjects when they participated as listeners.
The questionnaires were based on previous work assessing
musicians’ evaluations of acoustics [13], [39]–[42]. In addition
to the formal questionnaires, the singers’ comments were
recorded throughout the duration of the experiment.

IV. LEVEL CALIBRATION PROCEDURE

In preparation for the experiment, a level calibration was
performed in order to determine the proper level of the
simulated acoustics, relative to the direct sound of the singers.
As both headphones and a multichannel speaker array were
used to convey the simulated acoustics, a level calibration
was performed for each of these methods. Several procedures
have been developed for this purpose including [8], [11], [43],
[44]. None of these reported methods have achieved perfect
subjective validation so this calibration step should be used
to achieve a relatively reliable starting level rather than relied
upon to determine an absolute fixed level. Minor adjustments
can be expected based on musicians’ subjective experience,
although, these should hopefully not deviate too far as this
would indicate a serious inaccuracy in the calibration proce-
dure.

For this study we utilized a slightly modified version of the
procedure outlined in [43] which compares the late support
parameters, STlate [45] (see eq. 1), between the VAE and the
real acoustic space to produce a gain coefficient by which the
simulated acoustics could be amplified or attenuated.

STlate = 10 log10

(∫ 1000ms

100ms
h2(t)dt∫ 10ms

0ms
h2(t)dt

)
(1)

However, instead of using STlate measured in the real
acoustic space, this parameter was obtained from the GA
model as this was the source of the auralization. A set of beam
RIRs was produced from the GA model corresponding with
the same source and receiver configuration. A loudspeaker
(Genelec 8030A) produced an exponential sine sweep which
was captured by an omnidirectional microphone (DPA 4060), a
few centimeters away, the same microphone and position used
for the singers in the VAE. This signal was then run through
the EVAA system using the set of RIRs described above using
a soprano singer (fortissimo) directivity pattern. This was
then captured by an omnidirectional microphone (DPA 4006)
positioned 1m away. This sweep was deconvolved in order to
create an impulse response, which was then used to calculate
the STlate parameter. This measure was compared to the same
parameter calculated from the RIR produced by the GA model
and a difference, in dB, was calculated between the two. This
gain was then applied to the output of the system during the
experiments.

The level calibration procedure for the headphones was
essentially the same as the above, only in place of the
omnidirectional microphone (DPA 4006), a binaural dummy
head was used (Neumann KU 80, DPA 4060 microphones
placed at the entrance of each artificial ear canal) and a pair
of open headphones (Sennheiser HD 600) placed over the ears.

Fig. 4. Individual responses (•) and means ( | ) to singer questionnaire.

Fig. 5. Individual responses (•) and means ( | ) to listener questionnaire.

V. RESULTS AND DISCUSSION

The results of both the listener and singer questionnaires
(see Fig. 4 and Fig. 5) indicate that the VAE was evaluated
as being relatively similar to Notre-Dame. However, this
is according to sample of 4 participants who based their
comparisons on previous experiences which occurred at least
two years prior to this study. Therefore, any conclusions drawn
from this experiment should take this into consideration.

In terms of naturalness, the virtual acoustics were rated,
on average, as “somewhat natural” while the mean overall
acoustic impression of the singers was a four out of five,



however, the listener position was judged slightly below three.
In addition to these questionnaires, we also asked each

singer to comment on the dynamic directivity of the system.
Three out of four singers said that they could not notice
a difference in the sound if they rotated while vocalizing.
However, one singer commented that he noticed a slight
difference when rotating that added to a sense of envelopment.
The singers were also asked to compare their experience
singing through loudspeaker playback with their experience
with playback through a pair of open headphones. Two of
the singers preferred the simulated acoustics being conveyed
through loudspeakers while one singer preferred the playback
through headphones. Another singer had mixed feelings, say-
ing that the acoustic feedback from the headphones sounded
more realistic but that it was more difficult to hear himself.

In order to gauge the effectiveness of the level calibration
procedure, each of the singers was asked about the overall
level of the room response. Through loudspeakers, only one
singer requested that the gain of the system be increased by
approximately 2 dB. Through headphones, three out of four
singers requested a similar gain change. This suggests that
the level calibration procedure is generally well-designed, es-
pecially for loudspeaker reproduction. However, the disparity
between the desired level through loudspeakers compared to
headphones is something that merits further investigation.

Despite rating the reverberation color of the VAE as similar
to Notre-Dame, in oral feedback following the recording ses-
sion the participants noted an unnatural and metallic coloration
in the higher frequencies of the VAE. This feedback prompted
a closer examination of signal flow through the EVAA system
and revealed a fault in the calibration of the IEM FdnReverb
mentioned in Section III-B. The FDN portion of the system
was recalibrated to bring the total synthetic IR of the EVAA
system into closer alignment with the measured RIRs of Notre-
Dame. Further examination is required to determine if the
FDN settings were responsible for the entirety of the coloration
issue.

VI. CONCLUSIONS AND FUTURE WORK

When presented in isolation, the calibrated EVAA envi-
ronment was perceived as generally plausible and similar
to Notre-Dame. While this assessment is dependent on the
recollection of study participants, it is an encouraging sign that
development on the VAE is progressing towards realism. The
inclusion of dynamic directivity in the system architecture did
not appear to tangibly improve the participant’s experience of
the system. As most participants assumed a singing posture
quickly and did not deviate from the posture and position
unless prompted, it is thought that future iterations of this
system intended for use by choral ensemble may not require
motion tracking to maintain immersion. Additionally, the gain
initialization and calibration procedure seems to work well
for setting preliminary levels prior to participant interaction
with the VAE, especially with the multichannel loudspeaker
reproduction system.

The study also revealed room for improvement, most es-
pecially regarding the high-frequency coloration noted by
participants. Participant feedback prompted a re-examination
of the FDN used to simulate the late reverberation of the
cathedral, and a flaw in the initial calibration was discovered
as a result. Further inquiry is needed to determine if the FDN
was the sole source of coloration in the reproduction. The
musicians also reported a general preference for the multi-
channel loudspeaker system rather than binaural headphones.
Since the eventual goal of the current project is to examine
the musicians’ performance as an ensemble, future work will
focus on addressing musician concerns about comfort, low
perceptions of envelopment, and difficulties hearing oneself
while singing. Development on the EVAA system architecture
will continue in preparation for a larger installation supporting
experiments with the full ensemble.
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