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# ON THE $L^{2}$ STABILITY OF SHOCK WAVES FOR FINITE-ENTROPY SOLUTIONS OF BURGERS 

ANDRES A. CONTRERAS HIP AND XAVIER LAMY


#### Abstract

We prove $L^{2}$ stability estimates for entropic shocks among weak, possibly non-entropic, solutions of scalar conservation laws $\partial_{t} u+\partial_{x} f(u)=0$ with strictly convex flux function $f$. This generalizes previous results by Leger and Vasseur, who proved $L^{2}$ stability among entropy solutions. Our main result, the estimate $$
\int_{\mathbb{R}}\left|u(t, \cdot)-u_{0}^{\text {shock }}(\cdot-x(t))\right|^{2} d x \leq \int_{\mathbb{R}}\left|u_{0}-u_{0}^{\text {shock }}\right|^{2}+C \mu_{+}([0, t] \times \mathbb{R}),
$$ for some Lipschitz shift $x(t)$, includes an error term accounting for the positive part of the entropy production measure $\mu=\partial_{t}\left(u^{2} / 2\right)+\partial_{x} q(u)$, where $q^{\prime}(u)=u f^{\prime}(u)$. Stability estimates in this general non-entropic setting are of interest in connection with large deviation principles for the hydrodynamic limit of asymmetric interacting particle systems. Our proof adapts the scheme devised by Leger and Vasseur, where one constructs a shift $x(t)$ which allows to bound from above the time-derivative of the left-hand side. The main difference lies in the fact that our solution $u(t, \cdot)$ may present a non-entropic shock at $x=x(t)$ and new bounds are needed in that situation. We also generalize this stability estimate to initial data with bounded variation.


## 1. Introduction

We consider bounded weak (not necessarily entropy) solutions of Burgers' equation

$$
\partial_{t} u+\partial_{x} \frac{u^{2}}{2}=0,
$$

or more generally a scalar conservation law

$$
\begin{equation*}
\partial_{t} u+\partial_{x} f(u)=0, \quad t>0, x \in \mathbb{R}, \tag{1.1}
\end{equation*}
$$

with uniformly convex flux $f^{\prime \prime} \geq \alpha>0$. Let us recall that for any entropy-flux pair $(\eta, q)$ i.e. $\eta^{\prime \prime} \geq 0$ and $q^{\prime}=\eta^{\prime} f^{\prime}$, the corresponding entropy production of a bounded weak solution $u$ is the distribution

$$
\begin{equation*}
\mu_{\eta}=\partial_{t} \eta(u)+\partial_{x} q(u) . \tag{1.2}
\end{equation*}
$$

In the special case $\eta(t)=t^{2} / 2$ we will drop the subscript $\eta$ and simply write

$$
\begin{equation*}
\mu=\partial_{t} \frac{u^{2}}{2}+\partial_{x} q(u), \quad q(v)=\int_{0}^{v} t f^{\prime}(t) d t \tag{1.3}
\end{equation*}
$$

For smooth solutions the entropy production $\mu_{\eta}$ is always zero, but smooth long-time solutions do not exist in general. Entropy solutions are weak solutions whose entropy production is nonpositive, i.e. $\mu_{\eta} \leq 0$ for all convex entropies $\eta$. Kružkov introduced this concept in [15] and showed that for any bounded initial condition $u_{0}(x)$ there exists a unique entropy solution.

[^0]Finite-entropy solutions. Here in contrast we consider weak solutions whose entropy productions do not necessarily have a sign. Such solutions are not uniquely determined by their initial conditions: they will in general deviate from the unique entropy solution, and the present work addresses the question of estimating this deviation. Our motivation comes from the study of large deviation principles for the hydrodynamic limit of asymmetric interacting particle systems $[12,26]$, where it is crucial to control how much a general weak solution can deviate from the entropy solution.

To give more details about this issue, we focus on a continuum variant introduced in [22, $3]$. There, the question boils down to describing the variational convergence ( $\Gamma$-convergence) of functionals of the form

$$
E_{\varepsilon}(u)=\frac{1}{\varepsilon} \int\left[\varepsilon \partial_{x} u-\partial_{x}^{-1}\left(\partial_{t} u+\partial_{x} f(u)\right)\right]^{2} d x d t
$$

in the regime $\varepsilon \rightarrow 0^{+}$. The same problem is considered in [23] (with the motivation of providing a variational point of view on the vanishing viscosity method). Limits $u=\lim u_{\varepsilon}$ of sequences of bounded energy $E_{\varepsilon}\left(u_{\varepsilon}\right) \leq C$ are weak solutions of (1.1), but not necessarily entropy solutions. They belong to the wider class that we will call here finite-entropy solutions: bounded weak solutions of (1.1) such that

$$
\begin{equation*}
\mu_{\eta} \text { is a Radon measure for all convex } \eta \tag{1.4}
\end{equation*}
$$

where $\mu_{\eta}$ is the entropy production defined in (1.2). The conjectured limiting energy $E_{0}(u)$ is the negative part $\mu_{-}([0, T] \times \mathbb{R})$ of their entropy production, but a proof of this fact is still lacking.

Specifically, the missing part is the upper bound: given a finite-entropy solution $u$, can one construct an approximating sequence $u_{\varepsilon} \rightarrow u$ in $L^{1}$ such that $\lim \sup E_{\varepsilon}\left(u_{\varepsilon}\right) \leq E_{0}(u)$ ? Very similar questions arise in relation with micromagnetics models (the so-called AvilesGiga energy), we refer to the introduction of [16] for more details. What makes this question hard is the lack of fine knowledge on finite-entropy solutions. Unlike entropy solutions, they are not necessarily of bounded variation (BV). Only very recently E. Marconi [20, 21] proved that their entropy production is a one-dimensional rectifiable measure. This rectifiability result is a remarkable achievement, but it seems that solving the upper bound problem requires other new ideas.

To the best of our knowledge, only two upper bound constructions are available in the literature, with restrictive assumptions on the finite-entropy solution $u$. The first construction in [23] requires $u$ to be BV, and the approximating sequence is obtained by mollifying $u$ and using the fine properties of BV functions. The second construction in [3] is based on approximation by vanishing viscosity, which converges in open regions where the entropy production is $\leq 0$. If regions of negative and positive entropy production are not "well separated" this construction breaks down, for want of a good estimate on the distance between $u$ and entropy solutions when the entropy production changes sign.

In this spirit, the only estimate [16] we are aware of is not homogeneous:

$$
\int_{[0,1]_{t} \times[-1,1]_{x}}\left|u-u^{e n t}\right|^{4} \leq C \mu_{+}\left([0,2]_{t} \times[-2,2]_{x}\right)^{\gamma} \quad \text { for some } \gamma \in(0,1) \text {, }
$$

where $u^{e n t}$ is the entropy solution with initial data $u_{0}$ and $|u| \leq 1$. If one applies (a rescaled version of) this estimate in small regions where $\mu_{+}$is small, after summing over all regions the right-hand side may become very large because of the small exponent $\gamma$. As a consequence, this estimate cannot be used to remove the main restriction (that the
regions where the entropy production has a constant sign must be well separated) in the approximation scheme of [3]. One would rather need an estimate that is homogeneous, hence amenable to summing rescaled applications of it.

In this work we propose a new approach towards such estimate, beginning with the distance of $u$ to entropic shocks: if a solution $u$ starts close to a shock and $\mu_{+}$is small, then $u$ remains close to a shock, and this is quantified via a homogeneous estimate. More precisely, our main result takes the form of an $L^{2}$ stability estimate for entropic shocks. For entropy solutions this question was adressed in $[18,19]$ using relative entropy methods. Here we generalize their methods to solutions whose entropy production does not necessarily have a sign. Loosely stated, we prove (Theorem 1.1)

$$
\int|u(t)-\operatorname{shock}|^{2} d x \leq \int|u(0)-\operatorname{shock}|^{2} d x+C \int_{0}^{t} \int \mu_{+}(d t, d x),
$$

where the shock at time $t$ is a shift of the initial shock. We also provide a generalization to any $B V$ initial data (Theorem 1.4).

Strong and very strong traces. As in [19, 13, 14], in order to implement the relative entropy method we need to assume that $u$ has traces on Lipschitz curves, in a strong enough sense. From [27], it is known that finite-entropy solutions have traces which are reached strongly in $L^{1}$. We call this the strong trace property, precisely defined as follows. A bounded function $u:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies the strong trace property if for any Lipschitz path $x:[0, T] \rightarrow \mathbb{R}$ there exist traces $t \mapsto u(t, x(t) \pm)$ on each side of $x(t)$, such that

$$
\begin{equation*}
\underset{y \rightarrow 0^{+}}{\operatorname{ess}} \lim _{0}^{T}|u(t, x(t) \pm y)-u(t, x(t) \pm)| d t=0 . \tag{1.5}
\end{equation*}
$$

In [27] entropy solutions are considered, but the proof there uses only a kinetic formulation which is also valid for finite-entropy solutions [8]. The results of [27] also include traces along constant time lines, implying that (for an a.e. representative)

$$
\begin{equation*}
[0, T] \ni t \mapsto u(t, \cdot) \in L_{l o c}^{1} \quad \text { is continuous, } \tag{1.6}
\end{equation*}
$$

whenever $u$ is a finite-entropy solution of (1.1).
Unfortunately the strong trace property turns out not to be enough for our purposes, and as in $[19,13,14]$ we will in fact require an even stronger property. We say that a bounded function $u:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies the very strong trace property if for any Lipschitz path $x:[0, T] \rightarrow \mathbb{R}$ there exist traces $t \mapsto u(t, x(t) \pm)$ such that (for an a.e. representative of $u$ )

$$
\begin{equation*}
\underset{y \rightarrow 0^{+}}{\operatorname{ess} \lim } u(t, x(t) \pm y)=u(t, x(t) \pm) \quad \text { for a.e. } t \in[0, T] \tag{1.7}
\end{equation*}
$$

By dominated convergence the very strong trace property does imply the strong trace property. Functions $u \in B V([0, T] \times \mathbb{R})$ satisfy the very strong trace property, but it is not known whether finite-entropy solutions satisfy it.

Stability of shocks in $L^{2}$ for finite-entropy solutions. We are now ready to state our main result, on the $L^{2}$ stability of an entropic shock wave $u^{\text {shock }}$ with initial datum

$$
\begin{equation*}
u_{0}^{\text {shock }}(x)=u_{\ell} \mathbf{1}_{x<0}+u_{r} \mathbf{1}_{x>0}, \quad u_{\ell}>u_{r}, \tag{1.8}
\end{equation*}
$$

that is, $u^{\text {shock }}(t, x)=u_{0}^{\text {shock }}(x-\sigma t)$, with shock speed $\sigma=\left(f\left(u_{r}\right)-f\left(u_{\ell}\right)\right) /\left(u_{r}-u_{\ell}\right)$.

Theorem 1.1. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be such that $f^{\prime \prime} \geq \alpha>0$. Let $u:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ be a bounded finite-entropy solution (1.4) of

$$
\partial_{t} u+\partial_{x} f(u)=0, \quad u(0, x)=u_{0}(x) .
$$

Assume that $u$ satisfies the very strong trace property (1.7). Let $u^{\text {shock }}$ be the entropic shock wave with initial datum $u_{0}^{\text {shock }}(1.8)$, and set $M=\sup _{I} f^{\prime \prime}$ and $S=\sup _{I}\left|f^{\prime}\right|$, where $I=\left[\min \left(u_{r}, \inf u\right), \max \left(u_{\ell}, \sup u\right)\right]$.

There exists a Lipschitz path $h:[0, T] \rightarrow \mathbb{R}$ such that $h(0)=0$ and

$$
\begin{align*}
\int_{-R}^{R}\left|u(t, x)-u^{\text {shock }}(t, x-h(t))\right|^{2} d x \leq & \int_{-R-t S}^{R+t S}\left|u_{0}-u_{0}^{\text {shock }}\right|^{2} d x  \tag{1.9}\\
& +C \frac{M^{3}}{\alpha^{3}} \mu_{+}([0, t] \times[-R-t S, R+t S])
\end{align*}
$$

for all $t \in[0, T]$, all $R>0$ and some absolute constant $C>0$, where $\mu$ is the entropy production (1.3) associated with $\eta(t)=t^{2} / 2$.

In addition the drift $h$ is controlled by

$$
\begin{align*}
c \frac{\alpha}{M^{2}}\left(u_{\ell}-u_{r}\right) \int_{0}^{t} h^{\prime}(\tau)^{2} d \tau \leq & \int_{-2 S t}^{2 S t}\left(u_{0}-u_{0}^{\text {shock }}\right)^{2} d x  \tag{1.10}\\
& +\frac{M^{3}}{\alpha^{3}} \mu_{+}([0, t] \times[-2 S t, 2 S t])
\end{align*}
$$

for some absolute constant $c>0$ and all $t \in[0, T]$.
Remark 1.2. We were not able to remove the very strong trace assumption from this statement. In the proof it is used only in Lemma 3.3 to establish that $u$ admits generalized characteristics: for any $x_{0} \in \mathbb{R}$, there exists a Lipschitz curve $x:[0, T] \mapsto \mathbb{R}$ such that $x(0)=x_{0}$ and

$$
x^{\prime}(t)=\sigma(u(t, x(t)-), u(t, x(t)+) \quad \text { for a.e. } t \in[0, T],
$$

where $\sigma\left(u_{-}, u_{+}\right)=\left(f\left(u_{+}\right)-f\left(u_{-}\right)\right) /\left(u_{+}-u_{-}\right)$when $u_{-} \neq u_{+}$, and $\sigma(u, u)=f^{\prime}(u)$. Other places where traces are needed require only the strong trace property (1.5), satisfied by finite-entropy solutions.

Remark 1.3. The necessity of introducing a drift $h(t)$, and the near-optimality of estimate (1.10) when $\mu_{+}=0$ and $u_{\ell}=-u_{r}=1$, are proved in [29, Proposition 1.2].

To prove Theorem 1.1 we adapt the relative entropy arguments used in $[18,19,14]$ (see also $[24,13,25,29])$. The relative entropy method was introduced in $[6,10]$ to study the $L^{2}$ stability of smooth solutions among entropy solutions, and later refined in $[18,19]$ to obtain the $L^{2}$ stability (up to a drift) of shock waves (see [1] for $L^{p}$ stability estimates up to a drift). This method is also relevant in the study of hydrodynamic limits for fluid equations [28]. The basic idea is that for any constant $v_{0}$, one has an identity of the form

$$
\frac{1}{2} \partial_{t}\left(u-v_{0}\right)^{2}=\mu-\partial_{x} q\left(u ; v_{0}\right) .
$$

Stability of the constant state $v_{0}$ when $\mu \leq 0$ then follows by integrating over $x \in \mathbb{R}$, provided $q\left(u ; v_{0}\right)$ is nice enough (e.g. has compact support). In the case of finite-entropy solutions, one also has to take into account the contribution of $\mu_{+}$. But when studying
the stability of a shock, one integrates $\partial_{t}\left(u-u_{\ell}\right)^{2}$ and $\partial_{t}\left(u-u_{r}\right)^{2}$ on two complementary half-lines, and boundary terms appear at the junction.

The crucial remark used in $[18,19,14]$ is that, if the initial shock is shifted by a wellchosen length $x(t)$, then the boundary terms combine into a nonpositive contribution. There are two cases to consider, depending on whether or not $u(t, \cdot)$ jumps at $x(t)$. At times $t$ where it does not jump, the situation is the same for entropy or finite-entropy solutions, and the ideas of $[18,19,14]$ apply also in our case. But at times $t$ where it does jump, an entropy solution can only make a negative jump, while a finite-entropy solution can also make a positive jump. More precisely, denoting by ( $u_{-}, u_{+}$) the values of the jump of $u$, it is shown in $[18,19]$ that the dissipation rate $D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right)$ coming from the boundary terms satisfies

$$
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) \leq 0 \quad \text { whenever } u_{-} \geq u_{+} \text {and } u_{\ell} \geq u_{r} .
$$

To include finite-entropy solutions, we have to consider also what happens when $u_{-}<$ $u_{+}$. One cannot expect the dissipation rate $D$ to remain $\leq 0$, but what we do show (see Proposition 2.1) is that its positive part is controlled by the entropy cost of the jump, in other words by $\mu_{+}$. This crucial observation enables us to adapt the techniques of [18, 19, 14] to our situation and to prove the stability estimate (1.9). In fact we prove a sharper upper bound on $D$, thanks to which the control (1.10) on the drift $h(t)$ can then be obtained as in [14].

Stability of entropy solutions with $B V$ initial data. As a complement we provide a generalization of Theorem 1.1 where the entropy solution $u^{\text {shock }}$ is replaced by any entropy solution with $B V$ initial data. This relies, as in [13, 4], on applying the techniques of Theorem 1.1's proof to obtain estimates between $u$ and functions with a finite number of shocks. Each shock wave has to be shifted, and all shifts may be different. The estimate (1.10) on the drift of one single shock in Theorem 1.1 is therefore replaced by an estimate on the $L^{1}$ distance between the "shifted" function and the actual entropy solution.

Theorem 1.4. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be such that $f^{\prime \prime} \geq \alpha>0$. Let $u:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ be a bounded finite-entropy solution (1.4) of

$$
\partial_{t} u+\partial_{x} f(u)=0, \quad u(0, x)=u_{0}(x) .
$$

Assume that u satisfies the very strong trace property (1.7). Let $\zeta$ be an entropy solution of (1.1) with initial datum $\zeta_{0} \in L^{\infty} \cap B V_{\text {loc }}(\mathbb{R})$, and set $M=\sup _{I} f^{\prime \prime}$ and $S=\sup _{I}\left|f^{\prime}\right|$, where $I=\left[\min \left(\inf \zeta_{0}, \inf u\right), \max \left(\sup \zeta_{0}, \sup u\right)\right]$.

There exists $\tilde{u} \in L^{\infty} \cap B V_{\text {loc }}([0, T] \times \mathbb{R}) \cap \operatorname{Lip}\left([0, T], L_{\text {loc }}^{1}(\mathbb{R})\right)$ such that

$$
\begin{align*}
\int_{-R}^{R}|u(t, x)-\tilde{u}(t, x)|^{2} d x \leq & \int_{-R-S t}^{R+S t}\left|u_{0}-\zeta_{0}\right|^{2} d x  \tag{1.11}\\
& +C \frac{M^{3}}{\alpha^{3}} \mu_{+}([0, t] \times[-R-S t, R+S t]),
\end{align*}
$$

and

$$
\begin{align*}
& \int_{-R}^{R}|\tilde{u}(t, x)-\zeta(t, x)| d x  \tag{1.12}\\
& \leq C \frac{M}{\alpha^{\frac{1}{2}}} \sqrt{\left(D \zeta_{0}\right)_{-}([-R-S t, R+S t])} \sqrt{t} \\
& \quad \cdot \sqrt{\int_{-R-S t}^{R+S t}\left|u_{0}-\zeta_{0}\right|^{2} d x+C \frac{M^{3}}{\alpha^{3}} \mu_{+}([0, t] \times[-R-S t, R+S t])}
\end{align*}
$$

for some absolute constant $C>0$, all $t \in[0, T]$ and all $R>0$.
Remark 1.5. In the case $\zeta_{0}=u_{0}^{\text {shock }}$, Theorem 1.4 is a corollary of Theorem 1.1 taking $\tilde{u}(t, x)=u_{0}^{\text {shock }}(t, x-h(t))$ so that (1.11) is exactly (1.9), and (1.12) follows from (1.10).

Remark 1.6. It is well-known that weak differentiability of order $s=1 / 3$ is critical for finite entropy solutions of (1.1) (see [9, 11, 7]). Somewhat interestingly this critical exponent also comes up in relation with Theorem 1.4: if one wishes to use Theorem 1.4 in order to estimate the distance of $u$ to the entropy solution starting at $u_{0}$ (when $u_{0}$ is not $B V$ ) in terms of $\mu_{+}$, it seems natural to consider $\zeta_{0}=u_{0} * \rho_{\varepsilon}$ with $\rho_{\varepsilon}(x)=\varepsilon^{-1} \rho(x / \varepsilon)$ for some smooth kernel $\rho$ and $\varepsilon$ small enough so that $\int\left|u_{0}-u_{0} * \rho_{\varepsilon}\right|^{2} d x \lesssim \int \mu_{+}(d t, d x)$. The right-hand side of (1.12) then puts forward the square root of the product

$$
\int\left|\left(u_{0} * \rho_{\varepsilon}\right)^{\prime}\right| d x \cdot \int\left|u_{0}-u_{0} * \rho_{\varepsilon}\right|^{2} d x .
$$

If $u_{0}$ enjoys some fractional derivability of order $s>0$ (e.g. of Besov $B_{2, \infty}^{s}$ or Sobolev $W^{s, 2}$ type), the first factor is typically bounded by $\varepsilon^{s-1}$, the second by $\varepsilon^{2 s}$, hence this product is bounded by $\varepsilon^{3 s-1}$, and the exponent $s=1 / 3$ is critical.

Outline. The article is organized as follows. In section 2 we prove the new bound on the dissipation rate $D$ appearing in the relative entropy method. In section 3 we recall and adapt the arguments of $[18,19]$ to prove Theorem 1.1. In section 4 we prove Theorem 1.4.

Acknowledgements. X.L. is partially supported by ANR project ANR-18-CE40-0023 and COOPINTER project IEA-297303.

## 2. Upper bound on the dissipation rate $D$

We start by setting some notations. We denote by $\eta, q$ the entropy-flux pair given by

$$
\eta(x)=\frac{x^{2}}{2}, \quad q(x)=\int_{0}^{x} \eta^{\prime} f^{\prime}
$$

and by $\eta(\cdot \mid \cdot), q(\cdot ; \cdot)$ the corresponding relative entropy-flux pair

$$
\begin{aligned}
& \eta(x \mid a)=\eta(x)-\eta(a)-\eta^{\prime}(a)(x-a)=\frac{(x-a)^{2}}{2} \\
& q(x ; a)=q(x)-q(a)-\eta^{\prime}(a)(f(x)-f(a)) .
\end{aligned}
$$

The propagation speed of a shock $\left(u_{-}, u_{+}\right)$is constrained by the Rankine-Hugoniot condition:

$$
\begin{equation*}
\sigma\left(u_{-}, u_{+}\right)=\frac{f\left(u_{+}\right)-f\left(u_{-}\right)}{u_{+}-u_{-}} \tag{2.1}
\end{equation*}
$$

and by setting $\sigma(u, u)=f^{\prime}(u)$ the function $\sigma$ is continuous on $\mathbb{R}^{2}$. Given two shocks $\left(u_{-}, u_{+}\right)$and $\left(u_{\ell}, u_{r}\right)$ we define the dissipation rate

$$
\begin{equation*}
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right):=q\left(u_{+} ; u_{r}\right)-q\left(u_{-} ; u_{\ell}\right)-\sigma\left(u_{-}, u_{+}\right)\left(\eta\left(u_{+} \mid u_{r}\right)-\eta\left(u_{-} \mid u_{\ell}\right)\right) . \tag{2.2}
\end{equation*}
$$

As explained in the introduction, this corresponds to the boundary terms which arise when calculating

$$
\partial_{t} \int \eta\left(u(t, x) \mid u_{0}^{\text {shock }}(x-x(t))\right) d x
$$

at times $t$ where $u(t, \cdot)$ has a jump $\left(u_{-}, u_{+}\right)$at $x=x(t)$.
Our goal in this section is to compare the dissipation rate $D$ with the entropy cost of the jump ( $u_{-}, u_{+}$), given by

$$
\begin{equation*}
E\left(u_{-}, u_{+}\right)=q\left(u_{+}\right)-q\left(u_{-}\right)-\sigma\left(u_{-}, u_{+}\right)\left(\eta\left(u_{+}\right)-\eta\left(u_{-}\right)\right) . \tag{2.3}
\end{equation*}
$$

This formula corresponds to the fact that, if a solution $u$ has a jump $\left(u_{-}(t), u_{+}(t)\right)$ along a curve $x(t)$, and is smooth everywhere else, then by the BV chain rule (see e.g. [2, § 3.10]) the entropy production $\mu$ is given by

$$
\mu(A)=\int \mathbf{1}_{(t, x(t)) \in A} E\left(u_{-}(t), u_{+}(t)\right) d t .
$$

The main result of this section is the following.
Proposition 2.1. For $u_{\ell} \geq u_{r}$ and any $u_{ \pm} \in \mathbb{R}$ we have

$$
\begin{aligned}
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) \leq & C_{1} \frac{M^{3}}{\alpha^{3}} \max \left(E\left(u_{-}, u_{+}\right), 0\right) \\
& -C_{2} \alpha\left(u_{\ell}-u_{r}\right)\left[\left(u_{\ell}-u_{-}\right)^{2}+\left(u_{r}-u_{+}\right)^{2}\right]
\end{aligned}
$$

for some absolute constants $C_{1}, C_{2}>0$ and $0<\alpha \leq M$ such that $\alpha \leq f^{\prime \prime} \leq M$ on the convex hull of $\left\{u_{-}, u_{+}, u_{\ell}, u_{r}\right\}$.

Proof of Proposition 2.1. The case $u_{-} \geq u_{+}$can be inferred from the arguments in [14, Lemma 4.1], only the case $u_{-}<u_{+}$is really new. For the reader's convenience we include a proof in both cases. Only the values of $f$ on the convex hull of $\left\{u_{-}, u_{+}, u_{\ell}, u_{r}\right\}$ play a role in this inequality, so we assume without loss of generality that $\alpha \leq f^{\prime \prime} \leq M$ on $\mathbb{R}$.

Case 1: $u_{+} \geq u_{-}$.
We split $D$ as

$$
\begin{align*}
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) & =E\left(u_{-}, u_{+}\right)+F_{-}\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right)+D\left(u_{-}, u_{-} ; u_{\ell}, u_{r}\right)  \tag{2.4}\\
& =E\left(u_{-}, u_{+}\right)+F_{+}\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right)+D\left(u_{+}, u_{+} ; u_{\ell}, u_{r}\right)
\end{align*}
$$

where

$$
\begin{aligned}
F_{-}\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right)= & D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right)-E\left(u_{-}, u_{+}\right)-D\left(u_{-}, u_{-} ; u_{\ell}, u_{r}\right) \\
= & \eta^{\prime}\left(u_{r}\right)\left[f\left(u_{-}\right)-f\left(u_{+}\right)+\sigma\left(u_{-}, u_{+}\right) u_{+}-f^{\prime}\left(u_{-}\right) u_{-}\right] \\
& +\left(\sigma\left(u_{-}, u_{+}\right)-f^{\prime}\left(u_{-}\right)\right)\left[\eta\left(u_{r}\right)-\eta\left(u_{\ell}\right)-u_{r} \eta^{\prime}\left(u_{r}\right)\right. \\
& \left.+u_{\ell} \eta^{\prime}\left(u_{\ell}\right)-\eta^{\prime}\left(u_{\ell}\right) u_{-}\right] \\
F_{+}\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right)= & D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right)-E\left(u_{-}, u_{+}\right)-D\left(u_{+}, u_{+} ; u_{\ell}, u_{r}\right) \\
= & \eta^{\prime}\left(u_{\ell}\right)\left[f\left(u_{-}\right)-f\left(u_{+}\right)-\sigma\left(u_{-}, u_{+}\right) u_{-}+f^{\prime}\left(u_{+}\right) u_{+}\right] \\
& +\left(\sigma\left(u_{-}, u_{+}\right)-f^{\prime}\left(u_{+}\right)\right)\left[\eta\left(u_{r}\right)-\eta\left(u_{\ell}\right)-u_{r} \eta^{\prime}\left(u_{r}\right)\right. \\
& \left.+u_{\ell} \eta^{\prime}\left(u_{\ell}\right)+\eta^{\prime}\left(u_{r}\right) u_{+}\right] .
\end{aligned}
$$

We also define

$$
\Delta:=u_{+}-u_{-} \geq 0, \quad A_{ \pm}:=u_{\ell}-u_{ \pm} \geq B_{ \pm}:=u_{r}-u_{ \pm},
$$

and we claim that

$$
\begin{align*}
E\left(u_{-}, u_{+}\right) & =\frac{\beta}{12} \Delta^{3} \quad \text { for some } \beta \in[\alpha, M],  \tag{2.5}\\
F_{ \pm}\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) & =\mp \frac{\gamma_{ \pm}}{4} \Delta\left(A_{ \pm}^{2}-B_{ \pm}^{2}\right) \quad \text { for some } \gamma_{ \pm} \in[\alpha, M],  \tag{2.6}\\
D\left(u_{ \pm}, u_{ \pm} ; u_{\ell}, u_{r}\right) & \leq-\frac{\alpha}{6}\left(A_{ \pm}^{3}-B_{ \pm}^{3}\right) . \tag{2.7}
\end{align*}
$$

Proof of (2.5). Recalling that $\eta(t)=t^{2} / 2$ and $q^{\prime}(t)=t f^{\prime}(t)$ we have

$$
\begin{aligned}
E\left(u_{-}, u_{+}\right) & =q\left(u_{+}\right)-q\left(u_{-}\right)-\sigma\left(u_{-}, u_{+}\right)\left(\eta\left(u_{+}\right)-\eta\left(u_{-}\right)\right) \\
& =\int_{u_{-}}^{u_{+}} t f^{\prime}(t) d t-\frac{u_{+}+u_{-}}{2} \int_{u_{-}}^{u_{+}} f^{\prime}(t) d t \\
& =\frac{1}{4}\left(u_{+}-u_{-}\right)^{2} \int_{-1}^{1} s f^{\prime}\left(\frac{u_{+}+u_{-}}{2}+s \frac{u_{+}-u_{-}}{2}\right) d s \\
& =\frac{1}{4}\left(u_{+}-u_{-}\right)^{2} \int_{-1}^{1} s\left[f^{\prime}\left(\frac{u_{+}+u_{-}}{2}+s \frac{u_{+}-u_{-}}{2}\right)-f^{\prime}\left(\frac{u_{+}+u_{-}}{2}\right)\right] d s \\
& =\frac{1}{8}\left(u_{+}-u_{-}\right)^{3} \int_{0}^{1} \int_{-1}^{1} s^{2} f^{\prime \prime}\left(\frac{u_{+}+u_{-}}{2}+s t \frac{u_{+}-u_{-}}{2}\right) d s d t .
\end{aligned}
$$

This last expression implies (2.5) since $\alpha \leq f^{\prime \prime} \leq M$ and $\int_{0}^{1} \int_{-1}^{1} s^{2} d s d t=2 / 3$.
Proof of (2.6). We have

$$
\begin{aligned}
F_{-} & =\frac{1}{2}\left(u_{\ell}-u_{r}\right)\left(u_{\ell}+u_{r}-2 u_{-}\right) \frac{1}{u_{+}-u_{-}} \int_{u_{-}}^{u_{+}}\left(f^{\prime}(t)-f^{\prime}\left(u_{-}\right)\right) d t \\
& =\frac{1}{2}\left(A_{-}-B_{-}\right)\left(A_{-}+B_{-}\right) \int_{0}^{1}\left[f^{\prime}\left(u_{-}+s\left(u_{+}-u_{-}\right)\right)-f^{\prime}\left(u_{-}\right)\right] d s \\
& =\frac{1}{2} \Delta\left(A_{-}^{2}-B_{-}^{2}\right) \int_{0}^{1} \int_{0}^{1} t f^{\prime \prime}\left(u_{-}+s t\left(u_{+}-u_{-}\right)\right) d s d t,
\end{aligned}
$$

which gives (2.6) for $F_{-}$since $\alpha \leq f^{\prime \prime} \leq M$ and $\int_{0}^{1} \int_{0}^{1} t d s d t=1 / 2$. Similarly

$$
F_{+}=-\frac{1}{2} \Delta\left(A_{+}^{2}-B_{+}^{2}\right) \int_{0}^{1} \int_{0}^{1} t f^{\prime \prime}\left(u_{+}-s t\left(u_{+}-u_{-}\right)\right) d s d t
$$

which gives (2.6) for $F_{+}$.
Proof of (2.7). We have

$$
\begin{aligned}
D\left(u, u ; u_{\ell}, u_{r}\right)= & \int_{u_{r}}^{u_{\ell}} t f^{\prime}(t) d t-u_{\ell} \int_{u}^{u_{\ell}} f^{\prime}(t) d t-u_{r} \int_{u_{r}}^{u} f^{\prime}(t) d t \\
& +\frac{1}{2}\left(u_{\ell}-u_{r}\right)\left(u_{\ell}+u_{r}-2 u\right) f^{\prime}(u) \\
= & \int_{u}^{u_{\ell}}\left(t-u_{\ell}\right) f^{\prime}(t) d t+\int_{u_{r}}^{u}\left(t-u_{r}\right) f^{\prime}(t) d t \\
& -\left(\int_{u}^{u_{\ell}}\left(t-u_{\ell}\right)+\int_{u_{r}}^{u}\left(t-u_{r}\right)\right) f^{\prime}(u) \\
= & \int_{u}^{u_{\ell}}\left(t-u_{\ell}\right)\left(f^{\prime}(t)-f^{\prime}(u)\right) d t+\int_{u_{r}}^{u}\left(t-u_{r}\right)\left(f^{\prime}(t)-f^{\prime}(u)\right) d t \\
= & \int_{u}^{u_{\ell}}\left(t-u_{\ell}\right)(t-u) \int_{0}^{1} f^{\prime \prime}(u+s(t-u)) d s d t \\
& +\int_{u_{r}}^{u}\left(t-u_{r}\right)(t-u) \int_{0}^{1} f^{\prime \prime}(u+s(t-u)) d s d t .
\end{aligned}
$$

If $u \in\left[u_{r}, u_{\ell}\right]$ we see that $f^{\prime \prime} \geq \alpha$ implies

$$
\begin{aligned}
D\left(u, u ; u_{\ell}, u_{r}\right) & \leq-\alpha\left(\int_{u}^{u_{\ell}}\left(u_{\ell}-t\right)(t-u) d t+\int_{u_{r}}^{u}\left(t-u_{r}\right)(u-t) d t\right) \\
& =-\frac{\alpha}{6}\left(A^{3}-B^{3}\right),
\end{aligned}
$$

where $A=u_{\ell}-u$ and $B=u_{r}-u$. If $u \leq u_{r}$ we rewrite the above as

$$
\begin{aligned}
D\left(u, u ; u_{\ell}, u_{r}\right)= & -\int_{u_{r}}^{u_{\ell}}\left(u_{\ell}-t\right)(t-u) \int_{0}^{1} f^{\prime \prime}(u+s(t-u)) d s d t \\
& -\int_{u}^{u_{r}}\left(u_{\ell}-u_{r}\right)(t-u) \int_{0}^{1} f^{\prime \prime}(u+s(t-u)) d s d t
\end{aligned}
$$

and if $u \geq u_{\ell}$ as

$$
\begin{aligned}
D\left(u, u ; u_{\ell}, u_{r}\right)= & -\int_{u_{\ell}}^{u}\left(u_{\ell}-u_{r}\right)(u-t) \int_{0}^{1} f^{\prime \prime}(u+s(t-u)) d s d t \\
& -\int_{u_{r}}^{u_{\ell}}\left(t-u_{r}\right)(u-t) \int_{0}^{1} f^{\prime \prime}(u+s(t-u)) d s d t
\end{aligned}
$$

and in both cases we deduce again that (2.7) is valid.
Combining (2.4) with (2.5)-(2.7) we obtain

$$
\begin{equation*}
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) \leq \frac{\beta}{12} \Delta^{3} \mp \frac{\gamma_{ \pm}}{4} \Delta\left(A_{ \pm}^{2}-B_{ \pm}^{2}\right)-\frac{\alpha}{6}\left(A_{ \pm}^{3}-B_{ \pm}^{3}\right) . \tag{2.8}
\end{equation*}
$$

Since $\Delta \geq 0$, for any $A \geq B$ and $\gamma, \lambda>0$, by Young's inequality $a b \leq \frac{1}{3} a^{3}+\frac{2}{3} b^{\frac{3}{2}}(a, b \geq 0)$ we have

$$
\frac{\gamma}{4} \Delta\left|A^{2}-B^{2}\right| \leq \frac{\gamma}{12 \lambda^{3}} \Delta^{3}+\frac{\gamma}{6} \lambda^{\frac{3}{2}}\left|A^{2}-B^{2}\right|^{\frac{3}{2}} .
$$

From

$$
\begin{aligned}
\left|A^{2}-B^{2}\right|^{3} & =(A-B)^{2}\left|A^{2}-B^{2}\right|(A+B)^{2} \leq 2(A-B)^{2}\left(A^{2}+B^{2}\right)^{2} \\
& \leq 8(A-B)^{2}\left(A^{2}+A B+B^{2}\right)^{2}=8\left(A^{3}-B^{3}\right)^{2},
\end{aligned}
$$

we deduce

$$
\frac{\gamma}{4} \Delta\left|A^{2}-B^{2}\right| \leq \frac{\gamma}{12 \lambda^{3}} \Delta^{3}+\sqrt{2} \frac{\gamma}{3} \lambda^{\frac{3}{2}}\left(A^{3}-B^{3}\right),
$$

and we see that choosing $\lambda^{3}=\alpha^{2} /\left(32 \gamma^{2}\right)$ leads to

$$
\frac{\gamma}{4} \Delta\left|A^{2}-B^{2}\right| \leq \frac{8}{3} \frac{\gamma^{3}}{\alpha^{2}} \Delta^{3}+\frac{\alpha}{12}\left(A^{3}-B^{3}\right)
$$

Plugging this into (2.8) yields

$$
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) \leq\left(1+32 \frac{\gamma_{ \pm}^{3}}{\beta \alpha^{2}}\right) \frac{\beta}{12} \Delta^{3}-\frac{\alpha}{12}\left(A_{ \pm}^{3}-B_{ \pm}^{3}\right) .
$$

Recalling (2.5)-(2.6) this implies

$$
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) \leq C \frac{M^{3}}{\alpha^{3}} E\left(u_{-}, u_{+}\right)-\frac{\alpha}{12}\left(A_{ \pm}^{3}-B_{ \pm}^{3}\right),
$$

for $C=33$. Remarking that

$$
\begin{aligned}
A^{3}-B^{3} & =(A-B)\left(A^{2}+A B+B^{2}\right) \geq(A-B) \frac{A^{2}+B^{2}}{2} \\
A_{ \pm}-B_{ \pm} & =u_{\ell}-u_{r}
\end{aligned}
$$

we deduce

$$
\begin{aligned}
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) \leq & C \frac{M^{3}}{\alpha^{3}} E\left(u_{-}, u_{+}\right) \\
& -\frac{\alpha}{24}\left(u_{\ell}-u_{r}\right)\left[\left(u_{\ell}-u_{-}\right)^{2}+\left(u_{r}-u_{+}\right)^{2}\right],
\end{aligned}
$$

which proves Proposition 2.1 when $u_{+} \geq u_{-}$.
Case 2: $u_{-}>u_{+}$.
Following [24] (see also [14, Lemma 3.3]) we write $D$ as a combination of integrals of the function

$$
\begin{aligned}
g(t) & =f(t)-\sigma\left(u_{-}, u_{+}\right) t-\left(f\left(u_{+}\right)-\sigma\left(u_{-}, u_{+}\right) u_{+}\right) \\
& =f(t)-\sigma\left(u_{-}, u_{+}\right) t-\left(f\left(u_{-}\right)-\sigma\left(u_{-}, u_{+}\right) u_{-}\right),
\end{aligned}
$$

where the second equality follows from the definition of $\sigma$. Specifically we have

$$
D\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right)=-\int_{u_{r}}^{u_{+}} g(t) d t+\int_{u_{\ell}}^{u_{-}} g(t) d t .
$$

As remarked in $[24, \S 3]$, since $u_{+} \leq u_{-}$and $u_{r} \leq u_{\ell}$, this can be written as

$$
\begin{equation*}
-D=\int_{I}|g|+\int_{J}|g|, \tag{2.9}
\end{equation*}
$$

where $I$ and $J$ are disjoint intervals such that

$$
I \cup J=\left(\left[u_{+}, u_{-}\right] \cup\left[u_{r}, u_{\ell}\right]\right) \backslash\left(\left[u_{+}, u_{-}\right] \cap\left[u_{r}, u_{\ell}\right]\right) .
$$

We denote by $g_{0}$ the function $g$ in the special case $f(t)=f_{0}(t)=t^{2} / 2$, i.e.

$$
g_{0}(t)=\frac{1}{2}\left(t-u_{+}\right)\left(t-u_{-}\right) .
$$

Since $g-\alpha g_{0}$ is a convex function vanishing at $u_{+}$and $u_{-}$, we have

$$
\begin{array}{ll}
g(t) \geq \alpha g_{0}(t) & \text { for } t \in \mathbb{R} \backslash\left[u_{+}, u_{-}\right], \\
g(t) \leq \alpha g_{0}(t) & \text { for } t \in\left[u_{+}, u_{-}\right] .
\end{array}
$$

Therefore $|g| \geq \alpha\left|g_{0}\right|$ on $\mathbb{R}$ and one infers from (2.9) that

$$
-D \geq-\alpha D_{0}
$$

where $D_{0}$ is the dissipation rate (2.2) for $f(t)=f_{0}(t)=t^{2} / 2$. To conclude the proof of Proposition 2.1 it suffices to check that

$$
\begin{equation*}
-D_{0}\left(u_{-}, u_{+} ; u_{\ell}, u_{r}\right) \geq c\left(u_{\ell}-u_{r}\right)\left[\left(u_{\ell}-u_{-}\right)^{2}+\left(u_{r}-u_{+}\right)^{2}\right], \tag{2.10}
\end{equation*}
$$

for some absolute constant $c>0$. To this end we compute

$$
\begin{aligned}
& \int_{u_{+}}^{u_{r}} g_{0}=\frac{1}{6}\left(u_{r}-u_{+}\right)^{3}+\frac{1}{4}\left(u_{+}-u_{-}\right)\left(u_{r}-u_{+}\right)^{2}, \\
& \int_{u_{-}}^{u_{\ell}} g_{0}=\frac{1}{6}\left(u_{\ell}-u_{-}\right)^{3}+\frac{1}{4}\left(u_{-}-u_{+}\right)\left(u_{\ell}-u_{-}\right)^{2},
\end{aligned}
$$

so that, setting $H=u_{\ell}-u_{-}$and $K=u_{r}-u_{+}$, we find

$$
-D_{0}=\frac{1}{4}\left(u_{-}-u_{+}\right)\left(H^{2}+K^{2}\right)+\frac{1}{6}\left(H^{3}-K^{3}\right) .
$$

This implies

$$
\begin{aligned}
-D_{0} & =\frac{1}{4}\left(u_{\ell}-u_{r}-H+K\right)\left(H^{2}+K^{2}\right)+\frac{1}{6}\left(H^{3}-K^{3}\right) \\
& =\frac{1}{4}\left(u_{\ell}-u_{r}\right)\left(H^{2}+K^{2}\right)-\frac{1}{12}(H-K)^{3}
\end{aligned}
$$

As $H-K=u_{\ell}-u_{r}-\left(u_{-}-u_{+}\right) \leq u_{\ell}-u_{r}$ we deduce

$$
\begin{aligned}
-D_{0} & \geq \frac{1}{4}\left(u_{\ell}-u_{r}\right)\left(H^{2}+K^{2}\right)-\frac{1}{12}\left(u_{\ell}-u_{r}\right)(H-K)^{2} \\
& =\frac{1}{4}\left(u_{\ell}-u_{r}\right)\left(H^{2}+K^{2}-\frac{1}{3}(H-K)^{2}\right) \\
& \geq \frac{1}{12}\left(u_{\ell}-u_{r}\right)\left(H^{2}+K^{2}\right),
\end{aligned}
$$

proving (2.10) with $c=1 / 12$.

## 3. The stability estimate for shocks

We follow [18, 19, 24], where $u$ is an entropy solution, and explain how their methods adapt to our more general situation. Our goal is to control the increase of

$$
\begin{equation*}
F(t)=\int_{-R+S t}^{R-S t} \eta\left(u(t, x) \mid u_{0}^{s h o c k}(x-x(t))\right) d x \tag{3.1}
\end{equation*}
$$

for a well-chosen Lipschitz path $x(t)$ and $R \geq S t$.
First we recall properties of the traces of $u$ along Lipschitz curves, which require only the strong trace property (and are thus valid for finite-entropy solutions).

Lemma 3.1. Let $u$ be a weak bounded solution of (1.1) satisfying the strong trace property (1.5). Let $x:[0, T] \rightarrow \mathbb{R}$ be a Lipschitz path, and $u(t, x(t) \pm)$ the traces of $u$ along $x(t)$. Then for almost every $t \in[0, T]$ we have the Rankine-Hugoniot relation

$$
\begin{equation*}
f(u(t, x(t)+))-f\left(u(t, x(t)-)=x^{\prime}(t)(u(t, x(t)+)-u(t, x(t)-)) .\right. \tag{3.2}
\end{equation*}
$$

Proof of Lemma 3.1. This is proved in [19, Lemma 6]. We sketch the proof for the reader's convenience. The Rankine Hugoniot relation (3.2) follows from testing the equation

$$
\partial_{t} u+\partial_{x} f(u)=0,
$$

against a test function $\chi$ of the form

$$
\begin{aligned}
& \chi(t, \xi)=\psi(t)\left(\Phi_{\varepsilon}(\xi-x(t))+\Phi_{\varepsilon}(x(t)-\xi)-1\right), \\
& \text { where } \mathbf{1}_{y<-\varepsilon} \leq \Phi_{\varepsilon}(y) \leq \mathbf{1}_{y<0},
\end{aligned}
$$

The strong trace property (1.5) ensures convergence, as $\varepsilon \rightarrow 0$, to (3.2) tested against $\psi(t)$.

Next we establish a formula for the variations of quantities of the form

$$
t \mapsto \int_{x(t)}^{y(t)} \eta\left(u(t, x) \mid v_{0}\right) d x,
$$

for some constant $v_{0}$.
Lemma 3.2. Let $u$ be a finite-entropy (1.4) solution of (1.1). Let $y, z:[0, T] \rightarrow \mathbb{R}$ be Lipschitz paths, let $0 \leq t_{1}<t_{2} \leq T$ and assume that

$$
y(\tau)<z(\tau) \quad \forall \tau \in\left(t_{1}, t_{2}\right)
$$

For any $v_{0} \in \mathbb{R}$, we have

$$
\begin{align*}
& \left.\int_{y\left(t_{2}\right)}^{z\left(t_{2}\right)} \eta\left(u\left(t_{2}, \xi\right) \mid v_{0}\right) d \xi-\int_{y\left(t_{1}\right)}^{z\left(t_{1}\right)} \eta\left(u\left(t_{1}\right), \xi\right) \mid v_{0}\right) d \xi  \tag{3.3}\\
& =\int \mathbf{1}_{t_{1}<\tau<t_{2}, y(\tau)<\xi<z(\tau)} \mu(d \tau, d \xi) \\
& \quad+\int_{t_{1}}^{t_{2}}\left[q\left(u(\tau, y(\tau)+) ; v_{0}\right)-y^{\prime}(\tau) \eta\left(u(\tau, y(\tau)+) \mid v_{0}\right)\right] d \tau \\
& \quad-\int_{t_{1}}^{t_{2}}\left[q\left(u(\tau, z(\tau)-) ; v_{0}\right)-z^{\prime}(\tau) \eta\left(u(\tau, z(\tau)-) \mid v_{0}\right)\right] d \tau
\end{align*}
$$

Proof of Lemma 3.2. The proof is essentially the same as e.g. [19, Lemma 6], see also [13, Lemma 2.4]. We sketch it here for the reader's convenience, the only difference being that we keep the terms involving $\mu$. We may assume without loss of generality that $y<z$ in $\left[t_{1}, t_{2}\right]$ (otherwise consider instead $\left[t_{1}+\delta, t_{2}-\delta\right]$ and let $\delta \rightarrow 0^{+}$at the end).

We test the identity

$$
\partial_{t} \eta\left(u \mid u_{0}\right)+\partial_{x} q\left(u \mid u_{0}\right)=\mu,
$$

against a test function $\chi$ of the form

$$
\chi(\tau, \xi)=\psi_{\varepsilon}(\tau)\left(\Phi_{\varepsilon}(y(\tau)-\xi)-\Phi_{\varepsilon}(\xi-z(\tau))\right),
$$

where $\mathbf{1}_{t_{1}+\varepsilon<\tau<t_{2}-\varepsilon} \leq \psi_{\varepsilon}(\tau) \leq \mathbf{1}_{t_{1}<\tau<t_{2}}, \quad \mathbf{1}_{x<-\varepsilon} \leq \Phi_{\varepsilon}(x) \leq \mathbf{1}_{x<0}$.
and obtain (3.3) as $\varepsilon \rightarrow 0^{+}$, thanks to the strong trace property (1.5) and the time-continuity property (1.6).

Using Lemma 3.2 we will obtain a formula for the variations of $F(t)(3.1)$, and thanks to Lemma 3.1 we will see that at any time $t$ where $u(t, \cdot)$ has a jump $\left(u_{-}, u_{+}\right)$at $x(t)$, the increase of $F(t)$ is controlled by $\mu$ plus the dissipation rate $D$, which owing to Proposition 2.1 is in turn controlled by $\mu_{+}$. Note that so far this is valid for any Lipschitz curve $x(t)$. However, in order to control the increase of $F(t)$ at times $t$ where $u(t, \cdot)$ does not jump at $x(t)$, we need to constrain $x^{\prime}(t)$. The next lemma gives us a tool to do so. This is the only place where we require the very strong trace property.

Lemma 3.3. Let $u$ be a bounded finite-entropy (1.4) solution of (1.1) and assume that $u$ satisfies the very strong trace property (1.7). Then for any $x_{0} \in \mathbb{R}$ there exists a generalized characteristic of $u$ starting at $x_{0}$, that is, a Lipschitz path $x:[0, T] \rightarrow \mathbb{R}$ such that $x(0)=x_{0}$ and

$$
\begin{equation*}
x^{\prime}(t)=\sigma(u(t, x(t)-), u(t, x(t)+)) \quad \text { for a.e. } t \in[0, T] \tag{3.4}
\end{equation*}
$$

where $u(t, x(t) \pm)$ denote the traces of $u$ along $x(t)$ and $\sigma$ is the shock speed (2.1)
Proof of Lemma 3.3. This is proved e.g. in [19, Proposition 1]. The path $x$ is obtained as a limit of paths $x_{k}(t)$ solving $x_{k}^{\prime}(t)=\Phi_{k}\left(t, x_{k}(t)\right)$, where $\Phi_{k}$ is a mollification (with respect to the $x$ variable) of $f^{\prime} \circ u$. The very strong trace property then ensures that $x$ satisfies

$$
\min \left\{f^{\prime}(u(t, x(t) \pm))\right\} \leq x^{\prime}(t) \leq \max \left\{f^{\prime}(u(t, x(t) \pm))\right\} \quad \text { for a.e. } t \in[0, T]
$$

so that $x^{\prime}(t)=f^{\prime}(u(t, x(t)))$ for a.e. $t$ where there is no jump, i.e. $u(t, x(t)-)=u(t, x(t)+)=$ $u(t, x(t))$, and at jump points (3.4) follows from (3.2).

We are now ready to prove our main result.
Proof of Theorem 1.1. We apply Lemma 3.3 and let the Lipschitz path $x:[0, T] \rightarrow \mathbb{R}$ be a generalized characteristic starting at 0 , i.e. $x(0)=0$ and

$$
\begin{equation*}
x^{\prime}(t)=\sigma\left(u_{-}(t), u_{+}(t)\right) \quad \text { for a.e. } t \in[0, T], \tag{3.5}
\end{equation*}
$$

where $u_{ \pm}(t)=u(t, x(t) \pm)$ denote the traces of $u$ along $x(t)$.
Let $R>0$ and $F(t)$ defined by (3.1) for all $t \leq R / S$. We assume without loss of generality that $R \geq S T$ (otherwise replace $T$ by $R / S$ ). Consider the time

$$
t_{*}=\sup \{t \in[0, T]:-R+S t<x(t)<R-S t\} .
$$

By definition of $S=\sup _{I}\left|f^{\prime}\right|$ we know that $\left|x^{\prime}\right| \leq S$ and deduce

$$
\begin{gathered}
-R+S t<x(t)<R-S t \quad \forall t \in\left[0, t_{*}\right), \\
\text { and } x(t) \in(-\infty,-R+S t] \cup[R-S t, \infty) \quad \forall t \geq t_{*} .
\end{gathered}
$$

For $t \in\left[0, t_{*}\right]$ we have

$$
F(t)=\int_{-R+S t}^{x(t)} \eta\left(u(t, x) \mid u_{\ell}\right) d x+\int_{x(t)}^{R-S t} \eta\left(u(x, t) \mid u_{r}\right) d x .
$$

We apply the variation formula (3.3) to compute $F(t)-F(0)$. Note that the identity

$$
\frac{q(u ; v)}{\eta(u \mid v)}=\frac{2}{(u-v)^{2}} \int_{v}^{u}(t-v) f^{\prime}(t) d t=2 \int_{0}^{1} s f^{\prime}(u s+v(1-s)) d s .
$$

and the definition of $S$ ensure that

$$
\begin{equation*}
|q(u ; v)| \leq S \eta(u \mid v) \quad \forall u, v \in I=\left[\min \left(u_{\ell}, \inf u\right), \max \left(u_{r}, \sup u\right)\right] . \tag{3.6}
\end{equation*}
$$

As a consequence, whenever $y^{\prime}(t)=S$ or $z^{\prime}(t)=-S$ the corresponding term in the righthand side of (3.3) gives a nonpositive contribution, and we deduce

$$
\begin{aligned}
F(t)-F(0) \leq & \mu_{+}\left(B_{R, t}^{S}\right) \\
& +\int_{0}^{t}\left[q\left(u_{+}(\tau) ; u_{r}\right)-q\left(u_{-}(\tau) ; u_{\ell}\right)\right. \\
& \quad-x^{\prime}(\tau)\left(\eta\left(u_{+}(\tau) \mid u_{r}\right)-\eta\left(u_{-}(\tau) \mid u_{\ell}\right)\right] d \tau,
\end{aligned}
$$

where

$$
B_{R, t}^{S}=\{(\tau, \xi): 0<\tau<t,-R+\tau S<\xi<R-\tau S\} .
$$

Recalling (3.5) that $x^{\prime}=\sigma\left(u_{-}, u_{+}\right)$a.e. in $[0, T]$, we recognize the dissipation rate $D$ (2.2) and rewrite the above as

$$
\begin{equation*}
F(t)-F(0) \leq \mu_{+}\left(B_{R, t}^{S}\right)+\int_{0}^{t} D\left(u_{-}(\tau), u_{+}(\tau) ; u_{\ell}, u_{r}\right) d \tau \tag{3.7}
\end{equation*}
$$

Since

$$
\sigma\left(u_{-}, u_{+}\right)-\sigma\left(u_{\ell}, u_{r}\right)=\int_{0}^{1}\left[f^{\prime}\left(t u_{-}+(1-t) u_{+}\right)-f^{\prime}\left(t u_{\ell}+(1-t) u_{r}\right)\right] d t .
$$

and $f^{\prime}$ is $M$-Lipschitz on $I$ we have

$$
\left|\sigma\left(u_{-}, u_{+}\right)-\sigma\left(u_{\ell}, u_{r}\right)\right| \leq \frac{M}{2}\left(\left|u_{\ell}-u_{-}\right|+\left|u_{r}-u_{+}\right|\right),
$$

so using the upper bound on $D$ provided by Proposition 2.1 we deduce from (3.7) that

$$
\begin{aligned}
F(t)-F(0) \leq & \mu_{+}\left(B_{R, t}^{S}\right)+C_{1} \frac{M^{3}}{\alpha^{3}} \int_{0}^{t} \max (E(\tau), 0) d \tau \\
& -C_{2}\left(u_{\ell}-u_{r}\right) \frac{\alpha}{M^{2}} \int_{0}^{t}\left(x^{\prime}(\tau)-\sigma\left(u_{\ell}, u_{r}\right)\right)^{2} d \tau
\end{aligned}
$$

where $E(\tau)$ is the entropy cost of the jump $\left(u_{-}(\tau), u_{+}(\tau)\right)(2.3)$. From the characterization $[17,8]$ of the one-dimensional part of $\mu$ we have

$$
\mu_{+\lfloor\{(\tau, x(\tau))\}}=\max (E(\tau), 0) d \tau,
$$

and obtain

$$
\begin{align*}
F(t) \leq & F(0)+C \frac{M^{3}}{\alpha^{3}} \mu_{+}\left(B_{R, t}^{S}\right)  \tag{3.8}\\
& -C_{2}\left(u_{\ell}-u_{r}\right) \frac{\alpha}{M^{2}} \int_{0}^{t}\left(x^{\prime}(\tau)-\sigma\left(u_{\ell}, u_{r}\right)\right)^{2} d \tau, \quad \forall t \in\left[0, t_{*}\right]
\end{align*}
$$

Now for $t \in\left[t_{*}, T\right]$ we have

$$
F(t)=\int_{-R+S t}^{R-S t} \eta\left(u(x, t) \mid v_{0}\right) d x
$$

where $v_{0}=u_{r}$ or $u_{\ell}$. Therefore, applying (3.3) and remarking again that the terms involving $y^{\prime}(t)=S$ and $z^{\prime}(t)=-S$ give nonpositive contributions, we obtain

$$
F(t)-F\left(t_{*}\right) \leq \mu_{+}\left(B_{R, t}^{S} \backslash B_{R, t_{*}}^{S}\right) \quad \forall t \in\left[t_{*}, T\right]
$$

Combining this with the estimate obtained in $\left[0, t_{*}\right]$ and recalling the definition (3.1) of $F(t)$ we deduce that

$$
\begin{aligned}
\int_{-R+t S}^{R-t S}\left|u(x, t)-u_{0}^{s h o c k}(x-x(t))\right|^{2} d x \leq & \int_{-R}^{R}\left|u_{0}-u_{0}^{s h o c k}\right|^{2} d x \\
& +C \frac{M^{3}}{\alpha^{3}} \mu_{+}\left(B_{R, t}^{S}\right) \quad \forall t \in[0, T]
\end{aligned}
$$

Provided we set $h(t)=x(t)-\sigma t$ and replace $R$ by $R+S t$, this implies our main result (1.9) since $B_{R+S t, t}^{S} \subset[0, t] \times[-R-S t, R+S t]$.

To prove estimate (1.10) on $h(t)$, simply remark that (3.8) readily implies that

$$
c \frac{\alpha}{M^{2}}\left(u_{\ell}-u_{r}\right) \int_{0}^{t} h^{\prime}(\tau)^{2} d \tau \leq \int_{-R}^{R}\left(u_{0}-u_{0}^{s h o c k}\right)^{2} d x+\frac{M^{3}}{\alpha^{3}} \mu_{+}\left(B_{R, t}^{S}\right)
$$

for some absolute constant $c>0$, provided $-R+S t<x(t)<R-S t$. Since we know that $|x(t)| \leq S t$ we may choose $R=2 S t$, and deduce (1.10).

## 4. The stability estimate for $B V$ initial data

This section is dedicated to Theorem 1.4's proof, following the scheme introduced in [13]. It is based on considering initial conditions $\zeta_{0}$ with a finite number of entropic shocks at $x_{1}^{0}<\cdots<x_{N}^{0}$, of the form

$$
\begin{equation*}
\zeta_{0}(x)=v_{0}^{0}(x) \mathbf{1}_{x<x_{1}^{0}}+v_{1}^{0}(x) \mathbf{1}_{x_{1}^{0}<x<x_{2}^{0}}+\cdots+v_{N}^{0}(x) \mathbf{1}_{x>x_{N}^{0}} \tag{4.1}
\end{equation*}
$$

$$
\text { where } v_{0}^{0} \geq v_{1}^{0} \geq \cdots \geq v_{N}^{0} \text { are nondecreasing functions on } \mathbb{R}
$$

Since $\zeta_{0}$ depends only on the restrictions of $v_{j}^{0}$ to pairwise disjoint intervals, we may assume that their extensions to $\mathbb{R}$, in addition to being nondecreasing, satisfy

$$
\inf \zeta_{0} \leq v_{j}^{0} \leq \sup \zeta_{0} \quad \text { and } \quad 0 \leq v_{j-1}^{0}-v_{j}^{0} \leq d_{j}^{0} \quad \text { on } \mathbb{R}
$$

for all $j \in\{0, \ldots, N\}$, where $d_{j}^{0}:=\left(v_{j-1}^{0}-v_{j}^{0}\right)\left(x_{0}^{j}\right)$ is the schock amplitude of $\zeta_{0}$ at $x_{j}^{0}$. Note that with these notations the negative part of $D \zeta_{0}$ is given by $\left(D \zeta_{0}\right)_{-}=\sum_{j} d_{j}^{0} \delta_{x_{j}^{0}}$.

The function $\tilde{u}$ appearing in Theorem 1.4 is then going to be piecewise equal to the entropy solutions $v_{j}$ of (1.1) with initial data $v_{j}(0, x)=v_{j}^{0}(x)$. Since $f$ is convex and the
$v_{j}^{0}$ are nondecreasing, $v_{j}$ is directly obtained by the method of characteristics and we have that

$$
v_{j} \text { is a locally Lipschitz solution of }(1.1) \text { and } \partial_{x} v_{j} \geq 0 \quad \forall j \in\{0, \ldots, N\} .
$$

Moreover the entropy solutions $v_{j}$ are ordered as their initial data

$$
\sup \zeta_{0} \geq v_{0} \geq v_{1} \geq \cdots \geq v_{N} \geq \inf \zeta_{0},
$$

and their differences have the following nonincreasing property: for any time $t>0$ and $R>0$, and intervals $I=[-R, R], I_{0}=[-R-S t, R+S t]$ we have

$$
\begin{equation*}
\sup _{I}\left(v_{j-1}(t, \cdot)-v_{j}(t, \cdot)\right) \leq \sup _{I_{0}}\left(v_{j-1}^{0}-v_{j}^{0}\right) \leq d_{j}^{0} . \tag{4.2}
\end{equation*}
$$

This last assertion follows from the method of characteristics: for all $x \in I$ there are $y \leq z \in I_{0}$ such that

$$
v_{j-1}(t, x)-v_{j}(t, x)=v_{j-1}^{0}(y)-v_{j}^{0}(z) \leq v_{j-1}^{0}(z)-v_{j}^{0}(z) .
$$

We construct the function $\tilde{u}$ by shifting the shocks between the functions $v_{j}$. To deal with shocks between nondecreasing functions (instead of constant functions as in Theorem 1.1), we need an equivalent of Lemma 3.2 where the constant $v_{0}$ is replaced by a locally Lipschitz solution $v$ of (1.1) with $\partial_{x} v \geq 0$. This corresponds to [13, Lemma 2.4] which we transpose here to our setting:

Lemma 4.1. Let $u$ be a finite-entropy (1.4) solution of (1.1). Let $y, z:[0, T] \rightarrow \mathbb{R}$ be Lipschitz paths, let $0 \leq t_{1}<t_{2} \leq T$ and assume that

$$
y(\tau)<z(\tau) \quad \forall \tau \in\left(t_{1}, t_{2}\right) .
$$

For any locally Lipschitz solution $v$ of (1.1) such that $\partial_{x} v \geq 0$ we have

$$
\begin{align*}
& \left.\int_{y\left(t_{2}\right)}^{z\left(t_{2}\right)} \eta\left(u\left(t_{2}, \xi\right) \mid v\left(t_{2}, \xi\right)\right) d \xi-\int_{y\left(t_{1}\right)}^{z\left(t_{1}\right)} \eta\left(u\left(t_{1}\right), \xi\right) \mid v\left(t_{1}, \xi\right)\right) d \xi  \tag{4.3}\\
& \leq \int \mathbf{1}_{t_{1}<\tau<t_{2}, y(\tau)<\xi<z(\tau)} \mu(d \tau, d \xi) \\
& \quad+\int_{t_{1}}^{t_{2}}\left[q(u(\tau, y(\tau)+) ; v(\tau, y(\tau)))-y^{\prime}(\tau) \eta(u(\tau, y(\tau)+) \mid v(\tau, y(\tau)))\right] d \tau \\
& \quad-\int_{t_{1}}^{t_{2}}\left[q(u(\tau, z(\tau)-) ; v(\tau, z(\tau)))-z^{\prime}(\tau) \eta(u(\tau, z(\tau)-) \mid v(\tau, z(\tau)))\right] d \tau .
\end{align*}
$$

Proof of Lemma 4.1. Since $v$ is locally Lipschitz we may use the chain rule and find

$$
\begin{aligned}
\partial_{t} \eta(u \mid v)+\partial_{x} q(u ; v) & =\mu-\eta^{\prime \prime}(v) \partial_{x} v\left[f(u)-f(v)-f^{\prime}(v)(u-v)\right] \\
& \leq \mu,
\end{aligned}
$$

because $f$ is convex and $\eta^{\prime \prime}(v) \partial_{x} v \geq 0$. Then (4.3) follows as in the proof of Lemma 3.2.
Equipped with Lemma 4.1, the construction and estimates of $\tilde{u}$ become very similar to the proof of Theorem 1.4 as it simply consists in shifting the shocks along generalized characteristics of $u$. One small technical difficulty is that the curves may merge, or cross the bounds of integration. We start by considering the simplest setting where no merging nor crossing happens:

Proposition 4.2. Let $t_{1}<t_{2}$ and $u:\left[t_{1}, t_{2}\right] \times \mathbb{R} \rightarrow \mathbb{R}$ be a bounded finite-entropy solution (1.4) of (1.1). Let $x_{1}, \ldots, x_{N}:\left[t_{1}, t_{2}\right] \rightarrow \mathbb{R}$ be generalized characteristics of $u$, that is,

$$
x_{j}^{\prime}(t)=\sigma\left(u\left(t, x_{j}(t)-\right), u\left(t, x_{j}(t)+\right)\right) \quad \text { for a.e. } t \in\left[t_{1}, t_{2}\right]
$$

Assume that $R>0$ is such that for all $\tau \in\left(t_{1}, t_{2}\right)$,

$$
-R-S\left(t_{2}-\tau\right):=x_{0}(\tau)<x_{1}(\tau)<\cdots<x_{N}(\tau)<x_{N+1}(\tau):=R+S\left(t_{2}-\tau\right)
$$

Then, for any $v_{0} \geq \cdots \geq v_{N}$ locally Lipschitz solutions of (1.1) such that $\partial_{x} v_{j} \geq 0$ for $j=0, \ldots, N$, and $\tilde{u}(t, x)$ defined by

$$
\tilde{u}(t, x)=v_{0}(t, x) \mathbf{1}_{x<x_{1}(t)}+v_{1}(t, x) \mathbf{1}_{x_{1}(t)<x<x_{2}(t)}+\cdots+v_{N}(t, x) \mathbf{1}_{x>x_{N}(t)}
$$

we have

$$
\begin{align*}
& \int_{x_{0}\left(t_{2}\right)}^{x_{N+1}\left(t_{2}\right)}\left|u\left(t_{2}, x\right)-\tilde{u}\left(t_{2}, x\right)\right|^{2} d x-\int_{x_{0}\left(t_{1}\right)}^{x_{N+1}\left(t_{1}\right)}\left|u\left(t_{1}, x\right)-\tilde{u}\left(t_{1}, x\right)\right|^{2} d x  \tag{4.4}\\
& \leq \Lambda\left(t_{1}, t_{2}\right):=C \frac{M^{3}}{\alpha^{3}} \mu_{+}\left(\left(t_{1}, t_{2}\right) \times\left(x_{0}\left(t_{1}\right), x_{N+1}\left(t_{1}\right)\right)\right)
\end{align*}
$$

and, for any entropy solution $u^{e n t}$ of (1.1),

$$
\begin{align*}
& \int_{x_{0}\left(t_{2}\right)}^{x_{N+1}^{\left(t_{2}\right)}}\left|\tilde{u}\left(t_{2}, x\right)-u^{e n t}\left(t_{2}, x\right)\right| d x-\int_{x_{0}\left(t_{1}\right)}^{x_{N+1}\left(t_{1}\right)}\left|\tilde{u}\left(t_{1}, x\right)-u^{e n t}\left(t_{1}, x\right)\right| d x  \tag{4.5}\\
& \leq \sum_{j=1}^{N} \int_{t_{1}}^{t_{2}} \sqrt{v_{j-1}\left(t, x_{j}(t)\right)-v_{j}\left(t, x_{j}(t)\right)} \theta_{j}(t) d t
\end{align*}
$$

where the functions $\theta_{j}$ satisfy

$$
\begin{equation*}
\frac{\alpha}{C M^{2}} \sum_{j=1}^{N} \int_{t_{1}}^{t_{2}} \theta_{j}(t)^{2} d t \leq \int_{x_{0}\left(t_{1}\right)}^{x_{N+1}\left(t_{1}\right)}\left|u\left(t_{1}, x\right)-\tilde{u}\left(t_{1}, x\right)\right|^{2} d x+\Lambda\left(t_{1}, t_{2}\right) \tag{4.6}
\end{equation*}
$$

and $C>0$ is an absolute constant.
Remark 4.3. In the case of one shock between constant functions, (4.4) corresponds to (1.9) while (4.5) can be inferred from (1.10) and Kružkov's $L^{1}$ stability estimate [5, Theorem 6.2.3].

Remark 4.4. The right-hand side of (4.5) can be written more compactly as

$$
\int_{J_{\tilde{u}}}|[\tilde{u}]|^{\frac{1}{2}} \theta\left|\nu_{x}\right| d \mathcal{H}^{1}
$$

where $J_{\tilde{u}}=\bigcup_{j}\left\{\left(t, x_{j}(t)\right\}_{t \in\left[t_{1}, t_{2}\right]}\right.$ is the jump set of $\tilde{u}$ with normal vector $\nu=\left(\nu_{t}, \nu_{x}\right)$, $[\tilde{u}]=\tilde{u}_{+}-\tilde{u}_{-}$denotes the jump of $\tilde{u}$ along that jump set, and the function $\theta$ is defined on $J_{\tilde{u}}$ by $\theta\left(t, x_{j}(t)\right)=\theta_{j}(t)$. Then (4.6) translates into

$$
\frac{\alpha}{C M^{2}} \int_{J_{\tilde{u}}} \theta^{2}\left|\nu_{x}\right| d \mathcal{H}^{1} \leq \int_{x_{0}\left(t_{1}\right)}^{x_{N+1}\left(t_{1}\right)}\left|u\left(t_{1}, x\right)-\tilde{u}\left(t_{1}, x\right)\right|^{2} d x+\Lambda\left(t_{1}, t_{2}\right)
$$

Proof of Proposition 4.2. For all $j \in\{0, \ldots, N\}$ we apply Lemma 4.1 to the paths $y=x_{j}$, $z=x_{j+1}$ and locally Lipschitz nondecreasing entropy solution $v_{j}$ :

$$
\begin{aligned}
& \int_{x_{j}\left(t_{2}\right)}^{x_{j+1}\left(t_{2}\right)}\left|u\left(t_{2}, x\right)-\tilde{u}\left(t_{2}, x\right)\right|^{2} d x-\int_{x_{j}\left(t_{1}\right)}^{x_{j+1}\left(t_{1}\right)}\left|u\left(t_{1}, x\right)-\tilde{u}\left(t_{1}, x\right)\right|^{2} d x \\
& \leq \mu_{+}\left(\left\{t_{1}<\tau<t_{2}, x_{j}(t)<\xi<x_{j+1}(t)\right\}\right) \\
& +\int_{t_{1}}^{t_{2}}\left[q\left(u\left(\tau, x_{j}(\tau)+\right) ; v\left(\tau, x_{j}(\tau)\right)\right)\right. \\
& \left.\quad \quad-x_{j}^{\prime}(\tau) \eta\left(u\left(\tau, x_{j}(\tau)+\right) \mid v\left(\tau, x_{j}(\tau)\right)\right)\right] d \tau \\
& \quad-\int_{t_{1}}^{t_{2}}\left[q\left(u\left(\tau, x_{j+1}(\tau)-\right) ; v\left(\tau, x_{j+1}(\tau)\right)\right)\right. \\
& \left.\quad \quad-x_{j+1}^{\prime}(\tau) \eta\left(u\left(\tau, x_{j+1}(\tau)-\right) \mid v\left(\tau, x_{j+1}(\tau)\right)\right)\right] d \tau .
\end{aligned}
$$

Summing all these inequalities, we deduce

$$
\begin{aligned}
& \int_{x_{0}\left(t_{2}\right)}^{x_{N+1}\left(t_{2}\right)}\left|u\left(t_{2}, x\right)-\tilde{u}\left(t_{2}, x\right)\right|^{2} d x-\int_{x_{0}\left(t_{1}\right)}^{x_{N+1}\left(t_{1}\right)}\left|u\left(t_{1}, x\right)-\tilde{u}\left(t_{1}, x\right)\right|^{2} d x \\
& \leq \mu_{+}\left(\left(t_{1}, t_{2}\right) \times\left(x_{0}\left(t_{1}\right), x_{N+1}\left(t_{1}\right)\right)\right. \\
& \quad+\sum_{j=1}^{N} \int_{t_{1}}^{t_{2}} D\left(u\left(t, x_{j}(\tau)-\right), u\left(\tau, x_{j}(\tau)+\right) ; v_{j-1}\left(\tau, x_{j}(\tau)\right), v_{j}\left(\tau, x_{j}(\tau)\right)\right) d \tau
\end{aligned}
$$

Here we discarded the boundary terms involving the paths $x_{0}$ and $x_{N+1}$ as they give nonpositive contributions thanks to (3.6). Since $v_{0} \geq \cdots \geq v_{N}$ we may apply Proposition 2.1 to obtain, as for (3.8) in the proof of Theorem 1.1,

$$
\begin{aligned}
& \int_{x_{0}\left(t_{2}\right)}^{x_{N+1}\left(t_{2}\right)}\left|u\left(t_{2}, x\right)-\tilde{u}\left(t_{2}, x\right)\right|^{2} d x-\int_{x_{0}\left(t_{1}\right)}^{x_{N+1}\left(t_{1}\right)}\left|u\left(t_{1}, x\right)-\tilde{u}\left(t_{1}, x\right)\right|^{2} d x \\
& \leq \Lambda\left(t_{1}, t_{2}\right)-\frac{\alpha}{C M^{2}} \sum_{j=1}^{N} \int_{t_{1}}^{t_{2}}\left(v_{j-1}\left(\tau, x_{j}(\tau)\right)-v_{j}\left(\tau, x_{j}(\tau)\right)\right) s_{j}(\tau)^{2} d \tau
\end{aligned}
$$

where

$$
\begin{equation*}
s_{j}(t)=x_{j}^{\prime}(t)-\sigma\left(v_{j-1}\left(t, x_{j}(t)\right), v_{j}\left(t, x_{j}(t)\right)\right) \tag{4.7}
\end{equation*}
$$

This implies in particular (4.4). Note for later use that it also implies

$$
\begin{align*}
& \frac{\alpha}{C M^{2}} \sum_{j=1}^{N} \int_{t_{1}}^{t_{2}}\left(v_{j-1}\left(\tau, x_{j}(\tau)\right)-v_{j}\left(\tau, x_{j}(\tau)\right)\right) s_{j}(\tau)^{2} d \tau  \tag{4.8}\\
& \leq \int_{x_{0}\left(t_{1}\right)}^{x_{N+1}\left(t_{1}\right)}\left|u\left(t_{1}, x\right)-\tilde{u}\left(t_{1}, x\right)\right|^{2} d x+\Lambda\left(t_{1}, t_{2}\right)
\end{align*}
$$

Now we turn to the proof of (4.5). For any convex entropy $\tilde{\eta}$ and associated flux $\tilde{q}$, we compute

$$
\tilde{\mu}_{\tilde{\eta}}:=\partial_{t} \tilde{\eta}(\tilde{u})+\partial_{x} \tilde{q}(\tilde{u})
$$

Note that $\tilde{u}$ need not be a solution of (1.1), but we can still compute this entropy production. Since $\tilde{u}$ is a Lipschitz solution of (1.1) outside of the Lipschitz curves $x_{j}$, the $B V$ chain rule ensures that $\tilde{\mu}_{\tilde{\eta}}$ is concentrated on those jump curves, and

$$
\begin{aligned}
\tilde{\mu}_{\tilde{\eta}} & =\sum_{j=1}^{N}\left(t, x_{j}(t)\right)_{\sharp}\left\{g_{j}(t) d t\right\}, \\
g_{j}(t) & \left.=-x_{j}^{\prime}(t)\left[\tilde{\eta}\left(v_{j}\left(t, x_{j}(t)\right)\right)-\tilde{\eta}\left(v_{j-1}\left(t, x_{j}(t)\right)\right)\right]+\tilde{q}\left(v_{j}\left(t, x_{j}(t)\right)\right)-\tilde{q}\left(t, v_{j-1}(t)\right)\right) .
\end{aligned}
$$

Recalling from the definition of $s_{j}(4.7)$ that $x_{j}^{\prime}(t)=\sigma\left(v_{j-1}\left(t, x_{j}(t)\right), v_{j}\left(t, x_{j}(t)\right)\right)+s_{j}(t)$, we see that

$$
\begin{aligned}
g_{j}(t)= & E_{\tilde{\eta}}\left(v_{j-1}\left(t, x_{j}(t)\right), v_{j}\left(t, x_{j}(t)\right)\right) \\
& +s_{j}(t)\left[\tilde{\eta}\left(v_{j}\left(t, x_{j}(t)\right)\right)-\tilde{\eta}\left(v_{j-1}\left(t, x_{j}(t)\right)\right)\right]
\end{aligned}
$$

where $E_{\tilde{\eta}}\left(u_{-}, u_{+}\right)$denotes, as in (2.3), the entropy cost of a jump ( $u_{-}, u_{+}$) for the entropy $\tilde{\eta}$. Here, since $v_{j-1} \geq v_{j}$ we have $E_{\tilde{\eta}}\left(v_{j-1}, v_{j}\right) \leq 0$, and therefore

$$
\begin{align*}
\tilde{\mu}_{\tilde{\eta}} & \leq\left(\sup \left|\tilde{\eta}^{\prime} \circ \tilde{u}\right|\right) \lambda,  \tag{4.9}\\
\lambda & =\sum_{j=1}^{N}\left(t, x_{j}(t)\right)_{\sharp}\left\{\lambda_{j}(t) d t\right\}, \\
\lambda_{j}(t) & =\left(v_{j-1}\left(t, x_{j}(t)\right)-v_{j}\left(t, x_{j}(t)\right)\right)\left|s_{j}(t)\right|
\end{align*}
$$

Even though $\tilde{u}$ is not a solution, and its entropy production is not nonpositive, we claim that the proof of Kružkov's $L^{1}$ estimate [5, Theorem 6.2.3] can be adapted to obtain

$$
\begin{equation*}
\partial_{t}\left|u^{e n t}-\tilde{u}\right|+\partial_{x} Q\left(u^{e n t} ; \tilde{u}\right) \leq \lambda, \tag{4.10}
\end{equation*}
$$

where $Q(u ; v)=\operatorname{sign}(u-v)(f(u)-f(v))$. We follow [5, Theorem 6.2.3] and use the variable doubling technique: from (4.9) and the fact that $u^{e n t}$ is an entropy solution we have

$$
\begin{equation*}
\left(\partial_{t}+\partial_{s}\right)\left|u^{e n t}(s, y)-\tilde{u}(t, x)\right|+\left(\partial_{x}+\partial_{y}\right) Q\left(u^{e n t}(s, y) ; \tilde{u}(t, x)\right) \leq \lambda(t, x), \tag{4.11}
\end{equation*}
$$

and we test this against

$$
\Phi_{\varepsilon}(t, x, s, y)=\psi\left(\frac{t+s}{2}, \frac{x+y}{2}\right) \rho_{\varepsilon}\left(\frac{t-s}{2}\right) \rho_{\varepsilon}\left(\frac{x-y}{2}\right)
$$

for any nonnegative test function $\psi(t, x), \rho_{\varepsilon}(t)=\varepsilon^{-1} \rho\left(\varepsilon^{1} t\right)$ with $\rho$ a smooth nongative function with compact support and unit integral, and small enough $\varepsilon>0$. In the proof of [5, Theorem 6.2.3], it is shown that the left-hand side of (4.11) tested against $\Phi_{\varepsilon}$ converges to the left-hand side of (4.10) tested against $\psi$, as $\varepsilon \rightarrow 0$. To obtain (4.10) we only need to check that the same happens with the right-hand sides. We have

$$
\begin{aligned}
& \left\langle\lambda(t, x), \Phi_{\varepsilon}(t, x, s, y)\right\rangle \\
& =\int \psi\left(\frac{t+s}{2}, \frac{x+y}{2}\right) \rho_{\varepsilon}\left(\frac{t-s}{2}\right) \rho_{\varepsilon}\left(\frac{x-y}{2}\right) \lambda(d t, d x) d s d y \\
& =\int \psi(t-\varepsilon \hat{s}, x-\varepsilon \hat{y}) \lambda(d t, d x) \rho(\hat{s}) \rho(\hat{y}) d \hat{s} d \hat{y} \underset{\varepsilon \rightarrow 0}{\longrightarrow}\langle\lambda, \psi\rangle,
\end{aligned}
$$

by dominated convergence, since $\psi$ is bounded and $\lambda$ is a finite measure. This proves (4.10). (Direct computations using the $B V$ chain rule would also provide a proof.)

Testing (4.10) as in the proof of Lemma 3.2 and discarding nonpositive boundary terms, we deduce that

$$
\begin{aligned}
& \int_{x_{0}\left(t_{2}\right)}^{x_{N+1}\left(t_{2}\right)}\left|\tilde{u}\left(t_{2}, x\right)-u^{e n t}\left(t_{2}, x\right)\right| d x-\int_{x_{0}\left(t_{1}\right)}^{x_{N+1}\left(t_{2}\right)}\left|\tilde{u}\left(t_{1}, x\right)-u^{e n t}\left(t_{1}, x\right)\right| d x \\
& \leq \int \mathbf{1}_{t_{1}<t<t_{2}, x_{0}(t)<x<x_{N+1}(t)} \lambda(d t, d x) \\
& =\sum_{j=1}^{N} \int_{t_{1}}^{t_{2}} \sqrt{v_{j-1}\left(t, x_{j}(t)\right)-v_{j}\left(t, x_{j}(t)\right)} \theta_{j}(t) d t,
\end{aligned}
$$

where $\theta_{j}(t)=\sqrt{v_{j-1}\left(t, x_{j}(t)\right)-v_{j}\left(t, x_{j}(t)\right)}\left|s_{j}(t)\right|$ satisfies (4.6) thanks to (4.8).
Now we turn to the proof of Theorem 1.4 for initial conditions $\zeta_{0}$ with a finite number of shocks as in (4.1).

Proof of Theorem 1.4 for $\zeta_{0}$ as in (4.1). We let $x_{1}, \ldots, x_{N}:[0, T] \rightarrow \mathbb{R}$ be the generalized characteristics of $u$ starting at $x_{1}^{0}, \ldots, x_{N}^{0}$. We let

$$
t_{*}=\sup \left\{t \in[0, T]: x_{1}(\tau)<\cdots<x_{N}(\tau) \forall \tau \in[0, t]\right\}>0,
$$

so that the curves $x_{j}$ do not intersect on $\left[0, t_{*}\right)$. If $t_{*}<T$, some of the curves intersect at $t_{*}$, and for all $j \in\{1, \ldots, N\}$ such that

$$
x_{j-1}\left(t_{*}\right)<x_{j}\left(t_{*}\right)=x_{j+1}\left(t_{*}\right)=\ldots=x_{\ell}\left(t_{*}\right)<x_{\ell+1}\left(t_{*}\right),
$$

for some $\ell \in\{j+1, \ldots, N\}$ (with the convention that $x_{0}=-\infty$ and $x_{N+1}=+\infty$ ), we modify $x_{j+1}, \ldots, x_{\ell}$ on $\left[t_{*}, T\right]$ by setting them all equal to $x_{j}$. In particular after this modification these curves are still generalized characteristics of $u$. We repeat that procedure, at most $N$ times, until we have generalized characteristics $x_{1}, \ldots, x_{n}$ starting at $x_{0}^{1}, \ldots, x_{N}^{0}$, which may intersect, but not cross:

$$
x_{1} \leq x_{2} \leq \ldots \leq x_{N} \quad \text { on }[0, T]
$$

Then we define $\tilde{u}$ on $[0, T] \times \mathbb{R}$ by setting

$$
\tilde{u}(t, x)=v_{0}(t, x) \mathbf{1}_{x<x_{1}(t)}+v_{1}(t, x) \mathbf{1}_{x_{1}(t)<x<x_{2}(t)}+\cdots+v_{N}(t, x) \mathbf{1}_{x>x_{N}(t)},
$$

where $v_{j}$ are the entropy solutions of (1.1) with initial data $v_{j}^{0}$. Note that some terms of this sum may become zero as $t$ increases and curves merge.

For any $t \in[0, T]$ and $R>0$ we set

$$
\begin{aligned}
& x_{0}(\tau)=-R-S(t-\tau), \quad x_{N+1}(\tau)=R+S(t-\tau), \\
& A_{R, t}=\left\{(\tau, \xi): 0<\tau<t, \quad x_{0}(\tau)<\xi<x_{N+1}(\tau)\right\}
\end{aligned}
$$

As $\tau$ increases from 0 to $t$, some curves $x_{1}(\tau), \cdots, x_{N}(\tau)$ may merge, or exit the interval $\left[x_{0}(\tau), x_{N+1}(\tau)\right]$ (but they can not enter it, as $\left|x_{j}^{\prime}\right| \leq S$ ). We partition $[0, T]$ into at most $N$ intervals inside which no merging nor crossing happens. In those subintervals we can apply Proposition 4.2. Concatenating all resulting estimates (4.4), we deduce

$$
\begin{aligned}
& \int_{-R}^{R}\left|u\left(t_{2}, x\right)-\tilde{u}\left(t_{2}, x\right)\right|^{2} d x-\int_{-R-S t}^{R+S t}|u(0, x)-\tilde{u}(0, x)|^{2} d x \\
& \leq \Lambda(0, t)=C \frac{M^{3}}{\alpha^{3}} \mu_{+}((0, t) \times(-R-S t, R+S t)),
\end{aligned}
$$

which proves (1.11). Concatenating the estimates (4.5) we obtain a function $\theta$ defined on the jump set $J_{\tilde{u}}$ of $\tilde{u}$, such that for any entropy solution $u^{\text {ent }}$,

$$
\begin{align*}
& \quad \int_{-R}^{R}\left|\tilde{u}(t, x)-u^{e n t}(t, x)\right| d x-\int_{-R-S t}^{R+S t}\left|\tilde{u}(0, x)-u^{e n t}(0, x)\right| d x  \tag{4.12}\\
& \quad \leq \int_{J_{\tilde{u}} \cap A_{R, t}}|[\tilde{u}]|^{\frac{1}{2}} \theta\left|\nu_{x}\right| d \mathcal{H}^{1}, \\
& \text { and } \frac{\alpha}{C M^{2}} \int_{J_{\tilde{u}} \cap A_{R, t}} \theta^{2}\left|\nu_{x}\right| d \mathcal{H}^{1} \leq \int_{-R-S t}^{R+S t}|u(0, x)-\tilde{u}(0, x)|^{2} d x+\Lambda(0, t) .
\end{align*}
$$

Here we use the notations of Remark 4.4, $[\tilde{u}]$ denotes the jump of $\tilde{u}$ along the jump set $J_{\tilde{u}}$ with normal vector $\nu=\left(\nu_{t}, \nu_{x}\right)$.

Then we estimate the right-hand side of (4.12),

$$
\begin{aligned}
& \int_{J_{\tilde{u}} \cap A_{R, t}} \mid\left[\left.\tilde{u}\right|^{\frac{1}{2}} \theta\left|\nu_{x}\right| d \mathcal{H}^{1}\right. \\
& \leq\left(\int_{J_{\tilde{u}} \cap A_{R, t}}|\tilde{u}|\left|\nu_{x}\right| d \mathcal{H}^{1}\right)^{\frac{1}{2}}\left(\int_{J_{\tilde{u}} \cap A_{R, t}} \theta^{2}\left|\nu_{x}\right| d \mathcal{H}^{1}\right)^{\frac{1}{2}} \\
& \leq C \frac{M}{\alpha^{\frac{1}{2}}}\left(\int_{J_{\tilde{u} \cap A_{R, t}}}|\tilde{u}|\left|\nu_{x}\right| d \mathcal{H}^{1}\right)^{\frac{1}{2}} \sqrt{\int_{-R-S t}^{R+S t}|u(0, x)-\tilde{u}(0, x)|^{2} d x+\Lambda(0, t)} .
\end{aligned}
$$

Using the nonincreasing property (4.2) of the differences between the functions $v_{j}$ we can estimate $[\tilde{u}]$, and obtain, with $X_{0}=\left\{j: x_{j}^{0} \in[-R-S t, R+S t]\right\}$,

$$
\begin{aligned}
\int_{J_{\tilde{u}} \cap A_{R, t}}|[\tilde{u}]|\left|\nu_{x}\right| d \mathcal{H}^{1} & \leq \int_{0}^{t}\left[\sum_{j \in X_{0}} \sup _{\left.x_{0}(\tau), x_{N+1}(\tau)\right]}\left(v_{j-1}(\tau, \cdot)-v_{j}(\tau, \cdot)\right)\right] d \tau \\
& \leq t \sum_{j \in X_{0}} d_{j}^{0}=t \cdot\left(D \zeta_{0}\right)_{-}([-R-S t, R+S t])
\end{aligned}
$$

hence

$$
\begin{aligned}
& \int_{J_{\tilde{u}} \cap A_{R, t}}|[\tilde{u}]|^{\frac{1}{2}} \theta\left|\nu_{x}\right| d \mathcal{H}^{1} \leq C \alpha^{-\frac{1}{2}} \sqrt{\left(D \zeta_{0}\right)-([-R-S t, R+S t])} \sqrt{t} \\
& \cdot \sqrt{\int_{-R-S t}^{R+S t}|u(0, x)-\tilde{u}(0, x)|^{2} d x+\Lambda(0, t)} .
\end{aligned}
$$

Combining this with (4.12) and choosing $u^{e n t}=\zeta$ readily implies (1.12), and concludes the proof of Theorem 1.4 when the initial condition $\zeta_{0}$ has a finite number of shocks as in (4.1).

Before turning to the proof of Theorem 1.4 for any initial condition $\zeta_{0} \in L^{\infty} \cap B V_{l o c}(\mathbb{R})$, we gather some estimates on the function $\tilde{u}$ that we just constructed:

Lemma 4.5. When $\zeta_{0}$ has a finite number of shocks as in (4.1), for any $0 \leq s<t \leq T$ and $R>0$ we have the bounds

$$
\begin{align*}
\left|D_{x} \tilde{u}\right|([s, t] \times[-R, R]) & \leq 2(t-s)\left(\left\|\zeta_{0}\right\|_{\infty}+\left(D \zeta_{0}\right)_{-}([-R-S t, R+S t])\right)  \tag{4.13}\\
\left|D_{t} \tilde{u}\right|([s, t] \times[-R, R]) & \leq S\left|D_{x} \tilde{u}\right|([s, t] \times[-R, R]),  \tag{4.14}\\
\int_{-R}^{R}|\tilde{u}(t, x)-\tilde{u}(s, x)| d x & \leq 2 S\left(\left\|\zeta_{0}\right\|_{\infty}+\left(D \zeta_{0}\right)_{-}([-R-S t, R+S t])\right)(t-s) . \tag{4.15}
\end{align*}
$$

Proof of Lemma 4.5. To obtain (4.13), remark that $\left(D_{x} \tilde{u}\right)_{-}$consists only of shocks which are differences between the $v_{j}$, therefore using the nonincreasing properties (4.2) of such differences and letting $X_{0}=\left\{j: x_{j}^{0} \in[-R-S t, R+S t]\right\}$ we have

$$
\begin{aligned}
\left(D_{x} \tilde{u}\right)_{-}([s, t] \times[-R, R]) & =\int_{J_{\tilde{u}} \cap([s, t] \times[-R, R])}|[\tilde{u}]|\left|\nu_{x}\right| d \mathcal{H}^{1} \\
& \leq(t-s) \sum_{j \in X_{0}} d_{j}^{0}=(t-s)\left(D \zeta_{0}\right)_{-}([-R-S T, R+S T]) .
\end{aligned}
$$

This implies (4.13) since $\left|D_{x} \tilde{u}\right|=D_{x} \tilde{u}+2\left(D_{x} \tilde{u}\right)_{-}$and

$$
D_{x} \tilde{u}([s, t] \times[-R, R]) \leq 2(t-s)\|\tilde{u}\|_{\infty} \leq 2(t-s)\left\|\zeta_{0}\right\|_{\infty} .
$$

To obtain (4.14) we simply note that outside $J_{\tilde{u}}$ the function $\tilde{u}$ is Lipschitz and satisfies $\partial_{t} \tilde{u}=-f^{\prime}(\tilde{u}) \partial_{x} \tilde{u}$, and for the jump part we take into account that the normal vector satisfies $\left|\nu_{t}\right| \leq S\left|\nu_{x}\right|$. Finally, using that

$$
\int_{-R}^{R}|\tilde{u}(t, x)-\tilde{u}(s, x)| d x \leq\left|D_{t} \tilde{u}\right|([s, t] \times[-R, R]),
$$

we obtain (4.15) as a consequence of (4.13)-(4.14).
Remark 4.6. We also have the Oleinik-type bound $D_{x} \tilde{u}(t, \cdot) \leq 1 /(\alpha t)$ for all $t \in(0, T]$, since the functions $v_{j}$ satisfy $\partial_{x} v_{j} \leq 1 /(\alpha t)$ and all other contributions to $D_{x} \tilde{u}$ are negative shocks.

Finally we prove Theorem 1.4 for any initial condition $\zeta_{0} \in L^{\infty} \cap B V_{l o c}(\mathbb{R})$.
Proof of Theorem 1.4. We fix $\zeta_{0} \in L^{\infty} \cap B V_{\text {loc }}(\mathbb{R})$ and approximate it with functions $\zeta_{0, k}$ of the form (4.1) as follows.

We have $\zeta_{0}=\zeta_{1}+\zeta_{2}$ where $\zeta_{1}$ is nondecreasing and $\zeta_{2}$ is nonincreasing. For a large integer $k$, and $L=L(k)=2^{k}$ we let $a_{0}^{k}<\cdots<a_{L}^{k}$ equipartition the interval $[-k, k$ ], that is,

$$
a_{\ell}^{k}=-k+\frac{\ell}{L} 2 k, \quad \text { for } \ell \in\{0, \ldots, L\}
$$

and we define

$$
\zeta_{2, k}(x)=a_{0}^{k} \mathbf{1}_{\zeta_{2}(x) \leq a_{0}^{k}}+\sum_{\ell=1}^{L} a_{\ell}^{k} \mathbf{1}_{a_{\ell-1}^{k}<\zeta_{2}(x) \leq a_{\ell}^{k}}+a_{L}^{k} \mathbf{1}_{\zeta_{2}(x)>a_{L-1}^{k}}
$$

Since $\zeta_{2}$ is nonincreasing, the sets $\left\{\zeta_{2} \leq a_{0}^{k}\right\},\left\{a_{\ell-1}^{k}<\zeta_{2} \leq a_{\ell}^{k}\right\},\left\{\zeta_{2}>a_{L}^{k}\right\}$ are intervals, and the modified initial condition $\hat{\zeta}_{0, k}=\zeta_{1}+\zeta_{2, k}$ is equal almost everywhere to a function of the form (4.1). If the interval $\left\{a_{0}^{k} \leq \zeta_{2} \leq a_{L}^{k}\right\}$ is not the full real line, the infimum
and supremum of $\hat{\zeta}_{0, k}$ may however be far from $\inf \zeta_{0}$ and $\sup \zeta_{0}$, so we introduce a further modification.

Note that

$$
\left|\zeta_{0}-\left(\zeta_{1}+\zeta_{2, k}\right)\right|=\left|\zeta_{2}-\zeta_{2, k}\right| \leq \frac{2 k}{2^{k}} \quad \text { in the interval }\left\{a_{0}^{k} \leq \zeta_{2} \leq a_{L}^{k}\right\}
$$

Therefore, letting $y_{k}=\inf \left\{a_{0}^{k} \leq \zeta_{2} \leq a_{L}^{k}\right\}$ and $z_{k}=\sup \left\{a_{0}^{k} \leq \zeta_{2} \leq a_{L}^{k}\right\}$, the nondecreasing function

$$
\zeta_{1, k}(x)=\zeta_{1}\left(y_{k}^{+}\right) \mathbf{1}_{x \leq y_{k}}+\zeta_{1}(x) \mathbf{1}_{y_{k}<x<z_{k}}+\zeta_{1}\left(z_{k}^{-}\right) \mathbf{1}_{x>z_{k}},
$$

satisfies

$$
\inf \zeta_{0}-\frac{2 k}{2^{k}} \leq \zeta_{1, k}+\zeta_{2, k} \leq \sup \zeta_{0}+\frac{2 k}{2^{k}} \quad \text { in } \mathbb{R}
$$

The modified initial condition

$$
\zeta_{0, k}=\zeta_{1, k}+\zeta_{2, k}
$$

is equal almost everywhere to a function of the form (4.1). Moreover we have

$$
\begin{aligned}
\zeta_{0, k} & \longrightarrow \zeta_{0} \quad \text { in } L_{l o c}^{\infty}(\mathbb{R}) \\
\left(D \zeta_{0, k}\right)_{-}([-R, R]) & \longrightarrow\left(D \zeta_{0}\right)_{-}([-R, R]) \quad \text { for all } R>0,
\end{aligned}
$$

as $k \rightarrow \infty$. Applying Theorem 1.4 to the initial condition $\zeta_{0, k}$ we obtain functions $\tilde{u}_{k}$ satisfying (1.11)-(1.12). Thanks to Lemma 4.5 we may extract a subsequence of $\tilde{u}_{k}$ such that $\tilde{u}_{k}(t, \cdot)$ converges in $L_{\text {loc }}^{2}$ for every $t \in[0, T]$, and pass to the limit in (1.11)-(1.12). The limit $\tilde{u}$ satisfies the bounds of Lemma 4.5.
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