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Abstract— This work proposes a distributed control strategy
for the robust global leader-follower phase synchronization of
Kuramoto oscillators with inertia. For a convenient design, the
phase angles are represented as elements of the unit circle.
In particular, we exploit a “half-angle” representation inspired
by unit quaternions. The ensuing non-Euclidean state space
poses some challenges for robust global stabilization, which
can be conveniently overcome with dynamic hybrid feedback.
For this reason, we propose a hybrid solution obtained by
combining a distributed observer with local hysteresis-based
tracking controllers. The overall closed-loop system is analyzed
through reduction theorems and Lyapunov-based arguments.

I. INTRODUCTION

Numerous synchronization phenomena related to engineer-
ing, physics, and biology, can be naturally described through
networks of coupled nonlinear oscillators. Among the mathe-
matical models that capture synchronization phenomena, the
Kuramoto model [1] is one of the most widespread. This
model has received a renewed attention over the last years,
mainly because of its applicability to neuronal synchroniza-
tion [2] and synchronization in power networks [3], [4].

In networks of coupled oscillators, synchronization phe-
nomena can either naturally arise, can be enforced by de-
signing appropriate control laws, or can be promoted by
a pacemaker in a leader-follower architecture [5]. In all
these cases, several studies have been conducted on the
various parameters that influence synchronization, such as
the network’s interaction topology, the diversity of the agents,
and the coupling strengths [6], [7]. In particular, necessary
[8] and sufficient [8], [9], [10] conditions for synchronization
were found for Kuramoto networks.

This paper considers a second-order generalization of the
classical first-order Kuramoto model, where each oscillator
has its own inertia [4], [11]. Other generalizations have been
recently proposed, such as the third-order model [12] and
the Lohe model [13], which generalizes the Kuramoto model
from the circle to the sphere.
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The synchronization of the Kuramoto model is an inher-
ently nonlinear phenomenon. Since the oscillators’ angu-
lar configurations are equivalent modulo 2π, their natural
representation is given by elements of the unit circle. This
leads to the N -torus as the state space of the network [14],
[15]. Relevant challenges arise from the control viewpoint,
mainly because the unit circle is not contractible, i.e., it is
not diffeomorphic to any Euclidean space. This property is
known to be a major obstacle to global stabilization. For
instance, several works on rigid body control and estimation
provide almost global results with continuous feedback [16],
[17]. Global results can only be obtained via discontinuous
feedback at the cost of sacrificing robustness. In this respect,
hybrid systems theory has been proven successful for robust
global stabilization on numerous non-contractible spaces,
including unit quaternions [18] and the N -sphere [19].

Motivated by the above discussion, we present a hybrid
distributed strategy for the robust global leader-follower
phase synchronization of second-order Kuramoto oscillators.
For simplicity, we assume that each node knows its local
model parameters. To conveniently solve the problem, we
introduce a new representation inspired by unit quaternions
and based on “half-angle” expressions.

The proposed approach is composed of two main parts.
First, the reference is estimated in each node of the network
through a distributed observer, based on embedding the unit
circle in R2. Then, employing the estimate thus obtained,
we introduce a hysteresis-based hybrid controller inspired by
[18] to guarantee global phase tracking for each oscillator.
The resulting closed-loop dynamics can be described through
a cascade of simple subsystems, each of them analyzed
through Lyapunov theory. The overall stability analysis, per-
formed through reduction theorems, not only shows globally
robustly stable synchronization but also highlights that no
time-scale separation and no tuning constraints are needed.

The paper is organized as follows. In Section II, we
present the second-order Kuramoto model. Next, the control
objectives are discussed in Section III, while in Sections IV
and V we treat the distributed observer and the hysteresis-
based controller. The interconnection of these components is
then presented in Section VI. Finally, in Section VII, we
validate the proposed strategy with a numerical example,
while Section VIII provides some concluding remarks. Due
to space constraints, some proofs are omitted.

Notation: We denote R≥0 := [0,∞), while N∗ is the set of
natural numbers zero excluded. Given column vectors v and
w, we often use (v, w) to denote [v> w>]>. The notation ⊗
indicates the Kronecker product of matrices. For any n ∈ N∗,



In is the identity matrix of dimension n and 1n ∈ Rn is the
vector of all ones. Finally, we employ the hybrid systems
formalism as in [20] and the graph theory formalism of [15].

II. MODEL DESCRIPTION

A. Second-Order Kuramoto Network

The second-order Kuramoto network is a system of N
nonlinear oscillators, coupled through an undirected and
connected graph G := {V, E}, where for each node i ∈ V ,
Ni is the set of its neighbors according to E :

θ̇i = ωi, i ∈ V

miω̇i =−diωi + ωni −
∑
j∈Ni

kij sin(θi−θj−ϕij) + ui.
(1)

In (1), for each i ∈ V , θi ∈ R and ωi ∈ R are the phase and
the frequency, respectively, ui is the control input, mi > 0 is
the oscillator’s inertia, di > 0 is a damping constant, whereas
ωni is the oscillator’s natural frequency. Finally, kij = kji >
0 and ϕij = ϕji ∈ [0, 2π) are, respectively, the coupling
weight and the phase shift between oscillators i and j (note
that ϕij is often restricted to the set [0, π/2)).

Define θ :=
[
θ1 . . . θN

]>
and ω :=

[
ω1 . . . ωN

]>
.

With some abuse of notation, denote by (θ(·), ω(·)) : R≥0 →
R2N a solution of system (1), for some input signal u(·) and
with initial conditions (θ(0), ω(0)). We say that (θ(·), ω(·))
achieves phase synchronization if

lim
t→+∞

θi(t)−θj(t) ∈ {θ̃ : θ̃= 2kπ, k ∈ Z}, ∀i, j ∈ V. (2)

Similarly, the solution (θ(·), ω(·)) is said to achieve fre-
quency synchronization if

lim
t→+∞

ωi(t)− ωj(t) = 0, ∀i, j ∈ V. (3)

In this respect, the objective of this work consists in design-
ing a distributed control strategy such that phase synchro-
nization and convergence to a specified reference are reached
globally, i.e., for any arbitrary initialization of the network
(1). This goal is precisely defined in Section III.

B. Quaternion-Inspired Representation

In the following, we introduce a meaningful reformulation
for system (1). Motivated by the equivalence modulo 2π of
angular values, our manipulations are based on the adoption
of the unit circle S1 :=

{[
α β

]> ∈ R2 : α2 + β2 = 1
}

as
a more convenient representation of the phases θi. Notably,
S1 admits a Lie group structure, isomorphic to the group
of planar rotations SO(2). In this respect, the function R :

S1 → SO(2) maps any element
[
α β

]> ∈ S1 into the
corresponding rotation matrix:

R

([
α
β

])
:=

[
α −β
β α

]
, (4)

which is used to compute the group multiplication as
R(γ)γ̂ = R(γ̂)γ, for any γ, γ̂ ∈ S1, with identity element

e :=
[
1 0

]>
. (5)

Employing the formalism just introduced, the representa-
tion adopted in [15] (also used in [21, Ex. 34]) is given by:

ξi :=
[
cos(θi) sin(θi)

]> ∈ S1. (6)

Through straightforward computations, with (6), the phase
dynamics on both SO(2) and S1 is obtained as

d
dtR(ξi) = ωiJR(ξi), ξ̇i = ωiJξi, i ∈ V, (7)

where J :=
[
0 −1
1 0

]
∈ SO(2).

Different from [15] and [21], we use here a second
representation, which is more convenient for control design.
Instead of (6), we represent θi through

ζi :=
[
ηi εi

]>
:=
[
cos(θi/2) sin(θi/2)

]> ∈ S1. (8)

More precisely, in place of ξi in (6) we employ the element
ζi ∈ S1 such that ξi = φ(ζi), where φ : S1 → S1 is defined
for any ζi = [ηi εi]

> as follows:

φ(ζi) := R(ζi)ζi =
[
η2i − ε2i 2ηiεi

]>
. (9)

The map φ can be interpreted as the double-angle formula
for elements on the unit circle. Note that φ is two-to-one,
because φ(ζi) = φ(−ζi). This property is analogous to
the relation between rotation matrices in SO(3) and unit
quaternions, whose domain, S3, is a double cover of SO(3).
From ξi = φ(ζi) := R(ζi)ζi, we obtain

ξ̇i = ωiJξi = ∂φ
∂ζi
ζ̇i = 2R(ζi)ζ̇i, (10)

which leads to the phase dynamics in the new representation,
presented both for SO(2) and S1:

d
dtR(ζi) = 1

2ωiJR(ζi), ζ̇i = 1
2ωiJζi, i ∈ V. (11)

Let TN :=
∏N
i=1 S1 denote the N -torus, then we can rewrite

the network dynamics on TN × RN as follows:

ζ̇i = 1
2ωiJζi

miω̇i =−diωi+ωni−
∑
j∈Ni

kijφ(ζi)
>Jφ(ζj)cos(ϕij)

+
∑
j∈Ni

kijφ(ζi)
>φ(ζj) sin(ϕij) + ui, i ∈ V.

(12)

In these new coordinates, we observe that condition (2) for
phase synchronization coincides with

lim
t→+∞

R(ζi(t))
>ζj(t) ∈ {−e, e}, ∀i, j ∈ V. (13)

III. PROBLEM STATEMENT

A. Leader Exosystem

For simplicity, suppose that the graph G, introduced for the
physical couplings of network (12), also corresponds to the
communication graph among the local controllers acting in
each node. Then, we specify the tracking objectives through
a leader system (sometimes indicated in the literature as
pacemaker [5]) that delivers to the network some reference
signals generated by the following autonomous exosystem:

ζ̇? = 1
2c
>w?Jζ?

ẇ? = Sw?

}
(ζ?, w?) ∈ S1 ×W, (14)
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Fig. 1. Interaction and communication scheme.

where ζ? is the phase reference, w? ∈ Rn (with n ∈ N∗)
is used to generate the frequency reference c>w?, while
c ∈ Rn×1 and S ∈ Rn×n are constant matrices. It is
assumed that S be Poisson stable (namely having only
semisimple eigenvalues on the imaginary axis). Therefore,
we can assume without loss of generality that the set W ⊂
Rn of admissible initial conditions w?(0) is compact and
forward invariant for ẇ? = Sw?. Finally, we require the
following connectivity property between the leader (14) and
the network (12).

Assumption 1. The leader system (14) interacts, by com-
municating signal (ζ?, w?), with at least one node of G.

Let A = [aij ] ∈ RN×N and L = [lij ] ∈ RN×N be the
adjacency and Laplacian matrices of graph G, and denote by
T = [τij ] ∈ RN×N the target matrix, a diagonal matrix such
that τii = 1 if (14) communicates with node i ∈ V and τii =
0 otherwise. A scheme of the interaction and communication
pattern is shown in Fig. 1.

The control problem of this work, stated below, corre-
sponds to ensuring suitable stability and attractivity proper-
ties of the following synchronization set

As :=
{

(ζ?, w?), (ζi, ωi), i ∈ V :

R(ζi)
>ζ? ∈ {−e, e}, ωi = c>w?

}
,

(15)

where e is defined in (5). Note that As is compact because
(14) evolves in the compact set S1 ×W .

Problem 1. Consider the second-order Kuramoto network
(12) and the exosystem (14). Let mi, di, ωni, ϕij , kij , c,
and S be locally known at each node i. Design a distributed
control strategy, based on the information exchange specified
by G and Assumption 1, such that the network achieves
global phase synchronization to the reference ζ?. More
specifically, design a distributed dynamic control strategy
globally asymptotically stabilizing a compact set whose
projection in the plant-exosystem direction coincides with the
compact set As in (15).

The solution that we adopt for Problem 1 comprises
hybrid dynamic laws whose data satisfy the so-called hybrid
basic conditions of [20, Assumption 6.5]. As a consequence,
our global asymptotic stability result is equivalent to the
existence of a uniform class KL bound (see [20, Thm.
7.12]). Following the robustness results in [20, §7.3], this

also implies robust KL-asymptotic stability in the presence
of fairly general perturbations of the dynamics. This property
was not attained by using the discontinuous approach of [22].

B. Control Architecture

Through the parametrization (8), (9), (12), Problem 1
addresses the synchronization goal in (2), (3), in a convenient
scenario wherein the set to be stabilized is compact. Topo-
logical limitations associated to the non-Euclidean nature
of the phase dynamics make the solution to Problem 1
challenging. In fact, the N -torus is non-contractible, i.e., it is
not diffeomorphic to any Euclidean space, and convergence
to (15), as well as goal (2), require convergence to a discon-
nected set of points. Two main issues arise in this context.
First of all, if the control laws ui are designed to stabilize
only one of the given configurations, the trajectories in the
coordinates ξi (or θi) will display the so-called unwinding
phenomenon [18], causing unnecessary motion when the
system is initialized close to synchronization. Additionally,
if a static discontinuous feedback is adopted, the global
attractivity property of the closed-loop system is not robust,
e.g., to measurement noise. This fact, in practice, translates
into chattering and high disturbance sensitivity [18].

Given these considerations, we employ the following
hybrid dynamic strategy to robustly globally asymptotically
stabilize a compact set containing As in (15):
• first, we design a distributed observer for the exosys-

tem (14), such that certain local estimates (ζ̂i, ŵi) of
(ζ?, w?)∈S1×W are defined as elements of R2+n;

• for each agent i, we implement a hybrid mechanism
for globally tracking (ζ̂i, ŵi). Exploiting the resulting
cascade structure, the overall solution is analyzed via
reduction theorems.

IV. DISTRIBUTED OBSERVER DESIGN

We propose the following observer:

˙̂
ζi = 1

2c
>ŵiJζ̂i − kζeζi

˙̂wi = Sŵi − kwewi

i ∈ V, (16)

where ζ̂i ∈ R2, ŵi ∈ Rn are the local estimates of (ζ?, w?)
at node i, kζ and kw ∈ R are gains to be designed, while

eζi :=
∑
j∈Ni

aij(ζ̂i − ζ̂j) + τii(ζ̂i − ζ?)

ewi
:=
∑
j∈Ni

aij(ŵi − ŵj) + τii(ŵi − w?)
i ∈ V, (17)

are the local estimation errors, in which aij and τii are the
entries of the adjacency matrix A and the target matrix T .

To represent the overall network dynamics in a compact
form, define the overall states ζ̂ := [ζ̂>1 . . . ζ̂>N ]> ∈ R2N and
ŵ := [ŵ>1 . . . ŵ>N ]> ∈ RNn and the overall estimation errors
ζ̃ := ζ̂−1N⊗ζ? and w̃ := ŵ−1N⊗w?. Furthermore, define
eζ := [e>ζ1 . . . e

>
ζN

]> ∈ R2N and ew := [e>w1
. . . e>wN

]> ∈
RNn, which from (17) can be written as [23]:

eζ = (B ⊗ I2)ζ̃, ew = (B ⊗ In)w̃, (18)



where B := L + T is the leader-follower matrix, which is
positive-definite since T 6= 0 from Assumption 1 (see [24]).

The dynamics of the frequency estimation error w̃ := ŵ−
1N ⊗ w? is obtained from (14), (16), (18) as

˙̃w =
[
(IN ⊗ S)− kw(B ⊗ In)

]
w̃, (19)

leading to the following stability result.

Proposition 1. For any scalar gain kw > 0, the zero-
equilibrium of system (19) is globally exponentially stable.

For notational convenience, define

Ω̃ := diag(c>w̃1, . . . , c
>w̃N ) = diag((IN ⊗ c>)w̃). (20)

It follows that the dynamics of the phase estimation error
ζ̃ := ζ̂ − 1N ⊗ ζ? is computed from (14), (16), (18) as:

˙̃
ζ =

(
1
2c
>w?(IN ⊗ J)− kζ(B ⊗ I2) + 1

2 (Ω̃⊗ J)
)
ζ̃

+ 1
2 (Ω̃⊗ J)(1N ⊗ ζ?),

(21)

with inputs ζ?, w?, and w̃ (see (20)). The next proposition
provides an input-to-state stability result for (21), used in
Section VI to study the cascade between (19) and (21).

Proposition 2. For any scalar gain kζ > 0, system (21)
is finite-gain exponentially input-to-state stable (ISS) with
respect to the input w̃, uniformly in the inputs (ζ?, w?).
Namely, there exist positive scalars b, λ, σ such that, for
any solution (ζ?(·), w?(·)) of the exosystem (14) and any
w̃(·) ∈ L∞, the solutions of system (21) satisfy:

|ζ̃(t)| ≤ b exp(−λt)|ζ̃(0)|+ σ‖w̃(·)‖∞, ∀t ∈ R≥0. (22)

V. FULL-INFORMATION SYNCHRONIZATION

In this section, we design a tracking controller in the
simplified setup where the observer estimation errors are
zero. Define the phase and frequency tracking errors

ζ̄i =
[
η̄i ε̄i

]>
:= R(ζi)

>ζ̂i ∈ R2

ω̄i := c>ŵi − ωi ∈ R
i ∈ V. (23)

In these coordinates, the control objective corresponds to
imposing (ε̄i, ω̄i) → 0, for all i ∈ V . From (11), (12), (14),
(16), we can compute the error dynamics as

˙̄ζi = 1
2 ω̄iJζ̄i − kζR(ζi)

>eζi
mi ˙̄ωi = ψi − ui −mikwc

>ewi

i ∈ V, (24)

where (eζi , eωi) are defined in (17) and:

ψi := diωi − ωni +
∑
j∈Ni

kijφ(ζi)
>Jφ(ζj)cos(ϕij)

−
∑
j∈Ni

kijφ(ζi)
>φ(ζj)sin(ϕij) +mic

>Sŵi.
(25)

When ζ̂i = ζ? and ŵi = w? (i.e., (ζ̃, w̃) = 0), the quantities
in (23) become ζ̄i = R(ζi)

>ζ? ∈ S1 and ω̄i = c>w?−ωi ∈
R. In view of this reduction argument, we begin the design
by assuming that the exosystem signals (ζ?, w?) are globally

known for feedback. This full-information scenario corre-
sponds to the requirement T = IN , which will be removed
in Section VI. Assuming that ωi can be arbitrarily assigned
by the controller, the phase dynamics in (24) reduces to

˙̄ζi = 1
2 (c>w? − ωvi)Jζ̄i, i ∈ V, (26)

where ωvi is a virtual input. Define Q := {−1, 1} and choose
any gain kp > 0 and hysteresis margin δ ∈ (0, 1). For each
i ∈ V , a hysteresis-based dynamic controller is given by{

q̇i = 0, (ζ̄i, qi) ∈ Cκ
q+i = −qi, (ζ̄i, qi) ∈ Dκ

ωvi = c>w? + kpqiε̄i,

i ∈ V (27)

where qi ∈ Q is the controller state and

Cκ := {(ζ̄i, qi) ∈ S1 ×Q : η̄iqi ≥ −δ}
Dκ := {(ζ̄i, qi) ∈ S1 ×Q : η̄iqi ≤ −δ}.

(28)

The closed-loop error dynamics then corresponds to{
˙̄ζi=− 1

2kpqiε̄iJζ̄i

q̇i=0

[
ζ̄i
qi

]
∈Cκ,

{
ζ̄+i = ζ̄i

q+i =−qi

[
ζ̄i
qi

]
∈Dκ, (29)

which provides an autonomous hybrid dynamics having state
(ζ̄i, qi) ∈ S1 × Q and such that the point qiη̄i = −1 is not
included in the flow set Cκ (because δ < 1).

Lemma 1. The attractor Aκ := {(ζ, q) ∈ S1×Q : ζ = qe}
is uniformly globally asymptotically stable (UGAS) for (29).

Controller (27), (28) can be employed in the design of
the feedback laws ui for (24), following the energy-based
approach proposed in [18]. Whenever ŵi = w?, due to our
reduction argument, the dynamics of ω̄i in (24) reduces to

mi ˙̄ωi = ψi − ui, i ∈ V, (30)

where ψi in (25) is known to node i (see Problem 1). The
local controllers are given by{

q̇i = 0 (ζ̄i, qi, ω̄i) ∈ C := Cκ × R
q+i = −qi (ζ̄i, qi, ω̄i) ∈ D := Dκ × R

ui = ψi + kpqiε̄i + kdω̄i,

i ∈ V (31)

with Cκ and Dκ as in (28) and where kd is an arbitrary
positive scalar. The closed-loop error dynamics for each node
i ∈ V is then described by the following hybrid system

˙̄ζi=
1
2 ω̄iJζ̄i

q̇i=0

mi ˙̄ωi=−kpqiε̄i−kdω̄i

 ζ̄iqi
ω̄i

∈C,

ζ̄+i = ζ̄i

q+i =−qi
ω̄+
i = ω̄i

 ζ̄iqi
ω̄i

∈D.
(32)

The next result generalizes the argument of Lemma 1.

Proposition 3. For the full-information error dynamics (32),
corresponding to (24), (31) with (ζ̃, w̃) = 0, attractor Ax :=
{(ζ, q, ω) ∈ S1 ×Q× R : ζ = qe, ω = 0} is UGAS.

Proof: We sketch the proof inspired by [18]. Define
xi := (ζ̄i, qi, ω̄i), then consider V (xi) := 2kp(1 − qiη̄i) +
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miω̄
2
i /2, which is positive definite and radially unbounded

w.r.t. Ax. Then, straightforward computations show that〈
∇V (xi), ẋi

〉
= −kdω̄

2
i ≤ 0, ∀xi ∈ C\Ax

V (x+i )− V (xi) = 4kpqiη̄i ≤ −4kpδ < 0, ∀xi ∈ D.
(33)

It is then sufficient to notice that the largest invariant set
contained in S = {xi ∈ C : ω̄i = 0} satisfies ε̄i = 0 and
η̄iqi 6= −1, i.e., V (xi) = 0, and apply [20, Thm 8.8].

VI. OVERALL CONTROL SCHEME

Finally, we present the complete hybrid observer-based
controller for each node i, obtained by combining the dis-
tributed observer (16) and the local hysteresis-based con-
troller (31). In this context, we no longer assume (ζ̃, w̃) = 0,
thus the dynamics of the tracking errors (ζ̄i, ω̄i) in (24) is
not simplified as in the full-information scenario.

Define the overall state at node i as

χi := (ζ̂i, ŵi, ζ̄i, qi, ω̄i) ∈ Rn+4 ×Q× R. (34)

The controllers solving Problem 1 are given, for i ∈ V , by
˙̂
ζi=

1
2c
>ŵiJζ̂i − kζeζi

˙̂wi=Sŵi − kwewi

q̇i=0

χi∈Cχ,


ζ̂+i = ζ̂i

ŵ+
i = ŵi

q+i =−qi

χi∈Dχ,

with: Cχ := {χi ∈ Rn+4 ×Q× R : η̄iqi ≥ −δ},
Dχ := {χi ∈ Rn+4 ×Q× R : η̄iqi ≤ −δ},

and: ui = ψi + kpqiε̄i + kdω̄i,

(35)

with eζi, ewi
as in (17), η̄i, ε̄i ω̄i defined in (23), and tuning

parameters given by the stabilizer gains kp > 0, kd > 0, the
observer gains kζ > 0, kw > 0, and the hysteresis margin
δ ∈ (0, 1). The next statement provides formal guarantees
for the effectiveness of (35) in solving Problem 1.

Theorem 1. The attractor A, corresponding to global phase
synchronization to the reference ζ? and given by:

A:={(ζ?, w?, χ1, . . . , χN ) ∈ S1 ×W × (Rn+4 ×Q× R)N :

ζ̂i = ζ?, ŵi = w?, ζ̄i = qie, ω̄i = 0,∀i ∈ V},

is globally robustly KL asymptotically stable for the closed-
loop system, having state (ζ?, w?, χ1, . . . , χN ) and obtained
from the interconnection of the second-order Kuramoto net-
work (12), the exosytem (14), and the local controllers (35).

Proof: The subsystems involved in the stability analysis
are shown in Fig. 2, where we highlight the cascade structure
of the closed-loop error dynamics.

Asymptotic stability of A is sketched through reduction
theorems. By Propositions 1 and 2 and standard ISS results,
the observer estimation error dynamics is UGAS. In other
words, the closed (but not compact) attractor

Â:={(ζ?, w?, χ1, . . . , χN ) ∈ S1 ×W × (Rn+4 ×Q× R)N :

ζ̂i = ζ?, ŵi = w?,∀i ∈ V},

is UGAS. On the set Â, we recover the full-information
dynamics (32), thus, by Proposition 3, A is UGAS relative
to Â. By [25, Cor 4.8], A is uniformly asymptotically stable
for the overall closed-loop system, with basin of attraction
given by all initial conditions generating bounded solutions.

Next, we show that all closed-loop solutions are bounded,
which then implies UGAS. Note that the state (ζ?, w?) of
(14) evolves in the bounded forward invariant set S1 ×W ,
thus it is bounded. Similarly, qi is bounded by construction.
Due to Propositions 1 and 2, (ζ̃, w̃) converge to zero,
therefore (ζ̂i, ŵi) are bounded for all i ∈ V . We need to
show that ζ̄i and ω̄i are bounded, for all i ∈ V . Recall that
ζ̄i := R(ζi)

>ζ̂i, thus ζ̄i is bounded as |ζ̄i| ≤ |ζ̂i|. Regarding
ω̄i, let Vω(ω̄i) := miω̄

2
i /2 and we have, using (24) and (35):

V̇ω = ω̄i

(
−kdω̄i − kpqiε̄i −mikwc

>ewi

)
≤ −kd

2 ω̄
2
i + 1

2kd

∣∣∣kpqiε̄i +mikwc
>ewi

∣∣∣2
≤ − kd

mi
Vω(ω̄i) + ν(ζ̄i, w̃),

(36)

where ν(·) is bounded by a positive scalar ν̄ (depending
on the initial conditions), because of the obtained bounds
on ζ̄i and w̃. Since V̇ω < 0 for Vω(ω̄i) > miν̄/kd and
V +
ω −Vω = 0, it follows that ω̄i is contained in a compact set,

which proves global boundedness of solutions. The proof is
completed by noticing that the closed-loop system satisfies
the hybrid basic conditions, thus [20, Thm 7.21] ensures
global robust KL asymptotic stability.

VII. NUMERICAL EXAMPLE

We consider a second-order Kuramoto network with the
communication and interaction structure as in Fig. 1, where
k12 = 0.5, k13 = 3, k14 = 1, k34 = 2, ϕ12 = π/2,

TABLE I
PARAMETERS AND INITIAL CONDITIONS OF THE OSCILLATORS

mi di ωni θi(0) ωi(0)

oscillator #1 1.1 0.1 5 −π 2
oscillator #2 1.3 0.15 10 π 0.5
oscillator #3 1.2 0.2 15 π/2 1
oscillator #4 1.8 0.21 20 −π/2 0.3
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Fig. 3. Simulation results. (a): distributed observer phase estimation
(reference in blue); (b): phase tracking errors; (c): phase angles represented
in [−π, π) (reference in blue); (d): frequency tracking errors.

ϕ13 = π/3, ϕ14 = π/4, ϕ34 = π/5. We report in Tab. I
the parameters and the initial conditions of each oscillator.
The Kuramoto network has been implemented according to
(1) and, in addition, each θi has been wrapped between −2π
and 2π to ensure boundedness of the simulation variables.
For feedback computation, a continuous selection of ζi was
obtained from (8). Exosystem (14) has been defined through:

S =

[
0 −1 0
1 0 0
0 0 0

]
, c> =

[
0 1 1

]
(37)

with initial conditions w?(0) = [0 0.5 1]> and ζ?(0) =
[1 0]>. Instead, the controllers (35) have been initialized
randomly, while the tuning parameters have been selected as
δ = 0.5, kp = kd = 1, kζ = 2.5, and kw = 5.

We provide in Fig. 3 the results of a simulation run,
which confirms the effectiveness of the proposed solution.
The quantities in subfigure (c) are computed as

ϑ? := 2atan2 (ζ?2 , ζ
?
1 ) , ϑi := mod (θi + π, 2π)−π, i ∈ V,

where ϑ? is the angular reference corresponding to ζ?, while
ϑi represents θi in the interval [−π, π).

VIII. CONCLUSIONS

We suggested a hybrid leader-follower phase synchro-
nization control law for second-order Kuramoto oscillators.
Under an undirected and connected graph topology, we
provide an observer-stabilizer architecture, where the ob-
server is distributed and the stabilizer exploits the local
estimates of the reference motion, following a separation
principle type of approach. Our main result, relying on hybrid
reduction theorems, not only proves global convergence to
the synchronization set but also its robust stability. Future
work will provide an adaptive solution addressing unknown
parameters in the dynamics of each oscillator.
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