N
N

N

HAL

open science

A generic deep learning framework for propagation and
scattering of acoustic waves in quiescent flows

Antonio Alguacil, Michaél Bauerheim, Marc Jacob, Stéphane Moreau

» To cite this version:

Antonio Alguacil, Michagl Bauerheim, Marc Jacob, Stéphane Moreau. A generic deep learning frame-
work for propagation and scattering of acoustic waves in quiescent flows. AIAA AVIATION 2021

FORUM, Aug 2021, Virtual event, United States. pp.0, 10.2514/6.2021-2239 . hal-03369917

HAL Id: hal-03369917
https://hal.science/hal-03369917v1
Submitted on 7 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-03369917v1
https://hal.archives-ouvertes.fr

- OATAO

Open Archive Toulouse Archive Ouverte

Open Archive Toulouse Archive Ouverte (OATAO)

OATAO 1is an open access repository that collects the work of some Toulouse

researchers and makes it freely available over the web where possible.

This is an author's version published in: https://oatao.univ-toulouse.fr/28357

Official URL: https://doi.org/10.2514/6.2021-2239

To cite this version :

Alguacil, Antonio and Bauerheim, Michaél and Jacob, Marc C. and Moreau, Stéphane A generic deep learning
framework for propagation and scattering of acoustic waves in quiescent flows. (2021) In: AIAA AVIATION 2021
FORUM, 2 August 2021 - 6 August 2021 (Virtual event, United States).

Any correspondence concerning this service should be sent to the repository administrator:

tech-oatao@listes-diff.inp-toulouse.fr




A generic deep learning framework for propagation and
scattering of acoustic waves in quiescent flows

Antonio Alguacil* and Michael Bauerheim
Université de Sherbrooke, Sherbrooke, Quebéc, JIK2R1, Canada
ISAE-SUPAERO, Université de Toulouse, 31400 Toulouse, France

Marc C. Jacob*
Ecole Centrale de Lyon, Université de Lyon, 69130 Ecully, France

Stéphane Moreau®
Université de Sherbrooke, Sherbrooke, Quebéc, JIK2R1, Canada

A deep learning surrogate for the direct numerical prediction of two-dimensional acoustic
waves propagation and scattering with obstacles is developed through an auto-regressive spatio-
temporal convolutional neural network. A single database of high-fidelity lattice Boltzmann
temporal simulations is employed in the training of the network, achieving accurate predictions
for long simulation times for a variety of test cases, representative of bounded and unbounded
configurations. The capacity of the network to extrapolate outside the manifold of examples
seen during the training phase is demonstrated by the obtaining of accurate acoustic predic-
tions for relevant applications, such as the scattering of acoustic waves on an airfoil trailing
edge, an engine nacelle or in-duct propagation. The method is tested for two types of input
normalizations, coupled with an a-posteriori correction which improves the acoustic energy
conservation of the predictions. The use of an adaptive local normalization along with the
physics-based energy conservation results in an error reduction for all the studied cases.

I. Introduction

HE propagation of acoustic waves in complex media constitutes a challenging task in the context of aerodynamically
Tgenerated noise. The presence of complex boundaries, mean flow or background medium inhomogeneities affects
the trajectory of propagating waves, through known physical mechanisms such as scattering, dispersion, reflection or
absorption. Taking into account such phenomena is required to design quiet aeronautical devices, however creating
such pre-design tools with a low cost is still an open challenge. To do so, two types of approaches exist for predicting
noise propagation [1[]: on the one hand, direct numerical computational aeroacoustics (CAA) calculate simultaneously
both acoustic sources and the subsequent wave propagation. Direct computations yield highly accurate results but are
highly demanding in terms of computational costs. On the other hand, hybrid methods constitute a more affordable way
to perform aeroacoustic predictions. These methods rely on the separate computations of the source region and the
propagation into the far field. The propagation step can be achieved either through semi-analytical means (acoustic
analogies) or fully numerical approaches (Linearized Euler Equations, Acoustic Perturbation Equations).

The coupling between the source and the propagation regions can become cumbersome, especially when considering
the complex media effects on propagation. For example, acoustic analogies for non-homogeneous media, e.g. Lilley’s
analogy for sheared mean flows [2]]), require an additional effort in the computation of the associated Green’s function,
because of the presence of hydrodynamic modes and critical layers. The same observation applies for complex boundary
conditions as in the Ffowcs Williams and Hawkings analogy [3], where new integrals appear when accounting for the
presence of moving surfaces. Thus, the more mean flow or boundaries effects are taken into account by the acoustic
analogy, the more complex becomes the calculation of the associated Green’s function or its subsequent convolution
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with sources. In the most complex cases, relevant for industrial application, the Green’s function can no longer be
fully analytically calculated (e.g. annular duct with swirling mean flow analogy [4]), and numerical methods must be
employed instead. Therefore, in the general cases of complex mean flows or boundary conditions, propagation methods
must rely on expensive numerical methods, using for instance high-order numerical schemes to ensure low dissipation
and dispersion properties, which prevents these methods from being applied efficiently at a pre-design stage.

A recent work by the authors [5 6] developed an alternative method to replicate, at lower cost, a high-fidelity
numerical code for the propagation of acoustic waves using a surrogate model: instead of resolving the discretized
propagation equations, a neural network was trained with examples of high-fidelity direct Lattice-Boltzmann (LBM)
simulations, resulting in a data-driven convolutional neural network for acoustic wave propagation. It was found that
such an approach managed to reproduce wave propagation in simple academic cases of 2D quiescent closed domains
with reflecting walls. These promising results suggest that a similar approach might be applied in open-domain problems,
in the presence of complex boundary conditions (such as ducts or scattering objects). In particular, the method has
demonstrated good generalization capabilities (e.g. being able to predict wave propagation of unseen source distribution)
while diminishing classical numerical constraints (e.g. the CFL number) allowing faster simulations without loss of
accuracy.

Yet, the previous framework [5] implicitly encoded the boundary conditions of the problem, and was thus not
applicable to more complex geometries and representative configurations.

Several studies have dealt with the problem of encoding boundary condition information into neural network
surrogates for modelling partial differential equations (PDEs). Some make use of built-in tools of convolutional
networks, such as periodic padding to encode simple boundary conditions such as periodic conditions [7]. Other works
dealing with more complex geometries employ binary inputs [8] or signed distance functions [9] to encode the geometry
information. However, such works only tackle steady-state problems, such as RANS predictions [8]], or Sound Pressure
Level (SPL) estimation [9]].

Closer to the problem of interest, works such as Lino et al. [10] predict the full spatio-temporal propagation and
scattering of seismic waves with a convolutional network. They employ a binary field to encode geometry information
and use an auto-regressive strategy to perform the temporal prediction. However, few quantitative results are shown,
in particular regarding the ability of the network to perform accurately outside the training dataset. Furthermore, it
seems that they train the network on different datasets, depending on the different types boundary conditions. A general
database capable of training the neural network for different types of boundaries conditions would be beneficial to such
kind of methods, as it would avoid the cost of retraining the network each time. A typical example of such a pathology
can be found in Physics-Informed Neural Networks (PINNs) [11], which need to be retrained for each new set of initial
or boundary conditions. Some works, such as Moseley et al. [12] employ PINNs to solve the wave equation for complex
background media [[12], and parameterize the sources input position in order to avoid retraining the model for each
new set of initial conditions. However, the problem of using a single neural network for various types of boundary
conditions, such as reflective and non-reflective acoustic conditions, is still an open question.

Consequently, the present work proposes a unified generic framework based on an deep auto-regressive convolutional
neural network to tackle both bounded and unbounded acoustic problems in quiescent flows, with potential scattering
by inner objects. The work focuses on two mains aspects: (i) the ability of the trained neural network to perform in
various physics regimes dependent on the choice of boundary conditions, some of which differ significantly from the
ones present in the chosen database, (ii) the practical choices for pre- and post-processing the data when predicting in
the auto-regressive loop. In particular, two types of data normalization are compared, along with a modified Energy
Preserving Correction, which was introduced in [6]. The latter intends to improve the conservation of acoustic energy
over the temporal neural network predictions, and thus improving significantly its long-term predictions.

First the methodology regarding the choice of neural network architecture and its training are presented in Section [[I}
Then, section [[T] describes the unique dataset employed for training the neural network and its validation. In section [[V]
several test cases representative of unbounded problems are evaluated using the present framework, and compared with
the LBM reference. In particular, Sections and[[V.D]explore two additional cases representative of typical industrial
applications, namely a NACA airfoil and an engine nacelle. Finally, duct configurations, as well as a completely closed
domain, are also studied in Section[V}
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Fig.1 Schematics of U-Net multi-scale CNN with three scales of convolutions at full, half and quarter resolution.
Input is composed of 4 consecutive frames r =i — 3,1 =i — 2, ..., = i of acoustic density and of a Boolean mask
representing the position of the obstacles. The output is the next frame at 1 = i + 1 of resolution NxN voxels.
Each rectangular block is proportional to the number of convolutional filters per layer. Skip connections are
employed to facilitate the training of the network.

I1. Methodology

A. Modeling dynamical systems with a learned surrogate

The objective of this work is to efficiently approximate the complete space-time evolution of a dynamical system
with a surrogate, model trained on high-fidelity data. Here, the system of interest is the propagation and scattering
of acoustic waves with hard-reflecting obstacles in quiescent flows, which can be described by the following Cauchy
problem for the acoustic density p wave equation:

2
%*‘C%Ap(x,f):f(x,t), x €D, te[0,T]
B(p(x,1)) =0, x€dD (1)

p(x,0) = Iy(x)

where p is defined in the domain 9 with boundaries d9. 8B is the boundary operator that enforces the boundary
conditions (here, 8 = 0 expresses the absence of sources along the boundaries). Typically for hard-reflecting walls it
simply reads Vp(x - n)|gp = 0. ¢ is the speed of sound, f a source term and I is the initial condition expressed as a
volume distribution.

For an arbitrary boundary condition operator 8, Eq. (I)) is usually resolved numerically, by discretizing the state
variable in space and time and subsequently integrating the time evolution from ¢ to ¢ + At using an iterative solver,
where At is the time-step between to iterations.

The goal of the present study is to recast this numerical integration as an optimization problem, in order to learn the
space-time evolution of the acoustic density. Discretizing the state variable in space and time, let p’ € RY1*% be the
solution of Eq. (I)) at time-step i on a uniformly spaced discretization of O defined by a grid with d; nodes in each
direction.

The learned PDE operator G, defined by its trainable parameters 8, must fulfill the following time-invariant equation,

pir1 = G(Xi11,0) )

where X1 = {p:, pi-1, ---» Pi—k } 1s the input of the surrogate model, corresponding to the k previous time-states. Note
that following [3], the present study will use 4 input snapshots (k = 3).
The operator G is obtained by solving the following optimization problem:

argemin L (G(Xi+1,9), pir1) (3)

where £ is a metric of the distance between the approximated prediction from the learned operator g;4+; = G (X;+1, 6)
and the actual solution p;4;. Here p;;1 is obtained through a high-fidelity numerical simulation database as described



in section [[II} but could be obtained by other means: analytical solutions (if existing), experimental observation or a
blending of the previous.

Such a space-time operator can be learned through a highly non-linear neural network regressor. For high-dimensional
databases, such as the ones encountered in Computational Aeroacoustics or Computational Fluid Dynamics, the use of
convolutional networks is an efficient solution to simultaneously learn the spatial and time integration, as shown in
earlier works [6}[7,[10]. The main advantage with respect to traditional numerical schemes is two-fold: in comparison
with explicit schemes, such as Euler or Runge-Kutta integrators, the learned surrogate is not constrained by the classical
time-stepping stability constraints [S} [13]]. Furthermore, it does not require any matrix inversion as implicit integrators
do.

B. Autoregressive spatio-temporal prediction of wave propagation

Once trained, the resulting neural network G is employed in an auto-regressive strategy to predict the complete
spatio-temporal evolution of acoustic fields. Although the network is only trained to predict one single time-step ahead
from the input data, this auto-regressive strategy is used as a time-integrator to propagate signals up to an arbitrary time
horizon.

Formally, the acoustic density at time ¢t = nAt can be calculated as

pn=GoGo..oG(Xes) )
—_— ———m——

n—-k—1 times

where Xg+1 = {pk, Pk, ---, po} contains the initial condition. In practice, kK = 3 is chosen, so that the last predicted frame
(i + 1 in Fig. |1)) is added to a new series of inputs (composed of i —2,i — 1, i and i + 1 in this example).

C. Neural network: U-Net convolutional network

A U-Net convolutional neural network [14] is employed as shown in Fig. [I] Such an architecture is capable of
treating large structured image-like inputs with few trainable parameters by sliding small local trainable convolutional
filters around the input (typically 3 X 3 or 5 X 5 filters). In comparison with classical fully-connected networks,
convolutional networks naturally encode neighbourhood information between pixels which is key when resolving Partial
Differential Equations. This can be related to the stencils used to calculate the spatial gradients in a discrete grid.

Furthermore, convolutions can be combined with down-sampling operations to increase the receptive field [13], in
order to capture long-range spatial information. The U-net architecture combines convolutions with pairs of down-
and up-sampling operations to treat the input in a multi-scale way. In this case, max pooling operation along with
bi-linear up-sampling is employed. The multi-scale treatment separately processes the different scales of the problem,
specialising the different filters to focus either on local or global flow features. Unlike for the Multi-Scale used in
previous works [3]], it was found that the U-Net network converged quicker than the Multi-Scale one. This can be
attributed to the presence of skip connections that facilitate the backward flow of gradients during the optimization of
the network. Moreover, U-Net have better inference time performance compared with the Multi-Scale net of [S]], which
further accelerate the acoustic predictions.

The input to the neural network corresponds to the previously defined X**! vector, concatenated with an additional
obstacle grid g indicating the presence of the reflecting obstacles with a Boolean encoding (ones assigned to obstacles
pixels and zeros to fluid ones). Thus, the position of the boundary conditions are explicitly given as inputs to the neural
network, as employed in other works using convolutional neural networks in fluid-mechanics related problems [8, [16]].

The time-step A¢ at which the prediction ¢+ — ¢ + At is performed is fixed by the temporal spacing between input and
output, thus in order to change its value, a new training is required.

Appendix [A]details the parametric functions used for each one of the U-Net scales, as well as the number of trainable
parameters.

I11. Dataset D1: Propagation of Gaussian pulses in unbounded domain with hard wall

obstacles
As in [6], a LBM code is used to generate the data for the optimization of the network on the training dataset. Such a
dataset, employed to feed inputs into the neural network and compare its outputs with supervised references, is decribed
in the following section. A particular attention is paid to the validation of the LBM code on the wave scattering by
objects to guarantee the accuracy of the training database.



A. Numerical setup
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Fig. 2 Example of one simulation from the dataset at times (from left to right) = = 0.03,0.17,0.35 and 0.52.
Initial conditions are composed of Gaussian pulses of acoustic density located at random positions. Each initial
condition (ir = 0) is stepped for 300 LBM iterations in total (z = 0.87). Acoustic density fields are saved every 3
LBM iterations.

The dataset (indicated as D1) consists of 100 2D-simulations of time-propagating acoustic waves on square domains
with non-reflecting boundary conditions and random obstacles with hard reflecting walls (cylinders and rectangles)
placed inside the calculation domain, as seen in Fig. 2] This dataset aims at studying the capacity of the neural
network to predict scattering of acoustic waves by such hard-wall reflecting obstacles. The physical dimension of the
computational domain is chosen as D (see Fig. @), each direction being discretized with N,,pg4es = 200. Similar to the
dataset used in [6]], the wave sources are composed of a random number of Gaussian pulses which are used as initial
conditions for the density field, namely:

X log?2

p(x.0) P0+JZ=;8J exp( pal c,||) 5)
where pg is the mean flow density, N, is sampled from a uniform distribution ¢[1, 5], € is the pulse amplitude, here
fixedto & = 1073, b is the pulse half-width, fixed to b/Ax = 12 and ¢ is the pulse center, such that ¢ ; = U[0.2D, O.8D]2.
Both the number of cylinders and rectangles are drawn from a random uniform discrete distribution U/[0, 3]. The
rectangle sizes (height and width) vary from 0.01D to 0.3D, while cylinder radii vary from 0.08D to 0.15D. Boundary
conditions at the obstacle walls are modelled as bounce-back conditions. This type of boundary is not generally fitted
for inclined boundaries, such as the cylinder wall. However, in absence of mean flow, if the wavelength of acoustic
waves is sufficiently large with respect to the cell size Ax, then the bounce-back "staircase" will be compact and have no
effect on the accuracy of numerical results. This is demonstrated in section[[TL.B] where the LBM method is validated
for wave scattering by a cylinder. Non-reflecting boundary conditions are modelled using a perfectly matched layer
(PML) that prescribes a damping term in the governing equations in order to attenuate outgoing acoustic modes [17].
The output fields from the LBM simulations are cropped to only feed the physical domain to the neural network.

Results are reported using a normalized time, defined as

T =tco/D (6)

A grid spacing of Ax = D/(Nppaes — 1) = 0.5025 is employed. Notice that in LBM the value of the time-step At is
proportional to the grid spacing, here At = c¢g/coAx. This acts as a Courant-Friedrichs-Lewy (CFL) condition, depending
on the sound speed in lattice units ¢y, which is determined by the lattice choice, here equal to (cy);p = 1/ V3 ~0.57 in
the D2Q9 lattice [18].

The time 7 corresponds to the propagation time of an acoustic wave from one boundary to the other. Each training
simulation is stopped at 7 = 0.5, when the Gaussian pulse has reached the absorbing layer and density fields are recorded
at time-steps that are multiples of At = 0.0087 (i.e. each 3 LBM iterations). The latter time-step is the one used by the
CNN, in order to demonstrate the CNN capability to replicate high-fidelity codes while mitigating their CFL constraint.
In practice, the computed LBM fields are packed into groups of 4+1 frames (inputs + target) for the CNN training, as
detailed in section [L.Bl

Note that Convolutional network are translation-invariant by construction [19]. However, they are not invariant by
rotation. Thus, data augmentation is performed during the training of the network: input-target pairs are randomly
flipped in angles of 0, 7/2, 7 and 37 /2 radians.



B. Validation of the dataset

Sponge zZone Sponge zone V2R

Source

(D 30R

- oo -

(a) (b)

Fig.3 Schematic of the dataset configuration. (a) Sketch of boundary and initial conditions, made of Gaussian
pulses of half-width b propagating in a domain of size D x D with arbitrary cylindrical and rectangular obstacles
located inside the physical domain. A sponge layer of width d is added to absorb the outgoing acoustic waves.
(b) Configuration used for the validation case: a cylinder of radius R located at the domain center scatters a
Gaussian pulse. Measurements are performed at the probe location.

The LBM code is validated with respect to the scattering of a Gaussian pulse by a cylinder. A schematic is shown in
Fig. A rigid cylinder of radius R is located at (x, y) = (0, 0) inside a domain of size 30R X 30R, plus an additional
2R of sponge zones at each boundary. A density Gaussian pulse of half-width 5/R = 0.4 is located at (x, y) = (8R,0)
and a probe is located at (x,y) = (0, I0R). A recursive and regularized BGK collision model (rrBGK-LBM) [20] is
employed to maintain code stability with low numerical dissipation. Two cases are compared: a first one with the pulse
half-width discretized by 12 lattice points (901 lattice points in the domain excluding sponge zones), and a second one
with 18 points per half-width (1351 lattice points in the domain excluding sponge zones).

Results are compared to the analytical solution derived by Tam [21]]. For a pulse of half-width b and pulse parameter
« = (log2)/b? located at (x;, y), the total unknown potential can be divided in two components related respectively to
the incident (subscript /) and reflected waves (subscript r):

¢(x’y’t)=¢i(x’y’t)+¢r(x’y’t) (7)

The total pressure field is found as follows:

0 0
Py ==L =2 g+ 4)
o 4 (®)
= Re {/ (Ai(x,y, ) + A (x,y, a))e_’“”dw}
0
where A;(x, y, w) is given by
1 _
Ai(x’y’w) =—e G ]O(CUVS) (9)
2a

and rg = \/(x — x5)2 + (¥ — y5)2. Jx represents the Bessel function of first kind of order k. A, (x, y, w) is given, in polar
coordinates (7, 8):

Ar(x,y,w) = Z Cr(w)H'" (rw) cos(k6) (10)
k=0



where

_w? T - Xy 0) — in(0
Cr(w) = (ie (4(,) (f—)k / Ty (wryg) =X €080 = ys sin0) a6 (11)
2b 7ra)Hk (row) Jo T's0
with g = 1 and g = 2 for k # 0. ryg is defined as:
rs0 = \/rg — 2rpxs cos 6 — 2rgy, sin 0 +x§ + y% (12)

and H ,El)’ is the derivative of the Hankel function of the first kind of order k.

Figure ] shows the time evolution of the density at the probe location for two different resolutions of the LBM
lattice. A resolution of 12 point per half-width is sufficient to capture all the physics of the problem accurately. The first
amplitude peak represents the direct propagation of the initial Gaussian pulse, while the other two peaks at rco/D = 8
and 10 arise from the pulse scattered by the cylinder wall. Therefore, the pulses in the dataset are resolved with b/A = 12
points per initial half-width.
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Fig. 4 Fluctuating density p’ at probe location (x, y) = (0, 10R) for dimensionless time 7 = tco/D.

C. Data normalization and energy-correction

Neural networks benefit from scaling the inputs so that the mean and the standard deviation of their inputs are close
to 0 and 1 respectively [22], in order to improve the stability of the neural network training. However, scaling all the
inputs with their statistical moments generates a loss of physical information for the neural network, most importantly in
time-dependent problems, as the network may no longer capture the relative changes of amplitude between different
time-steps, accounting for phenomena such as diffusion or in the present case, energy decay (e.g. the acoustic signals
leave the computational domain after some time). Thus, two types of input normalizations are proposed in this work, in
order to evaluate the performance of both strategies. Furthermore, an a-posteriori correction based on the conservation
of acoustic energy is also presented to decrease the error accumulation over time of the learned model.

Global normalization : The first normalization, used in a U-Net network dubbed as GlobUnet, used a global
scaling to normalized all inputs by 1/& where € is the initial amplitude of one Gaussian pulse, such that:

pi = pi= PO (13)
€

This scaling intends to preserve the scale of the original dataset, which may be important to account for time-decaying
phenomena.



Local normalization : The second normalization, denominated LocUnet, employs an input-to-input scaling. In
particular, each input is normalized by o (o'~ where o is the standard deviation of first frame for each input:

pi= 2L (14)
o (pi-k)

Because four frames (k = 3) are used at each input, the network is presented with information about amplitude decay
between all the different snapshots, although more locally than for the global normalization. The disadvantage of this
method is that some of the network inputs at late simulations time (e.g. when the acoustic signal has mostly left the
computational domain) may have a small amplitude compared with the initial time-steps, with greater amplitude. Thus,
the network may struggle when processing such kind of low-signal inputs, and focus only on high-energy ones. In order
to study such claims, both normalizations are employed for all test cases of Sections[[V]and[V]

Energy preserving correction: In [5], authors found the the network predictions could be improved by using an a
posteriori acoustic energy-preserving correction, tailored to the boundary conditions of that study, namely computational
domains closed by reflecting walls. The acoustic intensity fluxes being nil, the acoustic energy is preserved over time in
the inviscid case with no mean flow, thus a spatially uniform correction ¢ yielded:

e=Py-P; (15)
where
B - /Qﬁidx
fgdx 6
[ o (16)
Py=="—.
/de

and p(¢) is the prediction of neural network at time ¢.

In the case of radiative boundaries (e.g. numerically treated as non-reflecting boundary conditions), the previous
assumptions no longer holds, as the acoustic intensity fluxes may no longer be nil, as shown by the acoustic energy
equation in conservation form:

i/de+/ I-ndo =0 (17)
dr Jo o0

where E represents the acoustic energy density and I the acoustic intensity:

2 2
E = p S+ POV
ZpOCO 2 (18)
I=pv.

Here, a modified version of the energy correction for open domain cases is discussed. Here dE /dt ~ 0, and thus the
correction yields:

A A

€=P;—Piy (19)
where
R pidx
P = o . (20)
fgdx

This correction only remains valid for small time steps or low frequency acoustic sources.

In total, four strategies are tested by training the presented U-Net CNN on the dataset D1, and using the two
normalization strategies described above as well as the energy preserving correction. The four models are summarised
in table [Tl



Name Dataset Normalization EPC

GlobUnetD1 D1 € No
GlobUnetD1+C D1 € Yes
LocUnetD1 D1 o No
LocUnetD1+C D1 o Yes

Table 1 Summary of the different strategies for testing the neural network

@ (b) (© (d)

Fig. 5 Schematic view of test setups, for cases of (a) free-field propagation, (b) scattering with cylinder, (c)
scattering with NACA0012 airfoil and (d) proapgation inside nacelle and scattering into far field. Gray hashed
zones represent non-reflecting boundary conditions, while black zones represent reflecting waves.

D. Training the neural network

The supervised training of the neural network G is performed over the dataset composed of N pairs of input-target
samples (X1, p*)) i, .

Equation (3)) is solved by defining the loss function £ used to train the neural network, which is computed at the
output of G, and reads:

N
1 At+l 112
L:N;np;:,p;: I @21)

where the summation is done over the total number N of data samples of prediction-reference pairs.
1+l

The loss minimizes the L2-norm mean-square error (MSE) of the prediction p}

pt+1 .

¢ In practice, the optimization of the neural network is performed using a variant of the classical mini-batch stochastic
gradient descent algorithm, the Adam optimizer [23], with an initial learning rate of 4.10™* and a learning rate schedule
which decreases its value by 15% each time the network validation loss reaches a plateau for more than 10 optimizer
passes on the full dataset (called epochs). The Pytorch open-sourced framework [24] is employed to perform the training
operations. The algorithm is stopped when the loss converges to a plateau for 100 consecutive epochs, which is achieved
after a total of 1500 epochs. The total training time in a NVIDIA Tesla V100 GPU takes 48 wall-clock hours, with a
batch size of 32.

with respect to the reference field

IV. Density-field prediction in unbounded test cases
The autoregressive methodology is tested in a series of unbounded cases to demonstrate the ability of the framework
to predict acoustic propagation for several configurations with a quiescent mean flow. The objective is to demonstrate
that a single neural network, trained on a dataset such as the one described in section [[TI} can perform accurately on all
the previous test scenarios, without the need to build a tailored database for each case. The interest of such approach is
to avoid the repetition of the costly training process for each new configuration, and to demonstrate that the employed
neural network is able to perform well on new cases not seen during the training process.
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A. Free-field propagation

First, the network is tested on the free-field propagation case, for a domain of size D x D without any obstacles and
with non-reflecting boundary conditions (Fig. [5a)). The initial condition corresponds to a Gaussian pulse of half-width
b/D = 0.06, located in the center of the domain. The neural network is provided with the first four frames (k = 3) of
the simulation, issued from a LBM simulation with the same boundary and initial conditions, and the auto-regressive
method unrolls subsequently the complete prediction, until the non-dimensional time 7 = 2 is reached.

Snapshots at several times are shown in Fig. [6] for the four studied networks and compared with the reference
LBM method. Results show that all neural network perform well during the first phase of the propagation, before the
pulse reaches the domain outer boundaries. Once the pulse interacts with the non-reflective boundary, some networks
(GlobUnet and LocUnet without correction) seem to struggle keeping the symmetry of the pulse while LocUnet with
correction manages to keep this symmetry much better, even when interacting with corners.

More quantitative results are shown in Fig. where a slice at constant y/D = 0.5 is extracted. The energy
preserving correction seems to benefit the LocUnet method (green curves) whereas it hampers the GlobUnet one (red
curves). This can be attributed to the lack of uniform drift in the GlobUnet case, thus the hypothesis for correction by
some constant value no longer holds (see section ??). However, in the LocUnet case, such a correction seems to improve
clearly the accuracy of the results. This can been for example in Fig. [§] where the time evolution of two global metrics is
shown, namely the evolution of the Mean Squared Error £, (relative to the initial pulse amplitude £) and the evolution
of the acoustic pressure energy over time. The use of the energy preserving correction for the local-normalized U-Net
manages to mitigate the error accumulation over time, typical of auto-regressive methods. However it does the contrary
for the globally scaled U-Net, suggesting that no error drift is occurs for such model. In fact, the uncorrected version
of GlobUnet behaves very similarly in terms of L2 error evolution than the corrected version of the LocUnet method.
Furthermore, it can be observed from the energy plot that for the uncorrected version, both networks show similar
trends in the constant energy regime (7 < 0.5) corresponding to times before the pulse reaches the domain boundaries.
However, the sudden change of regime towards an energy-decaying one after 7 = 0.5 seems to be better captured by the
global normalization. The addition of the EPC makes the local normalization the best performing method, both in terms
of error and energy fit.

This first test highlights one of the key challenges of such data-driven methods: the change from energy-preserving
to energy-decaying state with very low residual levels in the domain and decreasing signal-to-noise levels, even though
the physics behavior remains identical (i.e. the propagation of waves in free-field).

B. Scattering by a cylinder
Next, as in the validation case of the dataset in section [[TL.B] the scattering of a Gaussian pulse by a cylinder is
studied. The computational domain is sketched in Fig. [5b} the initial condition is an initial Gaussian pulse of half-width
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b/D = 0.06, located at a distance x/D = 0.25 from the cylinder of radius R/D = 0.075, located in the center of the
domain, while the four boundaries are left as non-reflecting ones.

Results for such a test-case are shown in Fig. [0] Density fields of both the reference LBM simulation and the neural
network predictions are compared, along with the local error normalized by the L., norm of the error, in order to show
where the error is concentrated. The challenge for the neural network is to correctly predict the scattering of the pulse by
the cylinder, and also to correctly model the non-reflecting boundary conditions, as already discussed for the free-field
propagation case.

Slices of density fields at two positions y/D = 0.5 and y/D = 0.25 are shown in Fig. as well as evolution of two
global quantities in Fig. namely the mean-square error between the LBM target and the network predictions, and the
temporal evolution of the total fluxes integrated over the four domain outer boundaries over time, namely:

F(p,u) = ﬂgpudS (22)

In order to calculate such fluxes, the acoustic velocity has been inferred through the linearized conservation of the
Euler equation, which yields:

u(t) = /Ot Vp(s)ds (23)

It can be seen that for all four tested networks, a similar behaviour is observed as in the previous test: the error grows
initially next to the cylinder wall, while at later times the regions of high error are concentrated near the boundaries. The
LocUnet+C (i.e. normalized by the standard deviation and with energy preserving correction) achieves a lower error
than the rest of methods. Here the GlobUnet encounters more difficulties, typically for times after T = 0.5. In particular,
it can be seen that the network does not manage to correctly predict the absorption by the rightmost domain boundary at
x/D =1 of the wave reflected by the cylinder. The error is locally higher in that region near the boundary and the EPC
is unable to correct such a behavior (e.g. for 7 = 0.76). On the contrary, the energy-corrected LocUnet manages to
closely follow the signal oscillations even for such long time horizons. The evolution of the fluxes in time confirms this
observation: the GlobUnet strategy only manages to capture the high amplitude fluxes at early simulation times, but
fails for the lower amplitude peaks at 7 ~ 0.6 and 7 ~ 0.8. This suggests that the global scaling forces the network to
focus on high-amplitude signals, while lower amplitude ones have been neglected during the training process. Thus, it
demonstrates the superiority of the local normalization, which can adapt to varying signal amplitudes. In combination
with the energy correction, this local normalization is able to capture accurately the energy-decaying dynamics.

C. Scattering with NACA0012 airfoil

The third test case corresponds to the scattering of a Gaussian pulse wave with a NACAOO012 airfoil. The
computational domain is sketched in Fig. The airfoil leading edge is located at coordinate (x,y) = (0.3D,0.5D)
while the chord and thickness are 0.4D and 0.08 D respectively. The initial acoustic source is a Gaussian pulse located at
(x,y) = (0.5D,0.8D), above the airfoil trailing edge. This is the first test case where the network encounters a geometry
which was not present in the database. The purpose is to study the ability of the network to predict the strong scattering
typical of sharp edges, as in the airfoil trailing edge. Since the corrected GlobUnet and the uncorrected LocUnet have
been found ineffective on the two previous cases, only the two relevant networks (GlobUnet and LocUnet+C) are shown
in the following.

Results in Figures [I2] and [T3|show that for low times of propagation (7 < 0.4) the error concentrates at the trailing
edge region: as seen for example in the slices for 7 = 0.28 and 7 = 0.35 both GlobUnet and LocUnet+C do not fit
closely the density levels at the trailing edge (x/D = 0.7), indicating the difficulty of the network to handle sharp edges,
which it was not trained for. The leading edge is on the contrary well predicted. This offset in density creates some
dispersion phenomena visible in the error fields of Fig. [[2} the back-scattered wave from the trailing edge is not in
phase with the reference simulation. Interestingly, the prediction error near the sharp trailing edge has a pattern similar
to a dipolar source term. Note that the GlobUnet strategies exhibits artifacts close to the trailing edge, even at early
times (e.g. 7 = 0.10). A better understanding of this localized error and possible corrections are left for future work.

D. Scattering by a 2D Nacelle
In order to demonstrate the capabilities of the presented framework in an industrial-relevant case, a simplified
duct-nacelle configuration is tested, as shown in Fig. [5d} Each side of the nacelle is modeled as a symmetric NACA0012

14



5 =0.00 7p=0.10 7p=0.31 p=0.49 7p=0.66
o (it = -04) (it = 008) (it = 032) (it = 052) ]%‘ o4
% o * U —A WV 2= I
Srow  — - 1 o N s | 0et00
5‘2 0251 | N . A _le-04
%0 025 050 o035 10 -2e-04
D ‘ —\ 2¢-04
a o (==L
—% - G k A 4 | [0e+00
5 | N A R-1e04
| 2e-04
B le+00
=5
g t: . . -
jmaa)
Z
0e+00
< ]TW 2¢-04
: o @~
5 — - k dome 1| | 106400
g ! | NP j -le-04
- | 2e-04
—q:) = 1e+00
N =
jmaa)
Z
0e+00

Fig. 12 Acoustic density prediction for test case 3 (scattering with NACA0012) profile.

15




7= 0.66

led 7= 0.10 led 7= 031 led 7= 048 le-4

Q (| sapacme foeama | o <0 QOW %
3

-1 -1 -1 -1

0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0
x/D x/D x/D x/D

Fig. 13 Slices of density fields at y/D = 0.5 for test case 3, for different times and networks (-0—) LBM
reference, (-&-) GlobUnet, and (—-) LocUnet+C.

7 =0.00 7p=0.10 p=0.24 p=0.52 7p=0.66 7p=0.80 7p=0.94
(it = -04) (it = 008) (it = 024) (it = 056) (it =072) (it = 088) (it = 104)
o ‘ w 2e-04
Q ‘ q
S 0TS mm— 1 le-04
5 ey caipe s F RN Caguaps 8
O 050 . . .. I - - ' | - ° ’ 0e+00
o - - —
&) 05| { - N s - d‘ _le-04
! 4
] -2e-04
= 2e-04
5 le-04
2 0e+00
@ -1e-04
2¢-04

8 1e+00

=5

S= 5¢-01

E5 o

Hm

)

2 0e+00
(_.i 2e-04
o) le-04
5 0e+00
8 -1e-04
— 2¢-04

le+00

Se-01

Normalized
Error

0e+00

Fig. 14 Acoustic density prediction for test case 4 with two NACA0012 airfoils forming a nacelle.

profile at zero angle of attack with respect to the horizontal direction. Both airfoil leading edges are located at coordinates
(x,y) =(0.2D,0.3D) and (x, y) = (0.2D,0.7D) while the chord and thickness are set at 0.6D and 0.1D respectively.

A Gaussian pulse source is initially located inside the duct at (x,y) = (0.5D,0.5D), and the neural network is
unrolled to propagate the wave through the duct and into the far-field.

This case contains most of the physics studied in this work: wave reflection, duct acoustics and scattering of waves
at both ends of the duct. Results shown in Fig. [[4]reveal the complex patterns that appear in such a case: axial-traveling
waves propagate both upstream and downstream of the duct, while transverse waves remains trapped inside the duct,
forcing the appearance of duct-like modes. Both GlobUnet and LocUnet+C manage to predict accurately the density
patterns appearing in such a scenario. A slice along the axis of the nacelle (y/D = 0.5) (Fig. shows the overall
fitting of the LBM reference, even after the trapped modes become established after few iterations (7 > 0.24).
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However, as was seen in section [[V.C] the scattering by both trailing edges creates a local error accumulation, which
creates a phase shift in the subsequent propagation. Again, early artifacts appear for GlobUnet at the sharp trailing edges
(e.g. T =0.1), which then propagate and pollute the rest of the time predictions. This can be seen in the plot of density.
After the in-duct modes haven been established (7 > 0.5), this phase shift becomes clear.

Furthermore, the evolution of acoustic energy and fluxes in the domain, shown in Fig. [I6] evidences the presence of
this in-duct modes through the periodic oscillation of energy and fluxes. Both neural networks show signs of phase
shifts as they do not follow the oscillatory patterns after 7 > 0.5. However, LocUnetD1+C manages to follow the global
trend of oscillating energy, while the GlobUnet diverges faster from the reference simulation.

Thus, this test highlights that the studied method is able to accurately predict complex acoustic propagation cases
which differ significantly from the training database. It also shows two of the main difficulties encountered by the
surrogate model: the scattering with sharp edges and the difficulty to predict in-duct propagation, because of the
presence of trapped modes. The scattering seems to be the cause of the in-duct propagation discrepancy as it generates

dispersion errors.
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Fig. 15 Slices of density fields at y/D = 0.5 for test case 4, for different times and networks (—0—) LBM
reference, (—&-) GlobUnet, and (—#) LocUnet+C.

le-6
10°
—4- GlobUnetD1 --4-- GlobUnetD1 --4-- GlobUnetD1
—<— GlobUnetD1+C —<— GlobUnetD1+C | —<— GlobUnetD1+C
LocUnetD1 LocUnetD1 1.5 N LocUnetD1
107! —=— LocUnetD1+C —=— LocUnetD14C —=— LocUnetD1+C

=o== reference

=o== reference

-4
10 0.0 0.5 1.0 1.5

(2]

0.0 0.5 1.0 1.5
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fluxes for test case 4 (nacelle).

V. Acoustic prediction in bounded domain

A. In-duct propagation

In order to complete the observations made in the previous case regarding the difficulty of neural networks to tackle
the prediction of in-duct wave propagation, a fifth test case is presented, where the propagation of a Gaussian pulse
inside a two-dimensional duct of constant diameter is considered. It allows the study of the long-time propagation by
neural network of trapped modes, without taking into account difficulties due to sharp edges

Three configurations are studied as shown in Fig. [T7} The size of the domain is kept constant at D x D while 3
diameter 4 of the duct are investigated: #/D = 0.4,0.6 and 0.8.
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(a) (b) (©)

Fig. 17 Schematic view of test setups, for cases in-duct wave propagation for different diameter-to-domain
length ratios /D = (a) 0.4, (b) 0.6, (c) 0.8. . Gray hashed zones represent non-reflecting boundary conditions,
while black zones represent reflecting waves.

Figure|18|compares the results for both GlobUnet and LocUnet+C which were identified as the best performing
methods in the previous tests. The initial bouncing on the duct walls is seen to be well predicted (7 = 0.38). However,
once the wavefronts reach simultaneously the four edges of the simulation, where the non-reflecting condition coincides
with the duct wall, the error accumulates quickly in that region. This behavior is clearly seen in the GlobUnet case,
which creates some spurious back-reflected waves that pollute the entire domain. While this phenomenon is less present
in the LocUnet+C case, it it still visible. This mismatch creates a dispersion error that can be observed in the energy
evolution for the three studied cases (Fig. [I9). In the three cases, the LocUnet+C method demonstrates its superiority as
it manages to track the energy evolution much closer than the globally-scaled network. However, the phase dispersion is
also visible in both cases, which is an effect of the error created by the edges of the simulation. These can be attributed
to the fact that such a type of junction between non-reflecting and wall boundary conditions is never seen during training.
Thus it is hard for the network to infer the behavior in such points. Here, it is hypothesised that even if the duct walls
are of infinite length in the axial direction, the network has always learned on finite-length obstacles. Thus, it may be
possible that it sees the duct-end as an open-end, thus creating some reflected waves because of the wave scattering at a
duct opening. In order to mitigate this behavior, the dataset could be augmented with some examples of infinite length
ducts.

Furthermore, the analysis of the energy change over time in Fig. [T9|reveals that the GlobUnet is not robust with
respect to an increase of the duct aspect-ratio. For values 4/D > 0.6, such a normalization does not seem capable of
following the changes of acoustic energy over time. On the other hand, the LocUnet+C method fits much closer the
reference data, although the dispersion phenomena is clearly visible in such results.

B. Closed box propagation

The last test case corresponds to the same type of boundary condition studied in [[6], namely a hard reflecting wall
on the four boundaries of the computational domain. The initial condition corresponds to a Gausian pulse centered at
(x,y) = (0.5D,0.5D). In practice, the neural network is given a geometry mask with one continuous layer of "obstacle"
pixels around the computational domain. Results in Fig. [20] show the evolution of the neural network predictions
for both tested networks (GlobUnet and LocUnet+C). In both cases, both networks manage to reproduce the highly
symmetric patterns until times around 7 = 0.6. For later times, a slight phase shift, originating again from the corners,
unbalances the symmetry in both cases. As the energy content of this problem remains constant, it is a hard problem for
networks that have only seen decaying problems in the training database. The hypothesis is made that the network
may need further temporal context, i.e. having access to longer histories of previous snapshots at the network input,
or training on a database of longer simulations, in order to accurately capture the long temporal dependencies of the
problem. The latter is tested by training GlobUnet on a new dataset D2, identical to D1 except that the LBM simulations
are stopped at later times (‘rtgl izning = 1.44 instead of Ttg ilning = 0.87). Results in Fig. [20/show that this new training is
able to improve significantly the results for this particular test case. However, all the previous tests were performed with
this longer dataset but no improvement was found for the other cases. The explanantion for such a phenomena remains
an open question.
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Fig. 18 Acoustic density prediction for test case 5, of in-duct wave propagation with /D = 0.6.
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VI. Conclusion

In this work, a method to treat a variety of acoustic propagation cases on quiescent media with a deep learning
surrogate model is presented. The neural networks are trained on a single database of high-fidelity LBM simulations
which contains examples of acoustic wave propagation, reflection and scattering with obstacles, as well as free-field
propagation. Multiple test cases demonstrate that a convolutional neural network trained on such a database, with some
specific normalization (namely local normalization by the input standard deviation) manages to reproduce closely the
results of the LBM reference. Accurate results are obtained even on boundary conditions and scattering configurations
not seen during the learning phase. The combination of a locally-normalized training with an a posteriori correction,
which imposes the conservation of acoustic energy, significantly improves the results and reduces the long-term error
accumulation of the autoregressive method. The different examples also highlight some of the challenges encountered
by the network, that are also typical of traditional numerical solvers: the accurate treatment of non-reflective boundary
conditions, the scattering of acoustic waves by sharp edges and the prediction of duct modes in confined configurations.
It also demonstrates that these highly efficient non-linear networks may be capable of extrapolating to changes in the
underlying statistical data distribution (e.g. energy-decaying versus energy-conserving flows).

While neural network techniques for fluid dynamics and aeroacoustics are in their early phases of development,
studying their capability in more complex cases remains a crucial step for their applicability to real world problems.
The insights gained in this work suggests that besides the studied problem of treating the temporal integration accuracy
[Z, 23], care should be taken when modeling problems with complex boundary conditions. Thus, techniques from
the CFD community could be employed to improve the capabilities of such data driven methods (e.g. non-reflective
conditions etc).
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Fig. 21 Details of the employed U-Net [14] convolutional architecture.

Figure [2T] shows the details of operations. The notation is follows the following convention

* k# represents the size of the 2D convolutional kernel. For instance, k3 is a 3 X 3 kernel, with 9 learnable
parameters.

* s# denotes the stride of the convolution operator.

* c# is the number of output channels after each convolution.

* The non-linear activation function: either "ReLU" for Rectifying Linear Unit, or the idendity function ("Id").
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