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Abstract We report the combination of the thresh-
old algorithm with the Density Functional based Tight
Binding method (DFTB) allowing for the exploration of
complex potential energy surfaces and the evaluation of
probability flows between their regions, at the quantum
level. This original scheme is used to explore the energy
landscape of an anionic 20-atom gold cluster, Au−20. On
the basis of the relevant structures, 19 structural groups
are highlighted, all of them being variations about the
pyramidal shape : (i) distorted pyramids, (ii) pyramids
in which the atom of one of the facets has been removed,
leaving a hole, and placed at different positions on the
cluster and (iii) pyramids on which an atom located at
a vertex has been removed and placed on an edge or
on a facet. Upper limits of the energies required to con-
nect the basins of the 19 groups on the potential energy
surface are evaluated. Moreover, the attractive basins
are identified on the basis of the analysis of the prob-
ability flows on the landscape. The comparison of the
disconnectivity tree with the results of the flux analysis
provides a consistent representation of the Au−20 basins’
proximity. Finally, we show how the new scheme al-
lowed for the identification of counter-intuitive transi-
tion pathways.
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1 Introduction

Over the past decades, complex energy landscapes that
exhibit multitudes of local minima and a broad range
of energy barriers have left the realm of mathemat-
ics and optimization theory,[1–4] where they are of-
ten known as cost functions, to become an indispens-
able playground and tool for investigations of biolog-
ical, chemical and physical systems,[5] ranging from
studies of structural glasses[6–10] and spin glasses,[11–
13] and inverse problems, over macromolecules such as
proteins,[14, 15] peptides,[16–19] glycans,[20, 21] and
clusters[22–24] to crystalline compounds[25, 26] and
questions of evolution.[27–29] Energy landscapes are
used to describe and visualize the state space of such
systems, and the analysis of their barrier structure pro-
vides insight into their dynamics on short and long time
scales. Regions of the landscape of chemical systems,
which are locally ergodic on given observational time
scales,[30–32] correspond to metastable compounds or
conformations, and the properties of the transition re-
gions connecting these locally ergodic regions control
both the life-times of the various modifications and
the transformation pathways between them. Quite fre-
quently, such landscapes exhibit a hierarchy of time
scales, and a complicated barrier structure, making
brute force simulations of their time evolution infea-
sible.
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A multitude of algorithmic tools, especially global
optimization algorithms,[11, 33–36] have been devel-
oped to determine the local minima that are typically
at the heart of the locally ergodic regions. Similarly,
a variety of methods have been deployed to identify
individual saddle points and pathways between given
pairs of local minima.[37–40] Finally, simulations of the
dynamics on complex energy landscapes have required
the development of new approaches that are usually
based on combinations of molecular dynamics or Monte
Carlo algorithms with heuristic or systematic tools.[41–
46] Here, the goal is to overcome the issue of multiple
time scales separated by orders of magnitude in a phys-
ically and chemically intuitive fashion, while remaining
as systematical and unbiased as possible.

A major problem is the fact that fast, ie. compu-
tationally affordable, crossings of energy barriers of a
certain height between two relatively close-by minima
but without already prescribing a path to follow, typi-
cally require adding more energy to the system in some
fashion - usually in form of temperature - than is appro-
priate for the phenomenon of interest. In particular, due
to the complexity of the multi-minima landscape, high
temperatures allow the system to range widely over the
landscape moving towards many other neighbor min-
ima instead of the "target" local minimum. Similarly,
in a high-dimensional space, it becomes rather diffi-
cult to even find the exit from (or entrance to) a given
minimum since the walker representing the system will
spend much of the time just searching for this typically
very small exit region connecting the basin to the rest of
the energy landscape. This multitude of available path-
ways, with the resulting difficulty of the system to pick a
particular one, is an example of the second class of bar-
riers, which are prominent on a complex energy land-
scape: the so-called entropic barrier.[32, 47, 48] Typi-
cally, the importance of such barriers for the dynamics
rapidly increases with size of the system; often they are
actually more relevant than the existing lowest energy
barriers regarding the time scales on which a metastable
system with many degrees of freedom evolves. However,
most standard exploration algorithms either ignore en-
tropic barriers or provide no way to measure them in a
systematic fashion.

One class of approaches that systematically deter-
mine such entropic barriers are the so-called lid or
threshold algorithms,[3, 13, 32, 49–51] where increas-
ingly large pockets of the energy landscape that are
accessible below a sequence of energy lids or thresholds
are systematically explored and the probability flows
between the regions that are connected below a given
lid are measured as function of threshold energy.[52, 53]
Typically, one speaks of a lid algorithm, if the under-

lying state space is discrete, e.g. for a spin glass[13]
or a combinatorial optimization problem[3], and of the
threshold algorithm if the state space is continuous,
e.g. in chemical systems.[49, 50] The great advantage of
measuring such probability flows as function of thresh-
old energy is the fact that we can separate the entropic
and the energetic aspects of the barrier structure of
the landscape.[32, 52, 53] Furthermore, starting from
e.g. a low-energy local minimum, this approach yields
an overview over the neighboring minima on the energy
landscape, and identifies the energetic and entropic bar-
riers separating them. Repeating this lid based explo-
ration from the newly discovered minima, it becomes
possible to map the whole landscape in a mosaic fash-
ion, and to reconstruct both the energy barrier and en-
tropic barrier based connectivity of the landscape.

Since unbiased explorations of energy landscapes al-
ways require very large numbers of energy evaluations,
any application of such an algorithm runs into feasibil-
ity problems for systems with expensive energy calcu-
lations such as chemical compounds. Dealing with this
issue by employing e.g. empirical potentials instead of
ab initio energy calculations can lead to more or less
grave inaccuracies, especially if the empirical potentials
are fitted to only a few local minima but do not yield a
faithful representation of the whole landscape. As a con-
sequence, the minima found on the empirical landscape
may be different from those on the ab initio landscape
- both with regard to their existence and their relative
energies.[53, 54] Furthermore, the energetic barriers be-
tween the minima will more or less strongly depend on
the energy function, and similarly the entropic barriers
may also differ as a consequence.

While there is no perfect solution to this conun-
drum, one promising compromise for chemical systems
is to employ approximated ab initio energies, such that
we expect that essentially all local minima of the "true"
ab initio landscape will exist on the simplified land-
scape, that their relative energies are realistic, and that
also the energy barriers will not differ too much from
the "true" ones. One very promising approach is to em-
ploy the so-called Density Functional based Tight Bind-
ing (DFTB) method, which has proven to be quite suc-
cessful in modeling many types of chemical systems and
nanoclusters.[55–57] In the present work, we report the
incorporation of the threshold algorithm into the DFTB
code deMonNano[58].

This threshold/DFTB scheme is then used to in-
vestigate the energy landscape of gold clusters. Such
clusters have attracted much interest since the 1980s
because of their remarkable properties in various fields
such as medicine[59], catalysis [60], nano-electronics[61]
and nano-optics[62]. Among the vast literature focused
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on gold clusters [63–110], numerous works are devoted
to Au20 [63, 64, 66, 73, 74, 80, 88, 99, 107] because
this cluster presents a double magic number: its atomic
structure is a highly symmetrical pyramid and, in the
simple spherical Jellium model, its 20-electron outer
electronic shell is closed (1s21p61d102s2 superorbital
configuration). In recent studies, employing a new
adaptation of DFTB parameters [109, 111, 112], we
have investigated the potential energy surface (PES) of
Au(0,+,−)

20 by combining a Parallel Tempering Molecu-
lar Dynamics (PTMD) exploration [113] with periodic
quenching to obtain isomers and compute their struc-
tural excitation and vibrational spectra[114–116]. We
have observed that the Au(0,+,−)

20 lowest energy iso-
mers exhibit pyramidal shapes, highly symmetric (Td)
for the neutral one and with very small Jahn-Teller
deformations from the Td symmetry for the ions [114–
116]. These findings are in agreement with the litera-
ture, both experimental (IR[63], Trapped Ion Electron
Diffraction [117], ion mobility[118] and atomic imaging
[119]) and theoretical[63, 120]. Our work has shown
that the structural excitation spectra of Au(0,+,−)

20 ex-
hibit a difference in the first isomerization energy gap,
which is larger for the neutral cluster than for the ions.

In the case of Au−20, all the identified isomers with
energies below 0.45 eV above the pyramidal global min-
imum energy exhibit noticeable distinctive variations
around the pyramidal shape, making this cluster a very
suitable system to unravel the possible paths between
isomers, and between groups thereof, on the PES with
the help of the threshold algorithm. Beyond highlight-
ing the connected isomer basins, we will be able to mea-
sure the probability flows between them and determine
the ranges of energy where they become connected, and
furthermore allow the identification of attractive basins.

In the first part of the paper, computational de-
tails are given concerning the DFTB potential used,
the threshold algorithm, and the specificity of its ap-
plication to the study of the Au−20 cluster. In the sec-
ond part, the zoology of the relevant isomers is pre-
sented. Their connectivity as function of the system’s
energy, their proximity on the PES, and the dynamical
evolution (probability flows and transition pathways)
between them are discussed. Finally, a conclusion and
perspectives are given.

2 Methods

2.1 The DFTB potential

In the present work, we have used the DFTB scheme
[121, 122] in its second order formulation (also known

as Self-Consistent Charge, SCC-DFTB[123]). With re-
spect to DFT, the three main approximations of this
method are that i/ the Kohn-Sham orbitals are ex-
panded on a set of minimal atom-centered bases, ii/ the
three-center integrals are neglected and iii/ the DFT
energy is expanded in a Taylor series up to the sec-
ond order around a reference density. In practice, the
non-diagonal elements of the overlap and Hamiltonian
matrices are tabulated from DFT calculations and ex-
pressed as functions of interatomic distances (the di-
agonal elements of the Hamiltonian matrix being the
orbital energies of the isolated atoms) and the diatomic
repulsive atomic pairwise contributions are fitted to
minimize the difference to reference calculations.

The DFTB parameters used were adapted[112, 116,
124] from those reported by Fihey et al. [111] (the
"auorg" set from the www.dftb.org website). The modi-
fication consisted in a shift of the p orbital energy [112].
In an earlier study, we have shown that these modified
Au parameters satisfactorily reproduce the properties
of systems ranging from clusters (2D/3D transition, de-
pendency upon charge state) to bulk (lattice parameter,
binding energies, elastic constants) [112]. Moreover, in
the medium-size regime we are currently interested in,
the structure and energetic ordering of the low-energy
isomers are in agreement with the experimental and
DFT data reported in the literature [112, 114, 125]. The
performance of these parameters with respect to the
modelling of medium-sized aggregates opens the way
to the possibility of carrying out a global exploration of
the PES of such aggregates with an approach providing
an explicit description of the electronic structure.

For the single point energy calculations, we have
used a criterion of 10−8 on the atomic charges for the
SCC convergence.

2.2 The threshold energy method

The threshold algorithm is employed to systematically
explore many low-energy pockets of the energy land-
scape of a given system.[32, 49, 50] A pocket is defined
as the region of the state space, which is accessible from
a given starting point, usually a local minimum, below
a given energy lid or threshold.[126] The exploration
of the pocket typically takes place via many Monte
Carlo random walks starting from the same minimum,
but can also be performed using molecular dynamics
or combinations thereof.[32, 51] This ensemble of ran-
dom walkers starting from the same point represents a
unit of probability that has been placed into the start-
ing minimum. Keeping track of this ensemble of walkers
then corresponds to measuring the flow of probability
on the energy landscape as function of threshold energy.
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A crucial element is that each random step from point
i to point i+1 is always accepted as long as the energy
of state i+1 remains below the given energy lid, while
any step above the lid is always rejected.

Periodically, every Nstop random moves, we perform
a set of many stochastic quenches, i.e. random walks
where only states i+1 with lower or equal energy than
the current state i are accepted. Each stochastic quench
is followed by a local optimization. From these sets
of optimized structures, we can deduce the probabil-
ity flows in the pocket between the starting minimum
and the other minima inside the pocket as function of
energy lid and length of threshold run. One should note
that due to the rapid increase in the number of states
with energy on complex energy landscapes, a large frac-
tion of the stopping points will be close to the energy
threshold. Thus, the probability flows directly reflect
the entropic barriers inside the pocket for a given energy
interval close to the lid. In practice, we define the proba-
bility flow pi→j from isomer i to isomer j as follows: For
all the N tot

i threshold simulations starting from an iso-
mer i, we define N j

i as the number of final structures
(after conjugate gradient optimization) corresponding
to a basin j. pi→j is then defined as N j

i /N
tot
i .

This procedure is repeated for a sequence of energy
lids for the same starting minimum, and subsequently
for (ideally all) other local minima on the energy land-
scape, where not only the original set of starting min-
ima - which had been obtained from e.g. a global opti-
mization - but also the local minima discovered during
the threshold runs are included. Thus, we obtain local
densities of states as function of lid and starting local
minima, and probability flows as function of energy lid
and starting minima.

Furthermore, we can employ the probability flows
to deduce a tree graph representation of the energy
landscape, where we connect any two minima at the
energy, for which there had first been an uninterrupted
path feasible between these minima regardless of how
far away they are on the landscape.[3, 50, 52, 53] We
note that this path may well consist of many individ-
ual pieces, each connecting two close-by local minima,
since for large energy landscapes the number of steps
in a given threshold run will often be very small com-
pared to the total accessible state space volume below
the lid, and thus two minima that are very far from
each other but still connected below the lid are unlikely
to be reached during a single individual threshold run.

2.3 Application to Au−20

For the moveclass during the threshold runs, we se-
lected individual atom displacements. We have inves-

tigated five different lid energies (Lid1-5), correspond-
ing to 0.01/0.02/0.03/0.04/0.05 Hartree above the en-
ergy of the global minimum configuration. For each
minimum chosen as starting point and below each en-
ergy lid, at least 30 different threshold runs, i.e. ran-
dom walks below the lid energy, were performed. Along
each threshold run we stopped 75 times, and performed
4 quenches at each stopping point. Each piece of the
threshold run between two stopping points consisted of
5000 MC steps, and each of the 4 quenches consisted of
500 MC steps followed by a conjugated gradient opti-
mization. We have used a criterion of 4·10−6 a.u. for the
maximum atomic force to stop the local optimization.

In order to classify and compare the structures, we
have used as a first criterion the energy differences. Two
structures are considered as similar if their energy dif-
ference is below 10−9 Hartree. In addition, we employed
a structural similarity criterion, namely the interatomic
distance-based similarity function introduced by Joswig
et al.[127]. Two structures are assumed to be similar
if this criterion is higher than 0.98. Note that, in our
approach, mirror symmetric images are considered to
belong to the same basin.

3 Results

3.1 Isomer analysis

The simulation protocol was initiated using as starting
structures the 10 isomers reported as the lowest energy
ones in the references [115, 116]. Additional isomers
identified during an iteration of the DFTB/threshold
scheme were added to the list of starting structures if
they met one of the two following criteria: i/ a total
energy differing from the one of the pyramid, assumed
to be the global minimum, by less than 0.45 eV or ii/
that a given minimum j represents more than 10% of
the optimized structures issued from a given starting
configuration i at a given lid (pi→j > 10%). This proce-
dure has been iterated until there was no longer a new
structure that meets these criteria. The total number of
minima that have been identified is 736. These isomers
are labelled by a number y according to the increasing
energetic order. Among them, 40 isomers have been
used as starting structures (45 structures met the cri-
teria given above, but 5 were removed because they
corresponded to very small structural deformations of
isomers already included in the list of starting struc-
tures). These 40 structures can therefore be considered
as corresponding to key basins on the potential energy
surface because of their low energy and/or their high
probability of being visited. In the following, these 40
starting structures will be referred as "key isomers".
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Fig. 1 Structural excitation energies of isomers (eV). Black:
the full set of 736 optimized isomers. Blue: the 40 key iso-
mers (used as starting points for structural explorations, see
text). Red: lowest energy isomers of the 19 identified struc-
tural groups and labels identifying the groups.

The structural excitation energy of these 40 key isomers
and of all the minima, with respect to the pyramid, are
represented in figure 1 (blue and black spectra, respec-
tively). This structural excitation spectrum is discrete
up to about 0.4 eV, at which point it begins to take on
a continuous aspect. The first four isomers (y = 1,2,3,4)
are slightly distorted pyramids, the isomerization gap
between these pyramid-like structures and the higher
energy isomers being about 0.24 eV, which is consistent
with our previous work [116].

The 40 key isomers have been classified into 19
structural groups by eye. The structure of the lowest
energy isomer of each group is shown in figure 2, and
the corresponding structural excitation energies appear
in figure 1 (red spectrum). These structures will be
denoted Gx-y, x being the identifier of the structural
group, y being the isomer number. The first two groups,
G1 and G2, correspond to pyramid-like structures, G1
containing very slightly deformed pyramids, G2 com-
prising a pyramid-like structure but with one of its
facets being convex. At higher energies, there are three
groups containing overall pyramid-like shapes, but with
noticeable distortions, either on part of the structure
(G6) or on the whole (G9 and G16). In seven groups,
the structures can be described as a pyramid where the
atom of one of the facets has been removed, leaving a
hole, and placed either on the same facet (G3), or at dif-
ferent positions on another facet (G5, G13 and G18),
or on an edge (G10 and G15). The seventh group of
this type is G19 which, although very distorted, also
exhibits this type of structure. The other structural
groups are based on a pyramid on which an atom lo-
cated at a vertex has been removed and placed either
on an edge (G4, G12, G14) or on a facet (G7, G8, G11,
G17). Interestingly, the 19 structural groups described
above are reminiscent of the structural classification re-

ported for low-lying isomers of neutral Au20 by Aprà et
al. [107], namely Td followed by either defective Td or
compact forms.

3.2 Disconnectivity analysis

A tree graph is presented in figure 3 (tree graphs are
also sometimes called disconnectivity graphs [128], dis-
connectivity diagrams[129] or one-dimensional projec-
tions [130]). On this graph, the energy used to place
each group corresponds to that of its lowest energy
isomer, the blue dashed lines show the threshold en-
ergies at which the explorations were carried out (Lid1
to Lid5), and the red lines show which groups are con-
nected at a given lid energy. Note that these lids corre-
spond to upper limits of the energies required to con-
nect the groups.

Below Lid1, only the first two groups (G1 and G2)
exist and there is a path connecting them. For all other
groups, the energy of their lowest energy isomer is lo-
cated between Lid1 and Lid2, except for group G19. In
this case it is almost equal to Lid2. Between Lid1 and
Lid2, there are paths to connect groups G1, G2, G4,
G6 and G9. All these groups present variations around
the pyramid, either a vertex atom that shifts slightly
to bridge a single edge, or global deformations. Groups
G5 and G18, which are very close structurally, are also
connected below Lid2.

At Lid3, the set containing G1, G2, G4, G6 and
G9 is extended to include G7 and G16. This union of
groups seems intuitive because of the compact pyra-
midal base of the latter (note that, at this lid, G16
is divided into two distinct subgroups, both of them
linked to the set containing G1). Moreover, group G15
becomes accessible from the set containing G5+G18,
these three groups having a common pattern, namely
a pyramid with a hole on one facet. In addition, three
new sets of groups appear at Lid3. The basins G10 and
G13 are connected, the latter exhibiting a hole and dif-
fering only by the position of the adatom at the center
of a triangle of a facet or on the edge of such a trian-
gle. In a similar way, basins G8 and G12 are connected,
the difference being that the adatom in this case does
not come from a hole created in the middle of a facet
but from a vertex. The last set that appears at Lid3
contains the groups G11, G14 and G17. They are also
based on a pyramid from which one vertex has been
removed but, unlike the G8 group, the adatom is not
linked to the facet opposite to the removed vertex but
on an adjacent one. All the groups that are connected
at Lid3 exhibit strong structural similarities, such that
both the energy barriers and the entropic barriers are
small enough to be crossed at this lid.
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G1-1 G2-5 G3-6 G4-8 G5-9

G6-10 G7-15 G8-17 G9-18 G10-22

G11-23 G12-33 G13-39 G14-45 G15-54

G16-75 G17-94 G18-96 G19-152

Fig. 2 Lowest energy isomers of the 19 groups.

Fig. 3 Disconnectivity graph showing the relative total en-
ergies (in eV) of the lowest energy isomers of the 19 groups
with respect to the energy of the pyramid. The blue dashed
lines indicate the energy lid positions.

At Lid4, there are only two changes. The set con-
taining groups G10 and G13 is now linked to the set
containing G1. This is the first connection between
isomers based on a pyramid exhibiting either a miss-
ing vertex or a hole on one of its facets. The second
change occurring at Lid4 is that the set containing

G5+G18+G15 now also includes groups G3 and G19.
At Lid5, there are paths on the potential energy surface
that connect all the 19 groups.

3.3 Proximity and probability flows

In this section, we attempt to provide a picture of the
basins’ proximity on the PES as well as an analysis of
the dominant probability flows, on the basis of the anal-
ysis of the threshold simulation performed at the high-
est lid, i.e. at 0.05 Hartree above the pyramid global
minimum. This lid has been chosen as it is the first one
to connect all the identified basins. In the supplemen-
tary materials, two figures S1 and S2 show all the prob-
ability flows pi→j between the 40 key isomers. These
pictures show that some routes are favored with respect
to others, motivating an extraction of dominant fluxes,
which are depicted on figure 4. The top panel allows
to visualize the main fluxes between isomer basins be-
longing to a given group Gx (called intragroup fluxes)
whereas the bottom panel shows the main fluxes be-
tween groups (called intergroup fluxes).

In figure 4-top, an arrow represents an intragroup
flux from a key isomers i to a key isomer j if pi→j is
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Fig. 4 Fluxes at Lid5. Top : Fluxes between key isomers within the 19 groups. The identifiers of the isomers are in green
except if there is no significant flux within a given group (isomers in black), or if they correspond to an attractive basin (isomers
in red). Bottom : Fluxes between the different groups. The colours of the boxes in the bottom figure identify the members of
the 7 super-groups at Lid3.

larger than 5 %. If a significant flux is present in both
directions between two key isomers (pi→j and pj→i both
larger than 5 %), then only the dominant flux is repre-
sented, except for the cases where the largest one is less
than twice the smallest one. In the latter case, a double
arrow is plotted. When two or more key isomers belong
to the same group, the isomer identified as an attractor

is depicted in red whereas a green color is used for the
others. Starting with G1, an equilibrium is observed be-
tween the various pyramidal forms, particularly in the
case of isomers 1 and 2, selected as starting points. In
the groups G7, G8, G10 and G13, each one containing
2 key isomers, the lowest energy isomer (the one with
the smallest index number) always appears as the at-
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tractive region of the group. A more complex picture
is found for groups G16 and G9, which contain sev-
eral key isomers. In group G16, the two lowest energy
key isomers, namely 75 and 76, appear to correspond
to non-attractive basins. This is also the case for iso-
mer 86. Indeed, one-way-fluxes are observed from these
isomers towards the three other ones (88, 90 and 78).
Among them, the basin of the key isomer 78 appears to
be the most attractive one. In group G9, the two low-
est energy key isomers (18 and 19) do not correspond
to attractive basins either. In this group, the attractive
region corresponds to a pair of basins, namely those of
isomers 20 and 30. These isomers seem to benefit from
their intermediate position between two different parts
of the PES, namely the one corresponding to isomer 29
and the one corresponding to isomers 18, 19, 25 and 26.
As remarked above, in groups G9 and G16, the most
attractive key isomer does not correspond to the one
with the lowest energy. Actually, at a given lid energy,
the relative fluxes between basins depends on their rela-
tive accessible phase space volume and this volume may
or may not correlate with the depth of the minimum.
Finally, groups G6 and G18 present a different picture
as no intragroup flux could be identified. This is simply
because each key isomer of these groups undergoes a
very efficient transformation toward a more symmetric
shape, joining, respectively, groups G1 (for G6 isomers)
and G5 (for G18 isomers) before visiting other isomers
of their own group. Obviously, the number of fluxes de-
picted in this figure depends on the pi→j limit value
chosen for extracting the dominant fluxes. The choice
of a limit value of 5 % was motivated by the intention
to highlight the most likely paths only. Minority flows
not taken into account in this analysis, i.e. with pi→j <
5%, can be observed in figure S2 of the supplementary
information. From this figure, we can see for instance
that with a pi→j limit value of 1%, all the isomers of
G16 are connected.

We now address the intergroup fluxes. We first de-
fine for each key isomer i its outside group flux toward
the group GJ as : pi→GJ =

∑
j∈GJ pi→j . We observed

that the outside group fluxes are similar for all key
isomers of a given group GI, allowing to define inter-
group group fluxes; i.e. ∀i, i′ ∈ GI, pi→GJ ' pi′→GJ '
PGI→GJ .1 For each group GI, the main outside group
flux (the largest value for PGI→GJ ∀GJ) is represented
by an arrow in figure 4-bottom. When two groups are
connected in both directions, the relative length of the
two arrows is proportional to the relative intensity of
these fluxes. The groups connected by arrows on fig-

1 Note that this also validates the use of the groupings
as physically meaningful entities, possibly corresponding to
large locally ergodic regions.

ure 4-bottom define a super-group. The first super-
group contains the pyramid group G1, which appears to
be very attractive, as no simulation starting from this
group visited another one, plus 6 other groups G2, G4,
G6, G7, G9 and G16, all of them attracted by G1. In the
other super-groups, probability flows occurring in two
directions could be identified for four pairs of groups,
namely G8 and G12; G11 and G14; G5 and G15; G10
and G13. In all cases, these fluxes correspond to small
displacements of an adatom moving from the top of a
triangle toward an edge. Although the present discus-
sion is done for the highest lid (0.05 Ha) it is interesting
to compare the connections made on the basis of these
probability flows with those identified from the discon-
nectivity graph (figure 3). In figure 4-bottom, the colors
represent the groups that are connected at Lid3. It ap-
pears that the flux based picture obtained here at Lid5
almost perfectly matches the connectivity map at Lid3.
Indeed, the groups which are connected at Lid3 belong
to the same super-group at Lid5, with the single excep-
tion of groups G19 and G3, which are not connected
at Lid3. One should mention, however, that these two
groups are connected at Lid4, together with groups G5,
G15 and G18. This comparison of the disconnectivity
graph and the main intergroup fluxes at Lid5 provides
a consistent representation of the basins’ proximity.

The G1 basin is the most attractive one and there-
fore the most likely to be observed; this nicely con-
curs with already reported results, such as the agree-
ment between the experimental TIED spectrum and the
slightly distorted Td isomer theoretical spectrum for
Au−20 [65, 66]. Those authors concluded that the other
investigated motifs such as icosahedron and decahedron
can be clearly excluded as major contributors. This re-
sult was interpreted in terms of the energetic stability
of the pyramid isomer with respect to the few other
guessed structures. This is in line with our current work
involving an unbiased exploration of the low-energy re-
gion of the landscape encompassing all relevant isomers
and a study of the probablity flows taking energetic and
entropic barriers into account. Note that the attractiv-
ity of the pyramid basin has also been reported from
DFT-basin hopping explorations in the case of neutral
Au20 [107].

3.4 Dynamical evolution

The analysis of the probability flows allows for a de-
tailed understanding of the structural deformations
that occur when connecting different groups. When the
transformation is not obvious, an additional analysis of
the stopping points visited during the trajectory con-
necting two groups provides a complementary insight.



Energy landscape of Au−20 at the DFTB level using the threshold algorithm. 9

In our analysis, the intuitive migration of an adatom
over the cluster surface never appeared to be an effi-
cient way to connect two isomers. We have identified
three main characteristic moves which are described in
the paragraph below.

The first type of transformation is a global defor-
mation of the cluster involving all atoms. In this cat-
egory, one can find transitions between the pyramid
G1 and the groups corresponding to a deformed pyra-
mid, namely G2, G6, G9, G16, occurring at low energy
(Lid2). The global deformation is also a way to con-
nect two isomers through a third one that exhibits a
mixture of their characteristic features. This is, for in-
stance, the case in the transition from key isomer G3-6
(adatom close to the surface-hole) toward key isomer
G5-9 (adatom far from the surface hole) which are con-
nected at Lid5 through the key isomer G19-152. This
isomer presents a surface hole and two atoms deviating
from their position in the corresponding pyramid (one
close and one far from the hole). A collective motion al-
lows the one close to (respectively far from) the hole to
recover its place as a vertex, the other one becoming the
adatom, leading to key isomer G5-9 (respectively G3-
6). The second transformation type is the displacement
of an adatom close to a vertex from the top of a trian-
gle toward the top of an edge. Such a transformation
connects groups G8 and G12; G11 and G14; G5 and
G15; G10 and G13 at Lid3 and above. The third type
of transformation involves the migration of an atom to
fill a hole in a facet center. Two illustrations of such
trajectories are shown in figure 5, connecting the group
G13 to groups G5 and G1, respectively. In the trajec-
tory connecting the key isomers G13-39 and G5-9, the
adatom (green) is almost not perturbed and the trans-
formation proceeds via the migration of a facet atom
(pink) through the center of the pyramid toward the
hole, creating a new hole in its original position. In the
second trajectory, G13-39 → G1-1, the recombination
proceeds in a concerted mechanisms, an atom (pink)
from an edge located between the hole and the adatom
(green) moves toward the hole while its original place
is taken by the adatom.

On the basis of this analysis, it is interesting to point
out that the structural proximity of some isomers may
lead to the design of intuitive paths that are actually
not the most likely ones. As an example, it is intuitive to
think that the key isomer G3-6 is connected to the pyra-
mid group G1 through a simple motion of the adatom
toward the hole. However, in our simulations G3 and
G1 have only been connected at Lid5 through a more
complex path involving two global cluster deformations
(from G3-6 to G19-152 first and from G19-152 to G5-
9) and one hole migration (G5-9 to G13-39, top line of

figure 5) followed by the hole filling via the concerted
mechanism from G13-39 to G1-1 (bottom of figure 5).
In the same way, the key isomer G11-23 is not con-
nected to the pyramid by a migration of the adatom on
the surface to reach the depleted vertex. This isomer
is actually connected to G1 via the migration of the
adatom on top of a triangle toward an edge bridging
position (G11-23 to G12-33) followed by global defor-
mations (G12-33→G16-75→G1-1).

A similarly counter-intuitive pathway has been re-
ported by Schebarchov et al. [108] for a larger neutral
gold cluster, namely Au55. They observed that the intu-
itive rearrangement via adatom hops is not the fastest
route to connect two close-packed isomers; instead, a
concerted mechanism is more efficient. Interestingly,
our conclusion regarding the paths where an adatom
is filling a hole on a planar facet of an Au−20 cluster
is quite analogous to their observation of a concerted
move sequence between two fcc-minima in Au55. We
further note that rearrangement paths involving collec-
tive moves also appear to be dominant paths in small
nanoalloys [131–133].

4 Conclusions

The threshold algorithm is a versatile tool to explore
complex potential energy surfaces and, in particular,
their barrier structure. It provides an overview of the
groups of neighboring minima existing on the energy
landscape and yields upper limits of the lowest en-
ergy barriers between them. In addition, it allows the
identification of transition pathways connecting minima
basins and individual minima and the measurement of
the probability flows between them, thus yielding in-
formation about both energetic and entropic barriers
on the landscape. Since unbiased explorations of en-
ergy landscapes require huge numbers of energy calcula-
tions, and such calculations are very expensive compu-
tationally for chemical systems on the ab initio level, we
have incorporated the threshold algorithm in the DFTB
deMonNano code [58]. Indeed, the computational effi-
ciency of DFTB with respect to DFT makes it a tool of
choice to investigate the energy landscape of intermedi-
ate and large systems, for which a quantum description
is mandatory. This new DFTB/threshold scheme has
been applied to the study of an anionic metal cluster :
Au−20. This system exhibits a complex potential energy
surface containing many isomers and a wide range of
energy barriers, and requires a treatment at the quan-
tum level to ensure that the landscape exhibits all rel-
evant isomers in the correct energetic order and that
the energetic and entropic barriers separating them are
reliable.
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G13−39 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ G5−9

G13−39 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ G1−1

Fig. 5 Illustration of transition pathways. Top: trajectory connecting the key isomers G13-39 and G5-9; the adatom (green)
is almost not perturbed and the transformation proceeds via the migration of a facet atom (pink) through the center of the
pyramid toward the hole, creating a new hole in its original position. Bottom: trajectory connecting the key isomers G13-39
and G1-1; the recombination proceeds in a concerted mechanisms, an atom (pink) from an edge located between the hole
and the adatom (green) moves toward the hole while its original place is taken by the adatom. The cartesian coordinates
corresponding to these pathways are given in Supplementary Material.

The exploration allowed to identify 736 local min-
ima on the PES. Among them, 40 key isomers have
been identified using energetic and occurrence probabil-
ity criteria. On the basis of geometrical considerations,
these 40 key isomers could be distributed in 19 groups.
Each group can be seen as corresponding to structures
with a pyramidal shape with three specific variations :
i/ distorted pyramids, ii/ pyramids in which the atom
of one of the facets has been removed, leaving a hole,
and placed either on the same facet, at different posi-
tions on another facet, or on an edge, and iii/ pyramids
on which an atom located at a vertex has been removed
and placed on an edge or on a facet. Upper limits of the
energy barriers separating the different groups on the
PES were evaluated, and at the highest investigated en-
ergy threshold (0.05 Ha), all groups were found to be
connected. Furthermore, the probability flows between
basins of the PES were analysed at this lid value, both
inside each group and between different groups. This al-
lowed us to define attractive isomers within groups and
attractive groups. Interestingly, in a given group, the
key isomer with the lowest energy was not always found
to be the most attractive one. The analysis of the fluxes
provided a representation of the Au−20 basins’ proxim-
ity in good agreement with the disconnectivity tree. Fi-
nally, detailed information about transition pathways
between the various isomers has been obtained from the
analysis of the threshold runs, leading to the identifica-
tion of counter-intuitive transformation mechanisms. In
particular, it appeared that the migration of an adatom
over the Au−20 cluster surface is not an efficient way to
connect two isomers and that more complex concerted
mechanisms are involved.

In summary, the suitability of the DFTB/threshold
scheme developed in the present work has been clearly

demonstrated in the context of the complex Au−20 PES
analysis. We believe that this work should pave the
way toward applications to other systems, ranging from
molecules to nanoparticles, both in vacuum and on sur-
faces.
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Cartesian coordinates of the lowest energy isomers of
the 19 groups. Cartesian coordinates corresponding to
the illustration of transition pathways depicted in fig-
ure 5 (from group G13 to group G5 and from group
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key isomers at Lid5.
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