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Lens-free microscopes are simple setups, as they do not
require any lens, but in return, they do not give directly an
image of the sample but a hologram of it. Consequently, the
final image must be reconstructed, but this reconstruction is
often degraded because of the well-known phase wrapping
phase. However, Convolutional Neural Networks (CNN) have
been recently used to solve the phase wrapping problem in
different field as digital holography. In this paper, we try this
approach with lens-free microscopy in order to reconstruct
large and thick supracellular structures.

The objective is to allow phase imaging of
supracellular structures posing the problem of
wrapped phase with lens-free microscopy technique
and deep learning based algorithm.

1. Dataset and CNN architecture are well adapted to our 
problem.

2. Our algrorithm allows to reconstruct structures with 
OPD up to 2μm on acquisitions and more than 3,5μm 
on simulations.

3. More tests must be done to check the trueness of our 
algorithm for large and thick objects.

Fig. 1 : Algorithm architecture

METHODS

Fig. 4: Reconstruction of small and medium structures with 
profiles located by red lines

Our method alternates between the deep learning and the
inverse problem approach. We start by a first inversion giving
a wrapped phase image and we use the CNN to unwrap it.
Then we process a second reconstruction with the CNN
output as initialization to ensure that we fit well the data. This
algorithm architecture described in Fig. 1 is built like this in
order to split different problems faced.

In this paper, we focused on finding a good training dataset for
a sample whose composition is evolving a lot with time. The
sample is composed of fibroblasts and tumoral cells, and the
later are duplicating while gathering. This means that our
reconstruction algorithm must be able to reconstruct the phase
of small, thin and isolated objects, as well as big, thick and
complex structures. That is why our dataset is composed of
spherical cells (OPD~??), adherent cells (OPD~??), domes
(OPD~??), and more complex structures as shown in Fig. 2.

Fig. 2 : Part of one image of our training dataset with a 
magnification and a profile located by red square and line.

Our dataset is composed of every object
encountered during the first 100 hours of the
evolution of our samples.

Our network, described in Fig. 3, consist in a contracting and
an expansive path giving him a shape of a ‘U’ and its name.
The architecture of the network comes from [Unet biblio]
where it is used for a segmentation task, but we see here that
it is also efficient for a regression task. The training of this kind
of networks is also faster than usual ones thanks to shortcuts
in the architecture, and they give better results when there are
large object in the field of view thanks to the maxpooling
steps.

Fig. 3 : CNN architecture

RESULTS

Fig.5 : Reconstruction of large structures with a 
magnification and a profile located by red square and line

Our algorithm reconstructs well isolated cells and medium
structures with a diameter up to 300 μm and an OPD as high
as 2,5μm, as Fig. 4 shows. For larger structures, the problem
of wrapped phase reappears, as shown in Fig. 5. Phase
breaks in several in the middle of those structures, as well as
around them, and the reconstruction can’t be trusted anymore.
That said, isolated cells stay well reconstructed thanks to the
second reconstruction of our algorithm as the magnification of
the Fig 5 .

Our algorithm has shown good results for small object and is
also able to reconstruct medium structures. Those results
have been obtain with a single CNN which shows that it is
possible to reconstruct more than 60h of evolution of the
sample without using a specific CNN for the different moment
of the acquisition. Above that, it is hard to train the CNN for
small and large structures without creating hallucinations. This
is due to the fact that space between structures are filled with
adherent cells. Therefore, the concentration is high and phase
variation are similar to what we observe at the top of
structures. Also, as we tested our CNN on acquisition taken
during the evolution of the sample, we cannot directly
compare our results with other imaging techniques. We tried to
do it with fixed sample composed of the same kind of sample
but failed to find structures thick enough to totally demonstrate
the efficiency of our algorithm for medium structures. Also,
those samples were not as clean as expected and presented
objects that were not present in our first samples. Therefore,
our CNN has not been able to reconstruct those images and
an adaptation of our dataset might be needed to do so.

Our algorithm, associated to our CNN architecture and its
training dataset, have shown good potential to reconstruct
isolated cells as well as medium structures in the same
acquisition. This allowed to reconstruct acquisitions of an
evolving sample during approximately 80h with a single CNN.
That said, we still need to check the fidelity of those
reconstructions for larger and thicker object.

Adherent cells with an OPD lower than 0,5 μm are
perfectly reconstructed as well as structures, up to
2,5 μm and with a diameter of 300 μm.


